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ABSTRACT
Federated learning allows a group of distributed clients to train a 
common machine learning model on private data. The exchange 
of model updates is managed either by a central entity or in a 
decentralized way, e.g. by a blockchain. However, the strong gen-
eralization across all clients makes these approaches unsuited for 
non-independent and identically distributed (non-IID) data.

We propose a unified approach to decentralization and person-
alization in federated learning that is based on a directed acyclic 
graph (DAG) of model updates. Instead of training a single global 
model, clients specialize on their local data while using the model 
updates from other clients dependent on the similarity of their 
respective data. This specialization implicitly emerges from the 
DAG-based communication and selection of model updates. Thus, 
we enable the evolution of specialized models, which focus on a 
subset of the data and therefore cover non-IID data better than 
federated learning in a centralized or blockchain-based setup.

To the best of our knowledge, the proposed solution is the first 
to unite personalization and poisoning robustness in fully decen-
tralized federated learning. Our evaluation shows that the special-
ization of models emerges directly from the DAG-based communi-
cation of model updates on three different datasets. Furthermore, 
we show stable model accuracy and less variance across clients 
when compared to federated averaging.
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Figure 1: We use a biased random walk through a DAG of
model updates to findmodels that performwell on local data,
resulting in clusters emerging in the DAG.
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1 INTRODUCTION
Large datasets are often required in order to build powerful and
accurate machine learning and especially deep learning models.
This is problematic for many domains such as healthcare, since
privacy regulations hinder sharing the sensitive data to create cen-
tral databases. Instead, the data has to be used at the site where
it was collected, resulting in multiple, sub-optimal, local models.
As a solution, federated learning has been proposed, which allows
many widely distributed nodes to train a commonmachine learning
model on local data by exchanging updates to the model, but not
the data itself. [30] The common model is usually exchanged via
a central server, but the communication using decentralized con-
sensus protocols like blockchains has been proposed. [7, 41, 53, 63]
The model updates are stored on the chain and the participants
jointly form a consensus by agreeing on the latest changes, thus
defining the current global model parameters.

Another common challenge for federated learning and other
decentralized learning approaches is the difference in data distri-
butions present for different clients. [9, 24, 69] For this not inde-
pendent and identically distributed (non-IID) data, model updates
could counteract each other and hinder the training progress. [69]

In this paper, we demonstrate for the first time how the seemingly
diverse goals of distributed model training, model personalization
as well as robustness against poisoning attacks, can be addressed
by a single mechanism that is inspired by distributed ledgers and
federated averaging.

Specifically, we propose a fully-decentralized algorithm for solv-
ing a federated learning task, utilizing a model selection mecha-
nism that incorporates the performance of other models on the
local data: The so-called accuracy tip selection results in implicit
model specialization for clusters of clients holding similar data.
Using a synthetic dataset derived from MNIST, we demonstrate
how the algorithm creates model convergence while still allowing
specializations across different clusters. Furthermore, we show how
malicious clients are isolated within the network, limiting their
effects on other participants’ models.

Additionally, we discuss means to tune the balance between
generalization and specialization of local models as well asmeasures
for the impact of this balancing parameter on cluster formation.
In a quantitative evaluation, we compare the performance of our
novel algorithm against centralized federated averaging for two
more datasets, namely a dataset consisting of texts from William
Shakespeare and Johann Wolfgang von Goethe, as well as CIFAR-
100.

In this paper, terms that have different meanings in the context
of distributed systems, graph theory, blockchains and federated
learning are used. We use these terms with their following meaning:
When using the term node, it is always specified whether a node
of the graph or a compute node is meant. Transaction is only used
in its meaning in the context of blockchains. In our approach each
node of the directed acyclic graph represents a transaction, thus the
terms “node of the graph” and “transaction” are used to describe
different aspects of the same concept. Consensus is only used in its
meaning in distributed systems and blockchains. Weights are used
in three different contexts, which are clarified in each use: For the
trained parameters of the machine learning model we specify them

as “model weights”. “Weights of transactions” or “weights of the
random walk” are weights that are used in the random walk as part
of the DAG-based consensus. Finally, “edge weights” are only used
in Section 4.3 to talk about the modularity of a graph of clients that
is different from the DAG that is used for consensus.

The remainder of this paper is structured as follows. The next
section introduces the background to our work, while Section 3
discusses concrete examples of related work. Section 4 explains
our approach and the implications for model performance, cluster
identification, and poisoning robustness in detail. Section 5 presents
the datasets and models that we used to evaluate our approach,
as well as the results of the evaluation itself. Finally, Section 6
concludes this paper.

2 BACKGROUND
This paper builds upon research in the fields of federated learning
and decentralized consensus mechanisms. Combining ideas from
these fields, our approach is applied to the problem of multi-task
learning and learning with non-IID data.

2.1 Federated Learning
Initially proposed in 2016, federated learning is a novel research area
for developingmachine learningmethods for distributed datasets. [45]
Federated learning relies on a client-server architecture, where the
server defines a model to be trained, distributes the model weights
to clients, and aggregates new model weights received back from
clients. These are found after training the model for a number of
epochs on the private, local client data. In this iterative fashion, the
model is jointly improved until reaching optimal performance. In
contrast to the field of distributed machine learning, the training
facilitator does not have any control of, or access to client data.
This brings privacy benefits for collaborators, since their data never
leaves their location, but also entails problems with the training
process if data is not independent and identically distributed. [69]
Moreover, a key issue related to this is the communication cost,
which becomes one of the main hinderances for quick convergence.
Client devices may not always be available or have a bad internet
connection in addition to potentially not having fast hardware for
machine learning model optimization.

Recent works have suggested that the core goal of federated
learning, to jointly develop a single model for all participants, is
not ideal and has to be altered. [29] Instead, federated learning
should also consider optimizing for the mean model performance
per client, meaning that model personalization is desirable. A single
model might not be able to optimally adapt to the non-IID nature
of client datasets.

2.2 Permissionless Consensus
Consensus is a fundamental problem of distributed computing with
a large body of research. Traditionally, consensus research focused
on permissioned consensus, where the participating nodes of the
consensus are known and authenticated to each other. Since the
publication of Bitcoin [46] in 2008, there has been more research
in permissionless decentralized consensus schemes. [3, 19, 31] In
a blockchain, as introduced by Bitcoin, consensus on the order-
ing of transactions is reached. Network participants are selected
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to propose the next block, often through a proof-of-work (PoW)
mechanism. Participants then select the longest chain of blocks as
the correct chain, thus abandoning forks that were introduced by
other compute nodes at the same time. [46]

There are scalability limits of linear blockchains that lead to
congestion in the network. [27] Different proposals have been made
to solve these constraints. [4, 12, 42, 52] Recent distributed ledger
technologies (DLTs), such as Byteball, Spectre, IOTA, Snowflake,
and Conflux [10, 37, 55, 58, 61], have replaced the linear blockchain
with a DAG. Similar to a blockchain, the DAG can be used to create
consensus in a distributed system. The main goal of DAG-based
DLTs is to allow for higher throughput of the system by allowing
multiple concurrent blocks to be added simultaneously. Thus, while
blockchains try to avoid forks and always select one winning chain,
these forks are expected in DAG-based consensus mechanisms.
Because forks are common, the question becomes now how the
blocks are reintegrated to form the consensus. For this, each new
block selects not only one, but multiple previous blocks to approve.
Thus, over time, all valid blocks will be approved in the DAG.

Because of the potential for higher throughput, DAG-based con-
sensus protocols are often seen as especially suited for use cases that
involve large numbers of widely distributed resource-constrained
devices like the internet of things, fog, and edge computing.

2.3 Multi-Task Learning and Non-IID Data
The domain of multi-task learning deals with solving multiple re-
lated tasks simultaneously by transferring knowledge between
them during the training process. [6] For convex optimization prob-
lems such as training a linear or logistic regression model the chal-
lenge of multi-task learning often lies in finding a similarity matrix
between tasks which is incorporated in the global optimization
formulation. [68] An extension to multi-task learning called clus-
tered multi-task learning further has the premise that some of the
tasks are more related than others, forming clusters which all have
similar model parameters. [28, 71]

For deep learning model architectures, multi-task learning is usu-
ally modeled as soft and hard parameter sharing between tasks. [56]
In the former case, multiple models are learned, one per task, but
the weights from different models influence each other, for instance
by bounding the distance between them. The latter type re-uses
some of the model layers completely, splitting the model at some
point to end up with multiple prediction layers for the various tasks.

Federated learning with non-IID data can also be seen as a
multi-task learning problem with the clients forming the different
tasks. [11, 60] As simplification, clients can be clustered together
if their datasets are similar and thus also their training task will
be similar. Federated learning with cluster specialization is thus
comparable to multi-task learning with soft parameter sharing.

3 RELATEDWORK
The related work falls into two areas: decentralized federated learn-
ing, that is federated learning without a central server, and special-
ization in federated learning. Research in the area of decentralized
federated learning relies on peer-to-peer networks to distribute
the learning progress. One body of research focuses on the us-
age of blockchain architectures to create a global consensus on

the learned model, while another, called gossip learning, relies on
the participants themselves to merge models received from peers.
While there is a significant interest in specialization or personaliza-
tion in federated learning recently, this still is an emerging field of
research.

3.1 Decentralized Federated Learning with DLTs
Many related works investigate the use of blockchains to commu-
nicate model updates in federated learning. [8, 32, 33, 59, 66, 67]

In these works, the gradient updates are inserted into the dis-
tributed ledger. The current network consensus on the global model
is then defined by the model contained in the latest transaction that
has a sufficiently high probability of being part of the longest chain
of blocks.

Different manifestations of this general architecture have been
proposed for different domains, such as health [35, 54], smart
home [70] or railway operation [26].

For urban mobile networks, Lu et al. [41] address privacy and
security concerns for federated learning. They propose a federated
learning scheme where all nodes publish model updates and the
corresponding mean absolute error. Interesting for our work is the
use of a directed acyclic trust graph by Lu et al. to mitigate the risk
of malicious nodes publishing wrong mean absolute errors, which
would lead to biased averaging in their system. Schmid et al. [57]
describe how a learning tangle, similar to the IOTA ledger, can
be adapted for a decentralized, asynchronous implementation of
federated averaging.

One topic in the research on federated learning in open networks
is the question of fairness. That is, how to ensure the participants
only benefit from the common machine learning model as much as
they contributed to it. DeepChain [67] aims to guarantee fairness
by a monetary incentive mechanism. Participants need to deposit
monetary value, which is distributed to the other participants if a
participant is found to be dishonest.

The FPPDL framework [43] transmits differentially private ar-
tificial samples and encrypted model updates via the blockchain.
To ensure fairness, the mutual evaluation mechanism is based on
points that can be earned by sharing model updates and then traded
for the updates of other participants. The usage of local models
instead of a global one is particularly relevant for this paper. How-
ever, in FPPDL these local models are only meant to restrict the
model performance to be in line with the local contribution.

3.2 Decentralized Gossip Learning
Gossip learning algorithms [2, 15, 18, 21–23, 51, 64] also utilize a
peer-to-peer network, but while blockchain approaches store learn-
ing progress on the ledger, this decentralized learning paradigm lets
the participants deal with the way they include new information
from their neighbors into their model. Clients periodically send out
their current model paramters to a (randomly) selected peer. Upon
receival of new parameters, a client merges their own model and
the new one, for instance by taking the average, and updates the
resulting model with their local data. Gossip learning research has
investigated different sampling and merging algorithms to improve
accuracy [13, 15, 22, 64], different compression schemes to improve
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the communication efficiency [25], as well as different models such
as GANs [21].

Hegedűs et al. [23] evaluated gossip learning against regular
federated learning and found that for IID scenarios both approaches
reach similar model performances. If the data is non-IID, however,
gossip learning can struggle to converge quickly due to the lack
of a central component. Looking at the communication efficiency,
the authors claim that even though gossip learning requires more
network traffic due to the peer-to-peer nature rather than having a
single point of contact for all clients, the difference in convergence
speed is relatively modest.

Some gossip learning research specifically investigates algo-
rithms for creating personalized models. For instance, Vanhaese-
brouck et al. [64] assume different training objectives per partic-
ipant and propose two algorithms for incorporating knowledge
from other people’s models. Dinani et al. [15] put their focus on a
dynamic network structure by example of a vehicular ad hoc net-
work and incorporate the other models considering their marginal
utility.

Compared to our approach, specialization for gossip learning can
be reliant on the availability of related peers in the network which
could slow down convergence speed [18]. Moreover, many gossip
learning algorithms do not consider robustness against poisoning at-
tacks. Even though recent work found, that peer-2-peer approaches
may be more resilient than federated learning in real-world scenar-
ios with many clients, they also state that more research is required
to further investigate this topic [62].

3.3 Specialization in Federated Learning
One approach to allow for personalization in federated learning is
to represent different client characteristics within a single global
model. FedProx [39] generalizes and reparameterizes FedAvg to bet-
ter account for both non-IID data distributions as well as stragglers
that only submit partially trained updates into the synchronized
averaging rounds. Ditto [38] defines fairness and robustness in
federated learning and provides an updated optimization objective
for the global model.

Other approaches use local models to improve the machine
learning performance for individual clients. The benefit of this
personalization has been shown for the language model of a virtual
smartphone keyboard. [65] One personalized federated averag-
ing algorithm, called Per-FedAvg [16] uses model-agnostic meta-
learning [17] methods to find an initial shared model that users can
adapt to their local data with comparably little training. Mansour
et al. [44] propose three different approaches for the personalization
of models: user clustering, data interpolation, and model interpo-
lation. The user clustering is especially relevant for this paper. As
part of this approach, hypothesis-based clustering is proposed to in-
corporate the machine learning task into the clustering. The idea of
democratized learning [49, 50] aims to provide flexible distributed
learning systems in which learning agents self-organize in a hi-
erarchical structure to perform learning tasks together. Adaptive
personalized learning [14] proposes the mixing of local and global
models to form a personalized model that performs better than
either the local or the global one.

4 APPROACH
In our approach of a Specializing DAG, the training runs in four
steps for each client, as described in Figure 1: the biased random
walk (1) selects two tips in the DAG, the models of these two tips are
then averaged (2), the averaged model is improved by training (3) it
on local data and, if the training improved the model, published (4).

This section describes our approach in detail. We discuss the me-
chanics of our DAG-based decentralized federated learning in two
rounds: Section 4.1 explains the fundamental consensus mechanics
applied to federated learning and Section 4.2 discusses in detail
how the accuracy of foreign machine learning model updates can
be incorporated. We then go on to explore its ability for implicit
specialization and finally discuss implications for the robustness
against poisoning attacks.

Model weights

Approvals of other 
model weights

Time

Figure 2: Communicating model updates in federated learn-
ing through a DAG: The nodes in the graph are model weight
updates and the edges connect a weight update to the two
other weight updates that were used as a basis for its training.
Tips of the DAG (gray) are updates that didn’t receive any
approvals yet.

4.1 A DAG of Machine Learning Model Updates
We propose using a DAG of model updates for decentralized learn-
ing. Specifically, updated model weights are published as nodes in
this DAG, while edges represent approvals of previous models that
have been the basis of the current one, as illustrated in Figure 2.

OurDAG-based consensus is based on the approach of Popov [58],
altered in a few key ways to adapt it to our use case of decentral-
ized learning with implicit specialization. To publish a new model,
a client averages two previously proposed models and trains the
resulting averaged model on the local data. The new model update
is then published on the DAG as approving the two models it was
derived from. Clients only publish their model update if the training
resulted in a model that performs better on the test data than the
current consensus model.

Thus, compared to traditional federated learning, we propose
to remove the central entity that averages the model weights and
replace it with a decentralized consensus mechanism. Unlike many
previous works on federated learning with decentralized models
that communicate the model updates via a blockchain, using a DAG
for the communication has two benefits. Firstly, the DAG allows
for better scalability: multiple transactions can be proposed at the
same time and still be reconciled because the newer transactions
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approve more than one other transaction. Secondly, and more im-
portantly, the structure of a DAG allows for more flexibility in the
model communication which is harnessed to create an implicitly
specializing system as discussed in the next section.

Our use of the DAG results in a few important differences to
traditional DAG-based consensus. In DAG-based consensus mecha-
nisms as used for cryptocurrencies, each transaction can be checked
for consistency with other transactions. In our DAG of models, the
transactions don’t fall into the absolute categories ’valid’ or ’not
valid’. Rather, the quality of the model is a relative measure. A
further difference in semantics of the DAG is that this quality of
a model is dependent on the data the model should be applied to.
When applied to federated learning with strong non-IID data, the
quality of a model is very different for each client with its local
data.

4.2 Enabling Implicit Specialization through
Accuracy-Aware Tip Selection

In DAG-based consensus mechanisms, one important aspect is
the tip selection algorithm - the algorithm that selects the tips
that should be approved when publishing the next transaction.
Schmid et al. [57] showed the general applicability of using DAG-
based consensus for decentralized federated learning.

3

1

1

1

6

5

6

8

Time

Figure 3: In DAG-based consensus schemes, traditionally
weights of transactions are calculated by counting the num-
ber of approving transactions (also considering all transac-
tions as self-approving). Thus, the weights are a global prop-
erty of the DAG itself. The dashed red arrows show a random
walk that always chooses the highest weight.

In this paper, we change this fundamental part of the consensus
algorithm by integrating the model performance on the local data
as bias of the tip selection algorithm. The tip selection algorithm is
a random walk through the DAG in the opposite direction of the
approvals. Traditionally, the random walk is biased by assigning
each transaction a weight proportional to the size of the subgraph
that spans behind it, as illustrated in Figure 3.

We change the bias of the random walk to be specific to a par-
ticipating client. In each step during the walk, all potential next
models, i.e. those reachable by taking one step in the DAG, are
evaluated on the local test data, as shown in Algorithm 1.

The WeightedChoice chooses from these models randomly,
weighted by the accuracies of the children on the local data. These
accuracies are normalized by subtracting the maximum accuracy
(see Eq. 1), resulting in negative normalized values. The weight

Algorithm 1 Random Walk of the Specializing DAG

procedure RandomWalk(Node 𝑛)
children← GetChildren(𝑛)
initialize accuracies
for each 𝑐ℎ𝑖𝑙𝑑 in 𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛 do

accuracieschild ← EvaluateOnLocalData(child)
nextNode←WeightedChoice(accuracies, children)
RandomWalk(nextNode)

between 0 and 1 is then calculated by taking the natural exponential
of the normalized values scaled by a parameter 𝛼 (see Eq. 2).

normalized = accuracy −max(accuracies) (1)
weight = exp(normalized × 𝛼) (2)

The amount of randomness in the walk can be determined by
the 𝛼 parameter, where higher values result in larger differences be-
tween the weights and thus less randomness and more determinism.
Smaller values for 𝛼 , on the other hand, lead to converging weights
and thus more randomness. The expected differences in accuracies
between models is dependent on the machine learning problem
our approach is applied to, as well as the hyperparameters such
as learning rate, batch size, and local epochs. In order to allow for
good specialization even with small changes in accuracy between
models and good generalization even with large differences, we
include the spread of accuraciesmax(accuracies) −min(accuracies)
in each step as part of an altered normalized accuracy normalized∗:

normalized∗ =
accuracy −max(accuracies)

max(accuracies) −min(accuracies) (3)

We show the superiority of this altered normalization for certain
values of 𝛼 in our evaluation in Section 5.

This change in the tip selection of the consensus algorithm fun-
damentally changes the goal of the algorithm: from solely creating
a consensus between the distributed clients on a central model to
striking a balance between the generalization and specialization of
the multiple client-local models.

1

1

Time

Cluster 1

Cluster 2

Figure 4: Tip selection using random walks biased by the
model performance on local data leads to specialization and
clustering in the directed acyclic graph.
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4.3 Measuring Implicit Specialization
As described in the previous sections, the clients participating in the
network implicitly form communities through mutual approvals of
each other’s transactions. Since the borders and memberships of
these client communities are not directly expressed by the DAG, this
section will introduce derived metrics for quantifying the degree
of implicit specialization in the network.

The illustration in Figure 4 suggests that clusters in the DAG
are visually easy to identify. However, in visualizations of actual
experiment runs with many more model updates, this is not the
case, especially since the randomness in the tip selection leads to
frequent updates that connect two otherwise disjoint clusters. This
is also the reason why finding the minimum cut within the DAG is
not helpful in identifying large subgraphs that can be regarded as
clusters.

Since in our experiments the set of participating clients is fixed
and known in advance, we instead use a derived graph of clients
𝐺clients to identify communities: In this graph, the edge weight
between two clients 𝑐𝑎 and 𝑐𝑏 is determined by the number of
transactions that were published by 𝑐𝑎 and directly approve a trans-
action of 𝑐𝑏 or vice versa.

The modularity 𝑚 ∈ [− 1
2 , 1] is a measure for the existence of

meaningful communities within a graph. Specifically, given a parti-
tioning of the clients in𝐺clients , it expresses the difference between
the accumulated edge weights within the partitions and the ex-
pected edge weights if they were randomly distributed among all
clients in the graph. [47, 48] To obtain a fast approximation of the
optimal graph partitioning achieving the highest modularity, we
use the Louvain algorithm [1].

Since the accuracy-biased tip selection consistently selects mod-
els created by clients with similar data characteristics, the modular-
ity of 𝐺clients should be positive for every DAG of model updates.
Furthermore, once all clients have participated in training at least
once, the edge weights within their communities are expected to
continuously increase. Accordingly, the modularity should eventu-
ally converge to 1 during the course of our experiments.

As an additional measure of the specialization quality, we com-
pare the clusters obtained by the Louvain algorithm with the clus-
tering of clients that is known in advance. The misclassification
fraction describes how many clients end up in a cluster where the
relative majority of clients belongs to a different cluster according
to the input labels.

The ability to identify groups of clients with similar character-
istics can have negative implications on data privacy when par-
ticipating in the network: Although clients publish their model
updates anonymously, small clusters increase the potential for de-
anonymization attacks. Furthermore, if characteristics of a single
client in a cluster are known, it may be possible to draw conclusions
about private data of other clients that belong to the same cluster.

Section 5.3 discusses in detail how the previously introduced
metrics can be used to optimize the random walk in the DAG.

4.4 Improved Robustness
For their decentralized learning DAG [57], Schmid et al. discussed
two types of attacks that can be carried out to degrade the prediction
accuracy for other participants in the network: Submitting random

weights as well as weights that were trained using a mislabeled
dataset, i.e. one in which labels of two classes are flipped. We adopt
their threat model for this paper.

Submitting manipulated weights as a model update can prevent
other nodes from publishing their training results because the fi-
nal model does not improve, thus compute resources are wasted.
Furthermore, if the malicious updates are dominating the network
activity, they can take over the consensus, which leads to a degraded
prediction performance for others.

With the accuracy-aware random walk, the effects of randomly
generated model updates are effectively limited since their predic-
tion accuracy is close to zero. Thus, given that attackers can only
publish malicious updates at a limited rate, they must now make
a compromise between poisoning effects and the probability that
their transactions are selected by other clients during the biased
random walk.

Furthermore, if attackers are aiming to influence the consensus
model accuracy for the entire network, they would likely not use
the accuracy-aware tip selection strategy as this would limit the
effects of their attack to only a subset of the clients in the network.
For targeted attacks at a cluster of clients, the success probability
is increased since fewer transactions are necessary to dominate
a subgraph of the DAG. Accordingly, for the sake of poisoning
resistance, is is necessary to limit the degree of specialization by
choosing a low value for the specialization parameter 𝛼 .

In the remainder of this paper, we discuss a flipped-label attack
scenario in which an attacker is able to manipulate the labels in
the dataset of one or many clients, e.g. by installing forged sens-
ing hardware. This means that attackers do not directly submit
transactions into the network and cannot influence the tip selection
process of the client. For the overall network, it is now desirable
that (1) other clients remain unaffected from the data manipulation
and (2) the affected clients are able to detect the data forgery.

In Section 5, we discuss if these objectives can be met using the
proposed accuracy-aware random walk.

5 EVALUATION
We evaluated our approach on three datasets using a prototype
implementation.

This section discusses the datasets and models used, and shows
how the specialization emerges in the DAG for each of the datasets.
Furthermore, we compare the performance of our approach against
two other federated learning approaches on different machine learn-
ing tasks: Federated Averaging (FedAvg) is the original centralized
federated learning process and FedProx is a state-of-the-art exten-
sion of FedAvg that accounts for non-iid data distributions amongst
clients. Finally, we evaluate the poisoning resistance and scalability
of our approach.

The prototype implementation of our approach and simulation
used for this evaluation was published online.1

5.1 Datasets
We used three datasets with different characteristics to show the
impact of our approach in different scenarios. Firstly, we evaluate a
Handwriting recognition task on a synthetically clustered version
1https://github.com/osmhpi/federated-learning-dag
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of the FEMNIST dataset, in addition to next character prediction on
a new dataset from texts by Shakespeare and Goethe, and finally
an image classification task on the CIFAR-100 dataset. Every client
dataset has a train-test-split of 90:10.

5.1.1 FMNIST-Clustered. One of the most commonly used datasets
for image classification is the MNIST dataset of 28x28 pixel hand-
written digits [36] and its extension Extended MNIST (EMNIST)
which also includes handwritten letters. For the federated case, the
LEAF project [5] includes a dataset where the images are associated
with the person who wrote the digits/letters (FEMNIST). To better
show the effects of our approach, we opted for synthetically clus-
tering clients by class, i.e. digit, and abandoning the split by author.
Specifically, we constructed three disjoint clusters for classes {0, 1,
2, 3}, {4, 5, 6}, and {7, 8, 9} and assigned an equal number of clients
to each cluster.

5.1.2 Poets. Our poets dataset is an extension of the Shakespeare
dataset which is often used as a benchmark for federated learning.
We evaluate the applicability of our approach to the task of next
character prediction on this dataset. Poets combines texts from
William Shakespeare and Johann Wolfgang von Goethe. The Shake-
speare subdataset was preprocessed by the LEAF framework [5]. In
addition, we extracted Goethe’s plays from Project Gutenberg [20]
and preprocessed them in the same way as the Shakespeare data.
Both subdatasets were cleaned from clients with less than 1000
samples. To have an equal split between the number of English and
German data samples, we reduced the Shakespeare data to 30% of
its size by random sampling. We assigned the English and German
datasets to separate clusters.

5.1.3 CIFAR-100. As image dataset with a non-synthetic clustering
we investigated CIFAR-100 [34], including 32x32 pixel RGB images
of different animals, objects or landscapes, belonging to 100 classes,
which are each categorized into one of 20 superclasses.We use those
superclasses as the clusters for our learning approach. The client
data allocation was done using the Pachinko Allocation Method
(PAM) [40] based on random draws (without replacement) from
symmetric Dirichlet distributions over the superclasses and associ-
ated subclasses, as used by the Tensorflow Federated framework. In
our experiments, all clients have both training and test data, which
is required for calculating the weights of the random walk. We man-
ually split each client’s data into train and test partitions. In this
dataset, clients possess data from more than one superclass/cluster,
meaning there is no clear client-cluster affiliation. For analysis, we
choose the cluster per client to be the most common one in its data,
choosing randomly in case of a tie. Our CIFAR-100 dataset consists
of 94 clients, the number of clients per cluster lies between three
and six.

5.2 Models
The models for both the FMNIST-clustered and Poets dataset are
based on models from the LEAF framework [5]. Prediction of
FMNIST-clustered digits is done using a Convolutional Neural Net
(CNN) with two ReLu activated convolutional layers with kernel
size 5, and 32 and 64 filters, respectively, each followed by a max
pooling layer with pool size and stride length 2. Afterwards, a fully
connected layer with 2048 neurons and a ReLu activation function

leads to the final fully connected layer with 10 output neurons and
softmax activation for prediction.

For the Poets dataset, the LSTM model is fed an embedding of
dimension 8, calculated from the 80 character sequence. The input
is then fed through LSTM layers with 256 units each. Finally there
is a dense output layer for prediction.

The classification model for CIFAR-100 is also a CNN similar to
the one for FMNIST-clustered. After the two convolutional layers
which are the same for both datasets, there is a third one with 128
filters, also followed by a max pooling layer. Finally, the model
includes two fully-connected hidden layers and an output layer
with 256, 128, and 100 neurons, in order.

The fixed training hyperparameters are shown in Table 1.

FMNIST-
clustered Poets CIFAR-100

Training rounds 100 100 100
Clients / round 10 10 10
Local epochs 1 1 5
Local batches 10 35 45
Batch size 10 10 10
Optimizer SGD(0.05) SGD(0.8) SGD(0.01)

Table 1: Hyperparameters chosen for the evaluation. The
number of local batches is fixed in order to equalize the
number of batches used for training per client in case of an
uneven distribution.

5.3 Results
We evaluated our approach with a prototypical Python implemen-
tation based on the work in LEAF [5]. For simplicity, we simulate
the distributed training process in discrete rounds. We present our
findings on three topics: optimizing the random walk by choosing
good values for 𝛼 for the FMNIST-clustered dataset, comparing the
overall performance of our approach with federated learning as
well as the poisoning robustness of our approach.

5.3.1 Optimizing the Random Walk. Section 4.2 describes how the
𝛼 parameter controls the randomness involved in the biased random
walk through the DAG. When configuring a decentralized learning
task, it is necessary to determine a value of 𝛼 that strikes a good bal-
ance between specialization and generalization for the learning task
and non-IID data characteristics at hand. Specifically, we leverage
the 𝐺𝑐𝑙𝑖𝑒𝑛𝑡𝑠 graph and the metrics introduced in Section 4.3.

There are three criteria that indicate an appropriate choice of
𝛼 : Firstly, the tip selection should be consistent enough so that in
a majority of cases clients approve transactions only from other
clients from the same cluster. This can be observed through the
approval pureness metric. Additionally, themodularity metric of the
𝐺𝑐𝑙𝑖𝑒𝑛𝑡𝑠 graph can show how clusters of clients emerge from the
approvals without requiring pre-provided cluster labels.

Moreover, the corresponding partitioning of clients should con-
sist of an appropriate number of partitions. If these are unreasonably
many, 𝛼 is set too high and the client models likely don’t generalize
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well. Finally, the model differences between clusters should be-
come more distinct over time, which corresponds to a continuously
decreasing misclassification fraction.

In our experiments, the approvals in the DAG show perfect
pureness (approval pureness of 1.0) for 𝛼 = 10 and 𝛼 = 100, while
𝛼 = 1 shows less than half of the model updates approving other
model updates from within the same cluster (approval pureness of
0.47). Still, the pureness for 𝛼 = 1 is higher than the 0.33 that would
be expected for random approvals with three clusters.
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Figure 5: Choosing𝛼 : On the FMNIST-clustered dataset,𝛼 = 10
strikes the best balance with regards to the three metrics of
𝐺𝑐𝑙𝑖𝑒𝑛𝑡𝑠 .

Figure 5 shows the effects of choosing different values of 𝛼 on
the FMNIST-clustered dataset. Only a subset of 100 clients were
included in these experiments, since distinct clusters within𝐺𝑐𝑙𝑖𝑒𝑛𝑡𝑠

can only be observed if the number of nodes in the graph is not
continuously increasing. Nevertheless, the conclusions regarding
the choice of 𝛼 are valid also for experiments including a greater
amount of clients.

A low value 𝛼 = 1 leads to decreasing modularity and performs
poorly with regards to client similarities within clusters, as can
be observed by the high fraction of misclassified clients. On the
other hand, a high value 𝛼 = 100 also shows high and constant
modularity, whereas the number of modules can be regarded as too
high considering the three clusters in the training data. The medium
value 𝛼 = 10 performs best: modularity is increasing slightly over
time, there is a low number of modules and virtually all clients are
assigned to a cluster corresponding to their label.

Besides evaluating the impact of of choosing the parameter 𝛼 on
the specialization, we also investigated its impact on the accuracy
with the FMNIST-clustered dataset. Figure 6 shows the results for
𝛼 values between 100 and 0.1.

For values of 10 and higher for 𝛼 , the accuracy improves earlier
than for values of 1 and lower. After 100 rounds, the accuracy still
comes close to 1 for all values of 𝛼 . For the lower values of 𝛼 , no
specialization emerges in the DAG for this dataset.

The good accuracy of the model after 100 rounds is due to the
fact that eventually a generalized model learns to solve the task
for all clusters. In the FMNIST-clustered dataset, the task is simple
enough to solve for a generalized model.
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Figure 6: Higher values of 𝛼 improve the accuracy for the
FMNIST-clustered dataset.

While we would expect the accuracy to become worse for very
high values of 𝛼 this doesn’t happen for fully clustered datasets (i.e.
no class overlap between clients from different clusters) as there is
no value in generalization.
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Figure 7: Choosing a dynamic normalization in calculating
theweights ofmodels during the tip selection results in better
performance for 𝛼 = 1

The evaluation so far was done using the simple normalization
calculation as explained in Section 4.2. Figure 7 shows the accuracy
per round when using the altered normalized accuracy normalized∗

to calculate the weights in the random walk.
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Figure 8: The effect that better accuracies are achieved faster
remains with the relaxed dataset.
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Figure 9: The accuracy on client-local data compared between federated averaging (FedAvg) and our approach (Specializing
DAG), grouped over 5 rounds. FedAvg uses a central averaged model, while the DAG uses the specialized local models.

The usage of this altered normalization improves the accuracy
slightly for 𝛼 = 1. This corresponds to a higher approval pureness
of 0.51 for 𝛼 = 1 when using the dynamic normalization, compared
to 0.40 with the standard normalization.

To evaluate the performance of our approach on not fully clus-
tered data we created a relaxed FMNIST-clustered dataset, where
each cluster contains between 15 and 20 percent of data from other
clusters. Figure 8 shows the accuracy for different values of 𝛼 for
this relaxed dataset.

In general the relaxation of the clusters helps the model to gen-
eralize faster, resulting in better performance even for low values
of 𝛼 . At the same time, the performance of the well specialized
cases with high values of 𝛼 improve slightly slower because of the
relaxation. Thus, while the same effect remains in this dataset, it is
weaker than in the fully clustered dataset.

5.3.2 Comparison with Federated Averaging. We compare our ap-
proach with federated averaging as a baseline using the three differ-
ent datasets. We first present the approval pureness of our approach
for each dataset and then discuss the accuracy results.

Dataset # clusters base pureness pureness
FMNIST-clustered 3 0.33 1.0

Poets 2 0.5 0.95
CIFAR-100 20 0.05 0.51

Table 2: The approval pureness in the DAG after 100 rounds
of training with our approach.

To quantify how strong the DAG specialized in these experi-
ments, we show the approval pureness in Table 2. In the FMNIST-
clustered dataset there are three clusters for the groups of classes,
Poets has the two clusters for texts by Goethe and Shakespeare
and CIFAR-100 is clustered into the 20 superclasses. The base pure-
ness is the approval pureness expected if the approvals would be
randomly spread over all clusters.

The approvals in the DAG show perfect pureness for the FMNIST-
clustered dataset. That is, all approvals of models are from within
the same cluster, which is sensible for a completely clustered dataset
where the integration of models from other clusters will not lead to
better performance. For Poets and CIFAR-100, the approval pure-
ness is lower and shows the balance between generalization and
specialization into the clusters.

Figure 9 shows an overview of the accuracy of our approach
compared to federated averaging. The values show the accuracy
distribution on the local data of all clients selected in five consecu-
tive rounds using the aggregated model in FedAvg and the locally
optimized and published model for the Specializing DAG.

The accuracy evaluation shows that our approach performs bet-
ter for the FMNIST-clustered dataset, where the accuracy improves
faster. The larger deviation in federated averaging shows the miss-
ing ability to specialize. Consequently, the DAG is the first mech-
anism that enables training of a machine learning model on het-
erogeneous client datasets in a decentralized and asynchronous
way.

For the Poets and CIFAR-100 datasets, the DAG achieves similar
accuracy results compared to federated averaging. This also shows
the feasibility of the decentralized approach: the central server can
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be removed without an accuracy penalty for the evaluated datasets.
Further improving the training accuracy on these datasets is an
area of future work.

5.3.3 Comparison with FedProx. FedProx [39] is a state-of-the-art
extension of FedAvg that guarantees model convergence even with
non-IID client data distributions. The authors claim that in realistic
scenarios, FedAvg only receives partial information from the clients,
which it does not properly account for. These partial information
can stem from statistical heterogeneity (non-IID data distributions)
as well as stragglers, i.e. clients that were only able to submit par-
tially trained models in time. Thus, the authors propose to add a
proximal term to FedAvg that improves the convergence behavior
in such heterogenous networks theoretically and empirically.

In the case of the specializing DAG, there are no stragglers due
to its asynchronous nature: In a distributed implementation, each
client continuously runs the training process as often as its re-
sources permit, independent from all other clients. We only intro-
duce the concept of rounds to be able to compare the performance
of the DAG with centralized approaches.

For comparing ourselves with FedProx and unmodified FedAvg,
we used the synthetic dataset proposed by FedProx: It is parame-
terized with 𝛼 = 0.5, 𝛽 = 0.5, 𝛼, 𝛽 ∈ [0; 1], where 𝛼 and 𝛽 control
the dissimilarity of the local training samples for each client and
between clients, respectively.

Figures 10 and 11 show the average accuracy and loss in a sce-
nario with 30 clients in total and 10 active clients per round. The
variance in accuracy and loss of the DAG is generally higher com-
pared to the centralized approaches which can be explained by the
statistical tip selection process as part of training and inference.
However, the Specializing DAG eventually outperforms FedAvg in
both accuracy and loss without the need for a central parameter
server. Regarding the loss, the DAG results come close to the Fed-
Prox baseline, which shows how implicit specialization in the DAG
effectively helps to accomodate differences in the data distribution
among clients.

5.3.4 Poisoning. In order to investigate the robustness of the ap-
proach, we conducted experiments with flipped-label poisoning
attacks using the original FMNIST dataset that is split by the authors
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Figure 10: Initially, the average accuracy is more consistent
using the centralized approaches; later, theDAGperformance
stabilizes and outperforms FedAvg.
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Figure 11: TheDAG consistently performs better with regards
to the average loss compared to FedAvg. A small margin
remains compared to the centralized FedProx approach.
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Figure 12: Flipped predictions of samples in the classes 3 and
8.

of the handwritten digits. Specifically, we exchanged the labels 3
and 8 for a subset of clients after 100 training rounds without any
data poisoning.

Figure 12 illustrates the success of the poisoning attack in differ-
ent scenarios: It shows how many samples of the classes 3 and 8
in the clients’ test datasets were mispredicted as belonging to the
other class using the reference model that the clients selected from
the DAG. The parameter 𝑝 defines the fraction of clients that used
poisoned training and test data. As a baseline, we also measured
the behavior of the original, purely random tip selector.

Compared to the baseline results, the effects of the attack with
𝑝 = 0.2 on the overall network are very limited and almost within
the variance that is also present with 𝑝 = 0.0. When increasing the
number of poisoned clients to 𝑝 = 0.3, the effects are noticeable,
but still below 30% mispredictions overall.

Looking at the selected reference transactions in more detail,
we can observe that, although the poisoning did not have severe
effects, a high number of poisoned updates are included in the
reference transactions by direct or indirect approvals. Especially
noteworthy is that the poisoning impact on the mispredictions
is higher for the random tip selector with 𝑝 = 0.2 than for the
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Figure 13: Average number of approved poisonous transac-
tions in the consensus.

accuracy tip selector with 𝑝 = 0.3, even though the number of
approved poisoned transactions is lower for the former.

This can be explained by the containment of poisoned trans-
actions within a subset of clients. While a poisoned transaction
may be incorporated into another clusters’ consensus from time
to time, leading to a high number of indirectly approved poisoned
transactions, in most cases it is other malicious clients that approve
a poisoned transaction:

Figure 14 depicts the distribution of poisoned clients over the
clusters reconstructed by the Louvain algorithm. Most of them end
up in clusters where a majority of other clients are also affected by
the attack.

While this protects other network participants, it also means
that the attack is difficult to detect for the affected clients. If the goal
of the attack is known in advance, clients could use the random
tip selector to obtain a reference transaction that is most likely not
affected by the attack in order to cross-check their locally trained
model.

5.3.5 Scalability. Compared to gossiping approaches for federated
learning, the main overhead of the proposed DAG consists of the
time that each client needs to perform the random walk and to
evaluate models on the local data as part of it. If the time needed
for the random walk increases with the number of updates in the
DAG or the number of participating clients, this would limit the
scalability of the approach. This section evaluates the time needed
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Figure 14: Distribution of poisoned clients over 15 inferred
clusters for 𝑝 = 0.3.
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Figure 15: Development of time required for the randomwalk
for different numbers of concurrently active clients over the
course of 100 training rounds. The differences for increasing
numbers of active clients are marginal which indicates a
good scalability of the approach.

for the random walk when training the original FMNIST dataset
with increasing numbers of clients that are concurrently performing
model training.

Generally, the random walk makes up a significant amount of
the required compute resources compared to model training: In our
example, training the FMNIST model takes about 300ms whereas
the time required for the random walk ranges from 600-1200ms
(cf. Figure 15). However, in a real-world implementation, the time
required for the random walk can be hidden between training runs,
since it would be sensible for a client to only perform training in
set intervals or when new training data arrives.

In our scalability experiments, we started the random walk at a
transaction sampled at a depth of 15-25 transactions from the tips,
as proposed by Popov [58].

Figure 15 shows the average time that a single client spends on
the randomwalk, for increasing numbers of clients that are training
concurrently. The concurrency in the network has an impact on
the random walk because well- performing models will generally
have a greater number of direct child transactions that were created
simultaneously and all of which have to be evaluated on local data
during the random walk.

Especially in the early phases of the collaborative training pro-
cess, this number is not well balanced among the transactions since
there are still large differences in accuracy between them. However,
as the trained models improve, the variance in the number of child
transaction levels out. In practice, this would also require ideal net-
work conditions, i.e. all new transactions are broadcasted equally
well among network participants.

In conclusion, the concurrency in the network has little impact
on the costs incurred by the DAG algorithm, and hence it can be
expected to scale well also for larger numbers of clients.

6 CONCLUSION AND FUTUREWORK
We presented a novel approach to achieve specialized models in
federated learning without a central server: by using a DAG for the
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communication of models and an accuracy-biased random walk,
we show the manifestation of clusters of clients with similar local
data. This specialization emerges directly from the way the DAG
is used to communicate model updates, thus creating a unified
solution for decentralized and personalized federated learning. We
enable a tradeoff between reaching a consensus on a generalized
model and specializing (personalizing) the models to local data. We
evaluated this approach with our prototypical implementation on
three datasets and showed equal or better learning performance
in a simulation. Finally, we showed the poisoning resistance and
scalability of our approach.

In the future we would like to integrate ideas from multi-task
and personalized federated learning such as training only some
layers of the machine learning model.
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