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ABSTRACT

We consider systems that require timely monitoring of sources over

a communication network, where the cost of delayed information

is unknown, time-varying and possibly adversarial. For the single

source monitoring problem, we design algorithms that achieve sub-

linear regret compared to the best fixed policy in hindsight. For

the multiple source scheduling problem, we design a new online

learning algorithm called Follow the Perturbed Whittle Leader and

show that it has low regret compared to the best fixed scheduling

policy in hindsight, while remaining computationally feasible. The

algorithm and its regret analysis are novel and of independent inter-

est to the study of online restless multi-armed bandit problems. We

further design algorithms that achieve sublinear regret compared

to the best dynamic policy when the environment is slowly varying.

Finally, we apply our algorithms to a mobility tracking problem.

We consider non-stationary and adversarial mobility models and

illustrate the performance benefit of using our online learning al-

gorithms compared to an oblivious scheduling policy.
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·Networks→Networkperformancemodeling;Networkper-

formance analysis; Mobile ad hoc networks.
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1 INTRODUCTION

Monitoring, estimation, and control of systems are fundamental
and well studied problems. Many emerging applications involve 
performing these tasks over communication networks. Examples

include: networked control systems, sensing for IoT applications, 
control of robot swarms, real-time surveillance, and monitoring

of sensor networks. In these settings, achieving good performance
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requires timely delivery of status updates from sources to destina-

tions.

Age of Information (AoI) is a metric that captures timeliness of

received information at a destination [21, 23, 33]. Unlike packet

delay, AoI measures the lag in obtaining information at a destina-

tion node, and is therefore suited for applications involving time

sensitive updates. Age of information, at a destination, is defined

as the time that has elapsed since the last received information

update was generated at the source. AoI, upon reception of a new

update, drops to the time elapsed since generation of the update,

and grows linearly otherwise. Over the past few years, there has

been a rapidly growing body of work on analyzing AoI for queuing

systems [3, 14, 15, 21, 23, 33], using AoI as a metric for scheduling

policies in networks [11, 18, 19, 34, 35, 37] and for monitoring or

controlling systems over networks [8, 24, 28, 30, 32]. For detailed

surveys of AoI literature see [25] and [31].

Typically, AoI is used as a metric for measuring freshness of

information being delivered about a source to a monitoring station.

It represents a measure of distortion between the state of the system

that is expected at the monitor based on past updates and the actual

current state of the system. Thus, a larger age corresponds to the

monitor having a higher uncertainty about the current state of

the system being observed. This, in turn, means that ensuring a

low average AoI can lead to higher monitoring accuracy or better

control performance. While AoI is a proxy for measuring the cost

of having out-of-date information, it may not properly reflect the

impact of stale information on system performance.

When multiple systems or sources are being observed at the

same time, there arises a need to differentiate between them based

on their relative importance. Many works on AoI-based scheduling

for multiple sources consider weighted-sum AoI minimization [18,

19, 34], where weights represent the relative importance of each

source. Typical assumptions involve the weights being fixed and

known in advance, based on the underlying application or systems

being monitored.

Further, recent works on networked control systems [8, 24] and

remote estimation [28, 30, 32] emphasize that even for very simple

systems, linear AoI is not a sufficiently accurate metric to track

accuracy or overall system performance. This hasmotivated interest

in using general, possibly non-linear cost functions of AoI that

reflect the cost of delayed informationmore accurately [8, 17, 26, 35].

Typical assumptions in works studying non-linear AoI include

knowing the cost functions in advance [17, 24, 25, 35], assuming that

cost functions increase monotonically with AoI [24, 25, 30, 37] and

decoupled costs across multiple systems [24, 35]. Learning how to

sample a source through a network with an unknown delay profile

while minimizing AoI has been considered in [22]. Minimizing AoI
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with unknown and adversarial channel processes has also been

considered in [6] and [2], respectively.

Importantly, we observe that all of these works assume there is

some fixed and known cost function mapping the AoI to the cost

of delayed information. In this work, we ask the question: what if

this cost function is not known in advance, time-varying and possibly

adversarial? How does one go about designing scheduling policies

that lead to good monitoring accuracy or control? Related to our

work, a context-aware notion of AoI was proposed in [39], where

the authors considered sources with known time-varying context

that influences the AoI cost function.

Our goal is to model applications where delivering timely in-

formation is of essence but the costs for delayed information are

not completely known beforehand and hard to model, including

non-stationary settings and adversarial dynamics. A broad range of

networked control and monitoring applications fit this description.

An example is designing scheduling schemes for real-time monitor-

ing of power grids which have nonlinear and complicated dynamics

that cannot be easily modeled. Another example is scheduling for

mobility tracking. Mobility traces in the real world are often highly

non-stationary and hard to explain via models. A third example

is monitoring queue length information in data centers for load

balancing, where only a small number of queues are sampled every

few time-steps, and traffic flows, server outages and job sizes may

be non-stationary and possibly adversarial. All of the above prob-

lems require optimization of unknown time-varying cost functions

of AoI in an online fashion.

In Section 2 we formulate a problem that involves monitoring a

single non-stationary source over a costly communication channel.

We design an epoch based framework in which the AoI cost func-

tions change across epochs in an unknown time-varying manner,

but remain fixed within an epoch. At the end of each epoch, the

scheduler receives feedback (either partial or full) regarding the

cost in the previous epoch and uses it to decide a policy for the next

epoch. We provide simple scheduling algorithms that have sublin-

ear worst-case regret compared to the best fixed policy in hindsight.

Our main contribution here is formulating the problem in such a

way that we can apply techniques from online optimization. To the

best of our knowledge, this is the first work to study monitoring and

scheduling for non-stationary sources with unknown dynamics.

In Section 3, we use insights from the singe source model to de-

velop an epoch based framework for online scheduling of multiple

sources. In each epoch, the scheduler needs to decide a scheduling

policy that specifies which source gets to send an update in every

time-slot. The goal is to dynamically adapt the scheduling policy

to optimize for overall monitoring cost, as the AoI cost functions

change across epochs in an unknown manner. Since the number of

scheduling policies grows exponentially in the length of the time

horizon, it becomes computationally infeasible to implement tra-

ditional online learning algorithms directly in the multiple source

setting. We design a new online learning algorithm called Follow

the Perturbed Whittle Leader (FPWL) for this setting that is compu-

tationally feasible while also achieving low regret. Here, analyzing

regret is especially challenging due to the combinatorial nature

of the scheduling problem and since the Whittle index is only an

approximately optimal solution for the offline scheduling problem.

Our algorithm and its regret analysis are novel and of independent

Source Monitor/Controller

Channel	with
cost	C

Figure 1: Single source monitoring

interest to the study of online learning for restless multi-armed

bandits with time-varying costs. We also note that due to the epoch

structure of our framework, it is better suited to settings when the

AoI cost functions don’t change rapidly (in every time-slot) but

over longer time intervals.

In Section 4, we apply the algorithms that we develop to a mo-

bility tracking problem and illustrate the performance benefits of

using online learning for scheduling.

2 SINGLE SOURCE MONITORING

We start by discussing the single source setting with a known

AoI cost function that remains fixed throughout. This will provide

important insight and reveal key technical issues while formulating

an online version of the problem.

Consider a single source sending updates to a monitoring station

over a costly wireless channel as in Figure 1. In every time-slot, the

scheduler decides whether the source sends a new update to the

monitor. If it does, the monitor receives a new update in the next

time-slot. The monitor maintains an age of information𝐴(𝑡) which
tracks how long it has been since it received a new update from

the source. The evolution of 𝐴(𝑡) can be written as:

𝐴(𝑡 + 1) =
{

𝐴(𝑡) + 1, if 𝑢 (𝑡) = 0

1, if 𝑢 (𝑡) = 1,
(1)

where 𝑢 (𝑡) indicates whether a new update was sent in time-slot

𝑡 . The function 𝑓 (·) models the cost of having stale information at

the monitor. Thus, the cost at any time-slot is:

Cost(𝑡) = 𝑓 (𝐴(𝑡)) +𝐶𝑢 (𝑡), (2)

where 𝐶 > 0 is the cost of sending a new update from the source.

Our goal is to design a monitoring policy that minimizes the long

term average cost. The average cost under a policy 𝜋 is:

Costave. (𝜋) ≜ lim sup
𝑇→∞

1

𝑇

𝑇
∑

𝑡=1

𝑓 (𝐴𝜋 (𝑡)) +𝐶𝑢𝜋 (𝑡) . (3)

This problem and the optimal policy have been analyzed in [35]

and [24]. We describe the key result from these works below.

Lemma 1. The optimal policy for the single source monitoring

problem is a stationary threshold policy. Let 𝐻 satisfy

𝑓 (𝐻 ) ≤
∑𝐻

𝑗=1 𝑓 ( 𝑗) +𝐶
𝐻

≤ 𝑓 (𝐻 + 1). (4)

Then, the optimal policy is to send an update at time-slot 𝑡 only if

𝐴(𝑡) ≥ 𝐻 . If no such 𝐻 exists, the optimal policy is to never send an

update.

Proof. See Theorem 1 in [35]. □
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Lemma 1 implies that the optimal monitoring policy is to send

an update only if the current AoI gets above a threshold 𝐻 . Similar

threshold based schemes have appeared in many different settings

for online sampling and remote estimation [28, 30, 32, 38].

Now consider a naive reformulation of the problem where the

cost function 𝑓 (·) is time-varying and unknown. We represent it

by 𝑓𝑡 (·) where the subscript indicates its time varying nature. If the

function were fixed and unknown, we could have used reinforce-

ment learning to solve the problem as done in [22]. However, this

cannot be done for settings with time-varying costs.

On the other hand, there is a large amount of literature on online

learning and optimization where the goal is to solve a sequence

of optimization problems which vary in an unknown, possibly ad-

versarial manner (see [7] and [13] for a detailed introduction to

the field). In these problems there is no system state or history, so

decisions in the current time-slot do not affect the optimization

problem or decisions in a future time-slot. This is not true of our

monitoring problem which has a system state (AoI), and where the

state evolution depends on decisions taken in the past. To over-

come these difficulties, we reformulate the single source monitoring

problem in an epoch based setting.

2.1 An Epoch Based Formulation

We observe that the AoI of the source resets to 1 after every new

update delivery. Thus, AoI evolutionwithin an update inter-delivery

period does not depend on the AoI evolution in any other period.

We use this observation to formulate an epoch based problem.

We divide time into𝑇 epochs, where each epoch further consists

of𝑀 time-slots. As before, when a new update is sent it gets deliv-

ered in the next time-slot. At the beginning of epoch 𝑘 , we choose

an AoI threshold 𝑥𝑘 ∈ {1, ..., 𝑀}. Within the epoch, the source

generates a new sample and sends it to the monitor whenever the

AoI reaches the threshold 𝑥𝑘 . In the last time-slot of the epoch,

a new sample is sent regardless of the AoI. This ensures that the

next epoch begins with an AoI of 1. A cost is observed for sending

samples every 𝑥𝑘 time-slots based on the current system dynam-

ics and communication costs. Then, epoch 𝑘 + 1 starts. Using cost

information about previous decisions, a new sampling threshold

𝑥𝑘+1 is chosen for epoch 𝑘 + 1 and the process repeats itself.

In each epoch 𝑘 there is a function 𝑓𝑘 (·) that represents the cur-
rent cost for age of information and remains fixed for the duration

of the epoch. So, for any time-slot 𝑡 in epoch 𝑘 , the current cost

is given by 𝑓𝑘 (𝐴(𝑡)) + 𝐶𝑢 (𝑡). The total cost incurred in epoch 𝑘

denoted by 𝐶𝑘 (𝑥) is simply the sum of the cost in the individual

time-slots.

Lemma 2. If a sampling threshold of 𝑥 is chosen in epoch 𝑘 and

the AoI cost function is 𝑓𝑘 (·) then the cost 𝐶𝑘 (𝑥) is given by:

𝐶𝑘 (𝑥) =
⌊

𝑀

𝑥

⌋ ( 𝑥
∑

𝑗=1

𝑓𝑘 ( 𝑗) +𝐶
)

+ 𝟙𝑟>0
( 𝑟
∑

𝑗=1

𝑓𝑘 ( 𝑗) +𝐶
)

, (5)

where 𝑟 = 𝑀 mod 𝑥 . This is the sum total AoI cost of monitoring

over the epoch 𝑘 .

Proof. See Appendix A. □

If we knew 𝑓𝑘 (·) at the beginning of epoch 𝑘 , we could use (5) to
find the optimal sampling threshold 𝑥∗

𝑘
. In our online framework,

the goal is to learn the best sampling thresholds without knowing

any information about the sequence of cost functions that we are

going to face.

While we have motivated the setting above using cost that splits

into a sum of AoI cost and communication cost, our setup allows

for general cost functions 𝐶𝑘 (𝑥𝑘 ) that map the choice of sampling

threshold 𝑥𝑘 to a cost in epoch 𝑘 . For the remainder of this section,

we will deal with these general cost functions 𝐶𝑘 (·).
In our online setting, an unconstrained adversary chooses the

sequence of bounded cost functions 𝐶𝑘 (·) for each epoch 𝑘 . The

designer does not have access to the sequence of cost functions

beforehand and must learn a suitable transmission/sampling policy

in an online manner. We make no assumptions on how the under-

lying system dynamics or resulting cost functions change across

epochs.

Note that the cost function 𝐶𝑘 (·) in epoch 𝑘 can be seen as an

𝑀 dimensional vector where the cost for choosing the sampling

threshold 𝑥 is represented by the𝐶𝑘 (𝑥) which is the 𝑥th element of

the vector. Going forward, when we use the notation 𝐶𝑘 , we refer

to the𝑀 dimensional vector of costs for each threshold in epoch 𝑡 ,

while 𝐶𝑘 (𝑥) represents its 𝑥th element.

The boundedness of the cost functions 𝐶𝑘 is crucial to proving

any meaningful results in this setting and is standard in online

learning literature. Without loss of generality, we further assume

that the cost functions are normalized such that 𝐶𝑘 (𝑥) ∈ [0, 1] for
all sampling thresholds 𝑥 and epochs 𝑘 .

2.1.1 Feedback Structure. For the setup described above, we will

look at two kinds of feedback structure for observing the costs. Note

that 𝑥𝑘 represents the decision made at the beginning of epoch 𝑘 .

• Full Feedback - the scheduler observes the entire cost func-

tion 𝐶𝑘 (𝑥),∀𝑥 ∈ {1, ..., 𝑀} at the end of epoch 𝑘 .

• Bandit Feedback - the scheduler observes only𝐶𝑘 (𝑥𝑘 ) at the
end of epoch 𝑘 .

2.1.2 Objective (Regret Minimization). For any sequence of cost

functions 𝐶1 (·),𝐶2 (·), ...,𝐶𝑇 (·), 𝑥∗ is defined as the best fixed sam-

pling threshold that minimizes sum AoI cost, i.e.

𝑥∗ ≜ argmin
𝑥 ∈{1,...,𝑀 }

𝑇
∑

𝑘=1

𝐶𝑘 (𝑥) . (6)

Our goal is to find an online policy that achieves sublinear regret

compared to the best fixed sampling threshold 𝑥∗ for any sequence.

This is known as worst-case static regret. For any policy 𝜋 , it is

defined as follows:

Regret𝑇 (𝜋) = sup
𝐶1,...,𝐶𝑇

{ 𝑇
∑

𝑘=1

𝐶𝑘 (𝑥𝜋𝑘 ) − min
𝑥 ∈{1,...,𝑀 }

𝑇
∑

𝑘=1

𝐶𝑘 (𝑥)
}

. (7)

Note that regret is defined over epochs rather than time-slots since

we assume that cost functions can change only across epochs.

We will now show that our online sampling problem formulation

is equivalent to the prediction with expert advice setting that is

well studied in online learning literature. This will allow us to apply

policies and regret bounds derived for this setting to our problem.

2.1.3 PredictionWith Expert Advice: Adecisionmaker has to choose

among the advice of 𝑛 given experts. After making a choice, a

bounded loss is incurred. This scenario is repeated iteratively, and
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at each iteration the costs of choosing the various experts are ar-

bitrary (possibly even adversarial, trying to mislead the decision

maker). The goal of the decision maker is to do as well as the best

expert in hindsight.

In our setting, the role of experts is played by the AoI thresholds

𝑥 ∈ {1, ..., 𝑀}. In each epoch, the scheduler decides an AoI sampling

threshold 𝑥 and observes an associated cost. This process repeats

iteratively with time-varying, possibly adversarial changes to costs.

Thus, our setting corresponds with the expert advice setting with

𝑀 experts.

2.1.4 Sublinear Regret. We now discuss in detail a policy that

achieves sublinear static regret for the full feedback setting. This

will illustrate how regret bounds from the online learning literature

can be applied to our single source online monitoring setup.

The full feedback assumption in our setting means that we ob-

serve costs for all possible sampling thresholds in every epoch.

This makes sense when the scheduler has information about the

source dynamics and communication costs at the end of every

epoch. Knowing this information is often sufficient to construct the

current cost function for any possible sampling threshold.

We describe an online monitoring policy based on Follow the

Perturbed Leader (FTPL) style algorithms. The FTPL method was

first analyzed in the online setting in [20] and is based on an algo-

rithm first proposed in [12]. The key idea of the FTPL algorithm

is to maintain the sum of cost functions observed until now and

perturb it slightly. Choosing the best AoI threshold based on this

perturbed history is sufficient to get sublinear regret.

Algorithm 1: FTPL for Online Monitoring

Input :parameter 𝜂 > 0, number of thresholds𝑀

1 Set Θ1 ← 0

2 while 𝑡 ∈ 1, ...,𝑇 do

3 Sample 𝛾𝑡 ∼ N(0, 𝐼 )
4 Choose sampling threshold

𝑥𝑡 ∈ argmin
𝑥 ∈{1,...,𝑀 }

Θ𝑡 (𝑥) + 𝜂𝛾𝑡 (𝑥)

5 Incur loss 𝐶𝑡 (𝑥𝑡 ) and update Θ𝑡+1 = Θ𝑡 +𝐶𝑡
6 end

Theorem 1. FTPL online monitoring described by Algorithm 1

with 𝜂 =
√
𝑇 achieves the following upper bound for expected regret:

E[Regret𝑇 (FTPL)] ≤ 2
√

2𝑇 log𝑀,

where the expectation is taken over the random perturbations.

Proof. The proof is based on [10]. A lower bound of the form

Ω(
√

𝑇 log𝑀) is also available in [7]. □

Just as for the full feedback case, algorithms that achieve sublin-

ear static regret in the bandit feedback case have been well studied

for prediction with experts (see EXP3 proposed in [1]). We can

directly apply them to our online monitoring formulation to design

sampling policies that achieve sublinear regret. We include a re-

view of these methods and their application to our setting in our

technical report [36].

Next, we discuss what sublinear epoch regret means for AoI cost

averaged over time-slots. To do so, we note that the sum total AoI

cost over all time-slots equals the cost summed over individual

epochs, by definition. Let 𝜋 denote an online algorithm which

specifies threshold 𝑥𝜋
𝑘
to be chosen in epoch 𝑘 and let 𝐸𝑘 be the set

of times-slots in epoch 𝑘 . Then,

𝑇
∑

𝑘=1

𝐶𝑘 (𝑥𝜋𝑘 ) =
𝑇
∑

𝑘=1

∑

𝑡 ∈𝐸𝑘
𝑓𝑘 (𝐴𝜋 (𝑡)) +𝐶𝑢𝜋 (𝑡) . (8)

The relation above immediately implies that epoch regret also

equals regret over time-slots. If 𝜋 has an upper bound on its ex-

pected static epoch regret of the form 𝑅(𝑀,𝑇 ) and 𝜋∗ denotes
the policy corresponding to the best fixed AoI threshold 𝑥∗, then
substituting

∑𝑇
𝑘=1

𝐶𝑘 (𝑥𝜋𝑘 ) in (7) using (8) we get:

E

[

sup
𝑓1,...,𝑓𝑇

{ 𝑇
∑

𝑘=1

∑

𝑡 ∈𝐸𝑘
𝑓𝑘 (𝐴𝜋 (𝑡)) +𝐶𝑢𝜋 (𝑡)−

𝑇
∑

𝑘=1

∑

𝑡 ∈𝐸𝑘
𝑓𝑘 (𝐴𝜋∗ (𝑡)) +𝐶𝑢𝜋∗ (𝑡)

}

]

≤ 𝑅(𝑀,𝑇 ).

(9)

The LHS of the equation above is simply the regret defined over

time-slots rather than epochs. If 𝑅(𝑀,𝑇 ) is sublinear in the number

of epochs 𝑇 , then it is also sublinear in the number of time-slots

𝑀𝑇 since we assume that 𝑀 is fixed to be a large constant. Thus,

sublinear epoch regret implies sublinear time-slot regret. As a direct

corollary of this, any online algorithm with sublinear static epoch

regret achieves an expected time-average AoI cost which is at least

as good as that under the best fixed sampling threshold.

Corollary 1. Suppose an online algorithm 𝜋 has an upper bound

on its expected static regret that grows sublinearly in𝑇 . Let 𝜋∗ denote
the policy corresponding to the best fixed AoI threshold 𝑥∗. Then for

any sequence of bounded cost functions

lim sup
𝑇→∞

1

𝑀𝑇
E

[ 𝑇
∑

𝑘=1

∑

𝑡 ∈𝐸𝑘
𝑓𝑘 (𝐴𝜋 (𝑡)) +𝐶𝑢𝜋 (𝑡)

]

≤

lim sup
𝑇→∞

1

𝑀𝑇
E

[ 𝑇
∑

𝑘=1

∑

𝑡 ∈𝐸𝑘
𝑓𝑘 (𝐴𝜋∗ (𝑡)) +𝐶𝑢𝜋∗ (𝑡)

]

.

(10)

Proof. See Appendix B in the technical report [36]. □

Thus, in a time-average sense, it is sufficient to designmonitoring

policies with sublinear epoch regret and they are guaranteed to

work as well as the best fixed threshold. Note that the relation above

is an inequality and not an equality because we are comparing to

the best static threshold policy across epochs and it is possible that

our online monitoring policy performs better.

3 MULTIPLE SOURCES

Motivated by the single-source discussion, we study the more chal-

lenging problem, where multiple sources are sending information

to a monitoring station over a network as in Figure 2. In this setting,

the scheduler needs to decide which source gets to send an update

in every time-slot to optimize for overall monitoring accuracy and

performance, and the goal is to learn good scheduling policies.
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Figure 2: Multiple source monitoring

Consider a system with 𝑁 sources sending updates over a net-

work such that only one source can transmit at any given time-slot

(due to interference/capacity constraints). We assume reliable chan-

nels, i.e. when a source is chosen to transmit an update, it is deliv-

ered to the monitor without fail in the next time-slot. Freshness

aware scheduling in such single-hop wireless networks has been

the focus of a lot of recent work in the AoI community [11, 17ś

19, 34, 35, 37].

We now create an epoch-based structure and set up an online

learning formulation for multiple sources as we did in the single

source setting. As before, we divide the time horizon into𝑇 epochs,

where each epoch is of length 𝑀 time-slots. At the beginning of

epoch 𝑘 , the scheduler needs to decide a scheduling policy 𝜋𝑘
which specifies when to schedule each sensor. Once the epoch is

over, a cost of the form𝐶𝑘 (𝜋𝑘 ) is incurred and a new epoch begins.

Using cost information about previous decisions, we again choose

a scheduling policy 𝜋𝑘+1 for epoch 𝑘 + 1 and the process repeats

itself.

We maintain variables 𝐴(1) , ..., 𝐴(𝑁 ) which track the evolution

of AoI for each source within an epoch. The evolution of AoI for

source 𝑖 in epoch 𝑘 is described by the following equation:

𝐴(𝑖) ( 𝑗 + 1) =
{

𝐴(𝑖) ( 𝑗) + 1, if 𝑖 ∉ 𝜋𝑘 ( 𝑗)
1, if 𝑖 ∈ 𝜋𝑘 ( 𝑗),

(11)

where 𝑗 is an index denoting the current time-slot within the epoch

and 𝜋𝑘 ( 𝑗) is the scheduling decision set in time-slot 𝑗 of epoch 𝑘 .

Similar to the single-source formulation, we relax the interfer-

ence constraint in the last time-slot of every epoch. This ensures

that the AoI of every source is set to 1 at the beginning of each

epoch andwe do not need tomaintain history of AoI across different

epochs. Practically, we justify this as a two time-scale assumption.

A scheduling policy remains fixed over an epoch (the longer time-

scale) and specifies how to make decisions over time-slots (the

shorter time-scale). Once the epoch ends, the system resets. The

system designer observes the performance of the scheduling policy

that was chosen and specifies a new scheduling policy for the next

epoch.

We consider scheduling policies as a sequence of𝑀 scheduling

decisions, specifying which source gets to transmit in each time-

slot within an epoch. We denote this space of scheduling policies

by Π
𝑀 .

We assume that the cost for delayed information in any time-

slot can be represented as a general function of the current AoIs.

Let 𝑓𝑘 (𝐴(1) , ..., 𝐴(𝑁 ) ) represent this AoI cost function in epoch 𝑘 ,

where 𝑓𝑘 : Z+𝑁 → [0, 𝐷] is a bounded mapping from the set of

AoI vectors to costs. The total cost of choosing a policy 𝜋 in epoch

𝑘 is given by

𝐶𝑘 (𝜋) =
𝑀
∑

𝑗=1

𝑓𝑘 (𝐴(1) ( 𝑗), ..., 𝐴(𝑁 ) ( 𝑗)), (12)

where the AoIs evolve under policy 𝜋 according to (11).

We have an unconstrained adversary who chooses the se-

quence of bounded cost functions 𝑓𝑘 (·) for each epoch 𝑘 and we

need to learn the best scheduling policy in response to any sequence

of cost functions. Without loss of generality we assume that 𝑓𝑘 (·)
are normalized such that the total cost of any policy 𝐶𝑘 (·), given
by (12), lies in the set [0, 1].

At the end of every epoch, the scheduler receives feedback in

terms of𝐶𝑘 (·). In the case of full feedback, the entire function𝐶𝑘 (·)
is revealed, meaning cost for all scheduling policies is known when

the epoch ends. For the case of bandit feedback, only the cost for

the chosen scheduling policy 𝐶𝑘 (𝜋𝑘 ) is revealed.
Observe that the multiple source problem with the feedback

structure as above can also be viewed as prediction with expert

advice. Now, instead of AoI thresholds as experts, we have sched-

uling policies as experts and our goal is to compete with the best

scheduling policy in hindsight.

Thus, we can directly apply online learning algorithms as done

in Section 2 to the multiple source setting. The regret bounds, how-

ever, are not the same. This is because the number of experts, i.e.

scheduling policies of length𝑀 time-slots, scales as Θ(𝑁𝑀 ).

Lemma 3. Consider themultiple source online scheduling problem

with 𝑁 ≥ 2. If an online algorithm has an upper bound 𝑅(𝑀,𝑇 ) on its
expected regret in the single source setting, then the same algorithm

run using scheduling policies as experts for themultiple source problem

has the following regret bound:

E[Regret𝑇 (Alg.)] ≤ 𝐶𝑅(𝑁𝑀 ,𝑇 ),

where 𝐶 > 0 is a constant that does not depend on any other parame-

ters.

We observe that while the dependence of regret on𝑇 remains the

same, it becomes exponentially worse in𝑀 for the multiple source

setting. This also highlights a key computational challenge in the

multiple source setting. The number of policies scales exponen-

tially with𝑀 , the length of an epoch. Thus the optimization step

in FTPL (Algorithm 1) has computational complexity that scales

exponentially with𝑀 . Similar computational challenges are faced

in implementing exponential weight algorithms like EXP3 for the

bandit feedback case of the multiple source setting. This makes it

hard to implement these online scheduling schemes in practice.

This is not surprising, given that the offline problem of finding

the best scheduling policy of length𝑀 time-slots in the setting with
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cost functions known beforehand also requires computation that

scales as𝑂 (𝑁𝑀 ) (see [17]). In [35], the authors analyzed the setting

where cost functions can be represented as sums of separate cost

functions that depend only on the AoI of each source individually.

If the individual cost functions of AoI for each source are monotone

increasing, then a low complexity heuristic based on the Whittle

index approach can be found which is nearly optimal. We will use

this observation to design low complexity online policies that keep

track of the best scheduling policy in hindsight.

3.1 Online Whittle-Index Scheduling

We modify the general multiple source setting so as to solve the

computational challenge discussed above. First, we assume that

the cost function can be represented as a sum of 𝑁 separate cost

functions of AoI, where 𝑓
(1)
𝑘

, ..., 𝑓
(𝑁 )
𝑘

represent individual AoI cost

functions for each source in epoch𝑘 . Then, the total cost of choosing

a policy 𝜋 in epoch 𝑘 is given by

𝐶𝑘 (𝜋) =
1

𝑁𝑀

𝑀
∑

𝑗=1

𝑁
∑

𝑖=1

𝑓
(𝑖)
𝑘
(𝐴(𝑖) ( 𝑗)), (13)

where the AoIs evolve under policy 𝜋 according to (11). We include

a normalizing constant 1
𝑁𝑀 to the sum AoI cost to make regret

analysis cleaner.

We assume that the cost functions 𝑓
(𝑖)
𝑘

: Z+ → R+ are fixed

during an epoch and bounded monotone increasing functions of

AoI, i.e. if 𝑥 > 𝑦 then 𝑓
(𝑖)
𝑘
(𝑥) ≥ 𝑓

(𝑖)
𝑘
(𝑦) and 𝑓

(𝑖)
𝑘
(·) ≤ 𝐷 . An uncon-

strained adversary is free to change these bounded cost functions

arbitrarily across epochs.

Second, instead of receiving feedback directly in terms of cost

of scheduling policies 𝐶𝑘 : Π𝑀 → [0, 1], we consider feedback in

terms of individual cost functions of AoI. So, at the end of epoch

𝑘 , a cost 𝐶𝑘 (𝜋) is incurred (given by (13)) and AoI cost functions

𝑓
(1)
𝑘

, ..., 𝑓
(𝑁 )
𝑘

are revealed to the scheduler, either completely or

partially. In the case of bandit feedback, we will construct estimates

of the entire cost functions 𝑓
(1)
𝑘

, ..., 𝑓
(𝑁 )
𝑘

, using linear interpolation.

Note that within an epoch, the scheduling problem that we want

to solve is an instantiation of the functions of age problem described

in [35]. We briefly review the multiple source setting studied in

[35] below.

Consider 𝑁 sources and a given set of increasing AoI cost func-

tions 𝑓 (1) , ..., 𝑓 (𝑁 ) . Our goal is to minimize average age cost over

an infinite horizon. The Whittle index policy maps the current vec-

tor of source AoIs to a scheduling decision. If the current AoI for

source 𝑖 is 𝐴(𝑖) then the Whittle policy is given by

𝜋Whittle (𝐴(1) , ..., 𝐴(𝑁 ) ) ≜ argmax
𝑖∈{1,...,𝑁 }

{𝑊 (𝑖) (𝐴(𝑖) )}, (14)

where

𝑊 (𝑖) (𝑥) ≜ 𝑥 𝑓 (𝑖) (𝑥 + 1) −
𝑥
∑

𝑘=1

𝑓 (𝑖) (𝑘)

are Whittle index functions. It was shown in [35] that this Whittle

policy is optimal for 𝑁 = 2 and near optimal in general. For cost

functions 𝑓 (1) , ..., 𝑓 (𝑁 ) , we denote the Whittle policy given by (14)

as Whittle
(

𝑓 (1) , ..., 𝑓 (𝑁 )
)

. Next, we describe how to design a low-

complexity online algorithm using Whittle index policies.

3.1.1 Full Feedback. In this setting, we assume that the entire𝑀

dimensional AoI cost function 𝑓
(𝑖)
𝑘

for each source 𝑖 is revealed to

the scheduler at the end of the epoch. Instead of looking for the best

schedule in every epoch which is computationally expensive, we

will use the Whittle index policy as an approximate minimizer. This

leads to Algorithm 2, which we call Follow the Perturbed Whittle

Leader (FPWL).

Algorithm 2: Follow the Perturbed Whittle Leader

Input :parameter 𝜖 > 0

1 Set 𝐹
(𝑖)
1 ( 𝑗) = 𝑗,∀𝑖 ∈ {1, ..., 𝑁 },∀𝑗 ∈ {1, ..., 𝑀}

2 while 𝑡 ∈ 1, ...,𝑇 do

3 Set 𝐴(1) , ..., 𝐴(𝑁 ) = 1

4 Sample 𝛿
(𝑖)
𝑡 ( 𝑗) ∼ uniform in [0, 1/𝜖], i.i.d. ∀𝑖 ∈

{1, ..., 𝑁 } and ∀𝑗 ∈ {1, ..., 𝑀}
5 Compute 𝛾

(𝑖)
𝑡 ( 𝑗) =

∑𝑗

𝑘=1
𝛿
(𝑖)
𝑡 (𝑘),∀𝑖, 𝑗

6 Choose scheduling policy

𝜋𝑡 = Whittle

(

𝐹
(1)
𝑡 + 𝛾 (1)𝑡 , ..., 𝐹

(𝑁 )
𝑡 + 𝛾 (𝑁 )𝑡

)

7 Incur loss = 𝐶𝑡 (𝜋𝑡 ) over epoch 𝑡 and observe feedback

on 𝑓
(1)
𝑡 , ..., 𝑓

(𝑁 )
𝑡

8 In case of bandit feedback, construct cost estimates

𝑓
(𝑖)
𝑡 ,∀𝑖 ∈ {1, ..., 𝑁 } using linear interpolation

9 Update

𝐹
(𝑖)
𝑡+1 =

{

𝐹
(𝑖)
𝑡 + 𝑓

(𝑖)
𝑡 ,∀𝑖 ∈ {1, ..., 𝑁 }, if full feedback

𝐹
(𝑖)
𝑡 + 𝑓

(𝑖)
𝑡 ,∀𝑖 ∈ {1, ..., 𝑁 }, if bandit feedback.

10 end

FPWL can be divided into three major steps. First, accumulate

the entire history of cost functions that the scheduler has seen until

the current epoch in 𝐹
(1)
𝑡 , ..., 𝐹

(𝑁 )
𝑡 (step 9 in Algorithm 2). Since cost

functions in each epoch are increasing in terms of AoI, their sums

𝐹
(𝑖)
𝑡 are also increasing. Second, perturb these accumulated cost

functions in a manner such that they remain increasing functions

of AoI but are still amenable for FTPL style analysis (steps 4 and

5 in Algorithm 2). Third, instead of computing the best possible

scheduling policy for these accumulated and perturbed cost func-

tions, use the Whittle index policy as an approximate minimizer

(step 6 in Algorithm 2).

Importantly, we require that our perturbations to the accumu-

lated cost functionsmaintain their monotonicity. This is because the

Whittle index policy from [35] is known to be a good approximate

solution only if the cost functions are increasing. Simply adding

i.i.d. uniform random vectors, as is typical in follow-the-leader

algorithms is not sufficient to ensure that cost functions remain

increasing. This is why we first create uniform random vectors 𝛿
(𝑖)
𝑡

in step 4 and then construct random and monotone perturbations

𝛾
(𝑖)
𝑡 for each cost function in step 5.

Computing the Whittle policy has complexity 𝑂 (𝑁𝑀) since it
involves a maximization over 𝑁 quantities for at most 𝑀 steps.

Further, generating the random perturbations 𝛾𝑡 in steps 4 and 5
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also takes at most𝑂 (𝑁𝑀) computation. Thus, the algorithm above

resolves the computational challenge involved in implementing

FTPL directly for the online scheduling problem.

Proving regret bounds for our proposed algorithm ismuch harder

than in the settings studied earlier. We overcome three significant

problems: 1) perturbations in Algorithm 2 are made to the AoI cost

functions rather than policies, unlike regular FTPL; 2) because of

this, cost perturbations are not i.i.d. across experts, i.e. schedul-

ing policies; 3) the Whittle index policy is only an approximate

minimizer rather than an exact minimizer of the average AoI cost.

Despite these challenges, we are able to show that FPWL achieves

low regret compared to any fixed scheduling policy, if the Whittle

policy is łclose" to the actual optimal policy. Theorem 2 describes

an upper bound on the regret of FPWL when compared to the

best fixed scheduling policy in hindsight. Our regret bounds are in

terms of a parameter 𝛼 that measures the closeness between the

Whittle policy and an optimal policy. For a detailed definition of 𝛼

see Appendix B.

Theorem 2. Follow the perturbed Whittle leader (FPWL) based

scheduling described by Algorithm 2 with 𝜖 =

√

2𝑀
𝑁𝐷2𝑇

achieves the

following upper bound on expected regret:

E[Regret𝑇 (FPWL)] ≤ 𝛼𝑇 + 2𝐷
√
2𝑀𝑁𝑇,

where the expectation is taken over the random perturbations.

Proof. See Appendix D in the technical report [36]. □

It was proved in [35] that the Whittle index policy is optimal

for 𝑁 = 2, meaning 𝛼 = 0 and we can achieve sublinear regret

with respect to the best fixed scheduling policy when there are

2 sources. Further, recent work in [27] suggests that 𝛼 → 0 as

𝑁 →∞ meaning that FPWL can achieve sublinear regret for large

system sizes. Simulations in both [35] and [27] indicate that 𝛼 is

very small for most problems of practical interest.

Importantly, note that there is no way to get sublinear static

regret by using FPWL if the Whittle solution is not exactly optimal

for the offline problem. In this case, even if the cost functions are

the same in every epoch, there would be a small gap 𝛼 > 0 between

the cost of the Whittle policy and the optimal policy in every epoch.

The small constant gap will add up to give linear regret. Thus, the

term 𝛼𝑇 in the regret bound above accounts for this cost of using

an approximate optimization oracle rather than an exact one, and

cannot be eliminated.

3.1.2 Dynamic Regret. A drawback of the online learning formu-

lation is that sublinear regret is only possible when comparing

to a simple class of policies since there are no constraints on the

adversary choosing the cost functions. A more general notion of

regret is dynamic regret where cost is compared to an algorithm

which chooses the best scheduling policy in each epoch rather than

the best fixed policy across epochs. Dynamic regret of an algorithm

that chooses scheduling policy 𝜋𝑘 in epoch 𝑘 is defined as follows:

D-Regret𝑇 (Alg., C) ≜ sup
𝐶1,..,𝑇 ∈C

{ 𝑇
∑

𝑘=1

𝐶𝑘 (𝜋𝑘 ) −
𝑇
∑

𝑘=1

min
𝜋 ∈Π

𝐶𝑘 (𝜋)
}

,

(15)

where C incorporates constraints on the adversary. It is easy to

show that if there are no constraints on how an adversary is allowed

to choose the cost functions 𝐶1, ...,𝐶𝑇 then achieving sublinear

dynamic regret is not possible. Thus, the definition of dynamic

regret includes C which is the class of cost function sequences over

which the regret is being considered and incorporates constraints

on the adversary.

A number of recent works on online learning consider the prob-

lem of minimizing dynamic regret by constraining how the se-

quence of cost functions change over time (see [4, 5, 9, 16]). We

follow the approach of [4] and [5] by defining the quantity 𝑉𝑇
which measures the variation of a given sequence of cost functions

as follows:
𝑇
∑

𝑘=2

max
𝜋

�

�𝐶𝑘−1 (𝜋) −𝐶𝑘 (𝜋)
�

� ≤ 𝑉𝑇 . (16)

Suppose we know that any sequence of cost functions chosen by the

adversary is going to satisfy the inequality (16). Then, we denote

the set of allowable sequence of cost functions by C(𝑉𝑇 ) and define
the quantity 𝑉𝑇 as the variation budget given to the adversary.

We can also use the Whittle index approach to achieve low

dynamic regret. If 𝑉𝑇 is known to be sublinear in 𝑇 beforehand,

then simply using the Whittle index policy for the cost functions

revealed in the previous epoch is sufficient to get low dynamic

regret. Specifically, set 𝑓
(𝑖)
0 = {1, ..., 𝑀},∀𝑖 ∈ {1, ..., 𝑁 } and let the

scheduling policy in epochs 𝑘 be given by:

𝜋𝑘 = Whittle

(

𝑓
(1)
𝑘−1, ..., 𝑓

(𝑁 )
𝑘−1

)

. (17)

We call this algorithm Follow the Dynamic Whittle Leader (FDWL).

Lemma 4. The dynamic regret of FDWL satisfies

D-Regret𝑇 (FDWL, C(𝑉𝑇 )) ≤ 𝛼𝑇 +𝑉𝑇 + 𝐷,
where 𝑉𝑇 is the variation budget as defined in (16) and 𝐷 is the

upper-bound on AoI cost functions.

Proof. See Appendix E in the technical report [36]. □

An important point to note here is that FDWL should only be

used when an upper bound on 𝑉𝑇 that grows sublinearly with 𝑇

is known a priori. If no such upper bound is known and 𝑉𝑇 grows

linearly with 𝑇 , then it can be shown that FDWL incurs static

regret that is linear in 𝑇 , meaning that it performs worse than

FPWL (Algorithm 2). This neatly splits the full feedback setting

into two regimes. If 𝑉𝑇 is known to be sublinear use FDWL to get

sublinear dynamic regret. Otherwise, use the entire history of cost

functions as in FPWL to get sublinear static regret.

Algorithm 2 also highlights the strength of follow-the-leader

style algorithms in solving online optimization problems with com-

binatorial structure. If a low complexity solution is known to the

offline problem, as with the Whittle index, then it can be incorpo-

rated into FTPL as an optimization oracle.

3.1.3 Bandit Feedback. For bandit feedback, the cost function of

AoI associated with source 𝑖 is only revealed during the time-slots in

which it sends an update.Specifically, if at time-slot 𝑗 within epoch

𝑘 the policy 𝜋𝑘 schedules sensor 𝑖 , then 𝑓
(𝑖)
𝑘
(𝐴(𝑖) ( 𝑗)) is revealed

to the scheduler. This happens for every time-slot in the epoch.
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Exponential weight update based algorithms like EXP3 [1] or

EXP3.S [5] are standard in the bandit feedback case. Unlike follow-

the-leader style algorithms, incorporating a Whittle index solution

directly is not possible in these algorithms since they do not involve

an explicit optimization step. This makes designing computationally

efficient online learning algorithms for bandit feedback harder in

the multiple source setting. We develop a heuristic solution for this

below using our algorithms for the full feedback setting.

To run FPWL and FDWL on incomplete feedback we need to

construct estimates of the cost functions denoted by 𝑓
(1)
𝑘

, ..., 𝑓
(𝑁 )
𝑘

.

We do this by linearly interpolating between the revealed values

of 𝑓
(𝑖)
𝑘

for each source 𝑖 . Algorithm 3 describes the details. Impor-

tantly, constructing the linear interpolating cost estimates for a

single source requires a single pass over 1, ..., 𝑀 . Thus, construct-

ing 𝑓
(1)
𝑘

, ..., 𝑓
(𝑁 )
𝑘

has a computational complexity 𝑂 (𝑁𝑀). So, our
modified versions of FPWL and FDWL for bandit feedback remain

computationally efficient. However, since these estimates are not

guaranteed to be unbiased, regret analysis in the bandit feedback

case becomes even more challenging. We leave this to future work.

Algorithm 3: Linearly Interpolating Cost Function Esti-

mate for source 𝑖

Input :𝑋 ⊆ {1, ..., 𝑀} for which 𝑓
(𝑖)
𝑘

is known, 𝐷 known

upper bound on 𝑓
(𝑖)
𝑘

Output :Estimate 𝑓
(𝑖)
𝑘

that is an increasing AoI cost

function

1 Add 0 to 𝑋 and set 𝑓
(𝑖)
𝑘
(0) = 0

2 if 𝑀 ∉ 𝑋 then

3 set 𝑓
(𝑖)
𝑘
(𝑀) = 𝐷 and add𝑀 to 𝑋

4 end

5 Sort 𝑋 in increasing order {0, 𝑥1, ..., 𝑥𝑙 , 𝑀}
6 while ℎ ∈ 1, ..., 𝑀 do

7 if ℎ ∉ 𝑋 then

8 Find 𝑘 such that 𝑥𝑘 < ℎ < 𝑥𝑘+1 and 𝑥𝑘 , 𝑥𝑘+1 ∈ 𝑋

9 Set 𝑓
(𝑖)
𝑘
(ℎ) = 𝑓

(𝑖)
𝑘
(𝑥𝑘 ) + (ℎ − 𝑥𝑘 )

𝑓
(𝑖 )
𝑘
(𝑥𝑘+1)−𝑓 (𝑖 )𝑘

(𝑥𝑘 )
𝑥𝑘+1−𝑥𝑘

10 else

11 Set 𝑓
(𝑖)
𝑘
(ℎ) = 𝑓

(𝑖)
𝑘
(ℎ).

12 end

13 end

4 MOBILITY TRACKING

We now apply the results we have developed to a mobility tracking

problem. Consider 𝑁 nodes moving around in the two dimensional

plane whose positions needs to be tracked by a central base station

(BS). At any given time, only one of these nodes can send an update

about its current location and velocity to the BS. The BS keeps track

of the location of the nodes by storing the most recently received

update from each node. Our goal is to design a scheduling policy

that minimizes total tracking error between the location estimates

at the BS and the actual locations of the nodes.
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Figure 3: Levy Mobility: Average Tracking Error v/s number

of nodes

Observe that if the current velocity of a node 𝑖 is 𝑣𝑖 , then its

tracking error grows linearly with its AoI. That is, if the BS hasn’t

received an update from node 𝑖 for time 𝐴𝑖 , then the tracking error

is 𝑣𝑖𝐴𝑖 . In practical scenarios, node mobility patterns and velocities

are often unknown beforehand, non-stationary, and possibly ad-

versarial. Thus, our mobility tracking problem can be viewed as a

weighted-AoI minimization problem with time-varying velocities

acting as weights. Since a new update from a node only contains

information about its current location and velocity, this fits into the

multiple source bandit feedback setting.

We will discuss two specific mobility models and apply our

online algorithms to show that they outperform static AoI based

scheduling. Note that while cost functions being static within an

epoch and resetting of AoIs at the beginning of every epoch are

necessary for regret analysis, these assumptions are not required

to implement our algorithms in practice.

4.1 Levy Mobility

In this scenario, we simulate the nodes’ motion using Levy mobil-

ity. This is a realistic mobility model that closely matches human

mobility in practice [29]. A node’s motion is described in a series

of steps. A step is represented by the tuple (𝑣, 𝜃, 𝑡𝑓 , 𝑡𝑝 ) - a veloc-

ity 𝑣 picked randomly in the interval [0, 𝑣max], an angle 𝜃 picked

uniformly from the interval [0, 2𝜋], a flight time 𝑡𝑓 picked at ran-

dom from {1, ...,𝑇𝑓 max
} and a pause time 𝑡𝑝 picked at random from

{1, ...,𝑇𝑝max}. The node then moves with the velocity 𝑣 , in the di-

rection 𝜃 for 𝑡𝑓 time-slots and then pauses at its location for 𝑡𝑝
time-slots. This leads to a bursty random walk pattern with time-

varying velocities.

We consider 𝑁 nodes executing Levy mobility. An adversary sets

the values of 𝑣max for each node from the set {0.1, 0.5, 5} designating
it as a slow, medium or fast node. Overall, 𝑁 /3 nodes each are

designated as fast, medium and slow, but the scheduler doesn’t

know which. We set 𝑇𝑓 max
= 50 and 𝑇𝑝max = 30 for all nodes.

The scheduler does not know beforehand that there is inherent

asymmetry in the motion of the nodes. An oblivious static schedul-

ing policy is max-AoI: let the node with the maximum AoI transmit

in every time-slot. From Figure 3, we observe that using FPWL in

this setting outperforms the max-AoI scheduling policy (by about

25%). Further, FDWL outperforms both max-AoI (by about 33%)
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Figure 4: Adversarial Mobility: Average Tracking Error v/s

number of nodes

and FPWL (by about 10%). This is because velocities under Levy

mobility are slowly varying in time and not adversarial, allowing a

dynamic regret based algorithm such as FDWL to work better than

FPWL. We set the epoch length𝑀 to 200 time-slots for both FPWL

and FDWL, and the number of epochs 𝑇 to 500, thus running the

simulation for 100000 time-slots.

4.2 Adversarial Mobility

In this scenario, we assume that the nodes execute amobility pattern

that is chosen by a reactive adversary in response to the scheduling

policies. In every epoch, the nodes execute Brownian motion (mov-

ing in random directions at a fixed velocity). An adversary assigns

velocities to nodes such that they are inversely proportional to their

scheduling priorities.

For FPWL, the scheduling policy in epoch 𝑡 is given by 𝜋𝑡 =

Whittle
(

𝐹
(1)
𝑡 + 𝛾 (1)𝑡 , ..., 𝐹

(𝑁 )
𝑡 + 𝛾 (𝑁 )𝑡

)

. So, the velocity 𝑣
(𝑖)
𝑡 of node

𝑖 in epoch 𝑡 is chosen to satisfy 𝑣
(𝑖)
𝑘
∝ 𝑐 (𝑖) | |𝐹 (𝑖)𝑡 | |

−2
. Similarly,

for FDWL, the scheduling policy in epoch 𝑡 is given by 𝜋𝑡 =

Whittle
(

𝑓
(1)
𝑡−1 , ..., 𝑓

(𝑁 )
𝑡−1

)

, where we use estimated cost functions since

our setting involves bandit feedback. So, 𝑣
(𝑖)
𝑡 is chosen to satisfy

𝑣
(𝑖)
𝑘
∝ 𝑐 (𝑖) | |𝑓 (𝑖)𝑡−1 | |

−2
. For the max-AoI policy, the velocity 𝑣

(𝑖)
𝑡 is

chosen to satisfy 𝑣
(𝑖)
𝑘
∝ 𝑐 (𝑖) . Here 𝑐 (𝑖) are parameters which are

fixed across epochs and also chosen by the adversary to ensure

that the motion of nodes has inherent asymmetry unknown to

the scheduler. Overall, 𝑁 /3 nodes each are assigned 𝑐 (𝑖) = 0.1,

𝑐 (𝑖) = 0.4 and 𝑐 (𝑖) = 40. If the scheduler observes a node was mov-

ing fast in the previous epochs and assigns it a larger cost, then

the adversary assigns it a low velocity in the next epoch so as to

confuse the scheduler. The sum total of velocities is normalized

and remains fixed in every time-slot ensuring that the adversary is

equally powerful irrespective of scheduling policies.

Under this adversarial model, we observe in Figure 4 that while

FPWL still outperforms max-AoI (by about 8%), FDWL performs

significantly worse than both FPWL andmax-AoI (about 50%worse).

This is consistent with our results from theory - when cost functions

are quickly varying and adversaries are unconstrained and reactive,

dynamic regret based algorithms like FDWL perform worse than

static regret algorithms like FPWL.

5 CONCLUSION

In this work, we have formulated a general framework for online

monitoring and scheduling for non-stationary sources. Specifically,

we handle unknown, time-varying, and possibly adversarial cost

functions of AoI and design algorithms that attempt to learn the

best scheduling policies in an online fashion. We apply our results

to a mobility tracking problem and show that our online learning

algorithms outperform oblivious AoI based schemes and are able

to learn information about the underlying source dynamics.

Possible directions of future work involve applying our online

scheduling framework to different problems of practical interest,

and incorporating unreliable channels and noisy feedback about

the costs into our framework.
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A PROOF OF LEMMA 2

Let the AoI cost function in epoch 𝑘 be 𝑓𝑘 (·), let the transmission

cost be 𝐶 and let the chosen sampling threshold be 𝑥 . We set 𝑡 = 1

at the beginning of the epoch. Then,

𝐶𝑘 (𝑥) =
𝑀
∑

𝑡=1

𝑓𝑘 (𝐴(𝑡)) +𝐶𝑢 (𝑡). (18)

Note that the AoI at time 𝑡 = 1 is 𝐴(1) = 1, since each epoch

begins after a new transmission. Since the threshold is set to 𝑥 , no

new update is sent till time-slot 𝑥 at which point the AoI reaches

𝑥 . Now, a new sample is generated and sent, so the AoI drops to 1

in the next time-slot. This process repeats in cycles of 𝑥 time-slots.

Since the epoch consists of𝑀 time-slots, there are ⌊𝑀𝑥 ⌋ complete

cycles of length 𝑥 . The sum of costs over each of these cycles is
(
∑𝑥

𝑗=1 𝑓𝑘 ( 𝑗) + 𝐶
)

since the AoI goes from 1 to 𝑥 and there is a

transmission at the end.

The final cycle is of length 𝑟 = 𝑀 mod 𝑥 , where 𝑎 mod 𝑏 is

the remainder when 𝑎 is divided by 𝑏, followed by a mandatory

transmission in the final time-slot. Thus,

𝐶𝑘 (𝑥) =
⌊

𝑀

𝑥

⌋ ( 𝑥
∑

𝑗=1

𝑓𝑘 ( 𝑗) +𝐶
)

+ 𝟙𝑟>0
( 𝑟
∑

𝑗=1

𝑓𝑘 ( 𝑗) +𝐶
)

. (19)

B CLOSENESS OF WHITTLE AND OPTIMAL

POLICIES

Here, we define 𝛼 , the parameter that measures the closeness of

the Whittle index policy to an optimal policy within an epoch.

Consider a set of monotone and bounded AoI cost functions

𝑓 (1) , ..., 𝑓 (𝑁 ) such that for all 𝑖 , if 𝑥 > 𝑦 then 𝑓 (𝑖) (𝑥) ≥ 𝑓 (𝑖) (𝑦) and
𝑓 (𝑖) (𝑀) ≤ 𝐷 . Let Whittle(𝑓 ) denote the Whittle policy for this set

of cost functions, as defined in (14). Let Opt(𝑓 ) denote an optimal

policy for this set of cost functions.

Now consider another set of monotone bounded AoI cost func-

tions 𝑔 (1) , ..., 𝑔 (𝑁 ) with the same upper bound 𝐷 . Given a schedul-

ing policy 𝜋 , let

𝐶𝑔 (𝜋) ≜
1

𝑁𝑀

𝑀
∑

𝑗=1

𝑁
∑

𝑖=1

𝑔 (𝑖) (𝐴(𝑖) ( 𝑗)), (20)

where the AoIs evolve under policy 𝜋 . This is the total sum cost

of policy 𝜋 under the cost functions 𝑔 (1) , ..., 𝑔 (𝑁 ) . We make the

following assumption on the structure of Whittle index and optimal

policies when the epoch length𝑀 is long.

Assumption 1. For any two sets of bounded monotone sets of cost

functions 𝑓 (1) , ..., 𝑓 (𝑁 ) and 𝑔 (1) , ..., 𝑔 (𝑁 ) with a fixed known upper

bound 𝐷 , the following holds:
�

�

�

�

𝐶𝑔
(

Whittle(𝑓 )
)

−𝐶𝑔
(

Opt(𝑓 )
)

�

�

�

�

≤ 𝛼, (21)

where 𝛼 is a small constant that can depend on 𝑁 ,𝑀 and 𝐷 .

Note that this assumption is stronger than just assuming that

the Whittle index policy has near optimal performance over long

epochs. We assume that the Whittle policy is also close to the

optimal policy in its sequence of scheduling decisions. Thus, given

arbitrary bounded cost functions, the two policies 𝐶𝑔
(

Whittle(𝑓 )
)

and 𝐶𝑔
(

Opt(𝑓 )
)

have average costs that are close to each other.

This is a Lipschitz like assumption on the policy space and cost

functions for the scheduling problem. Themotivation for this comes

from results in [35], where it was shown that the Whittle policy

is exactly optimal for 𝑁 = 2 as 𝑀 → ∞, meaning that we can set

𝛼 = 0. It was also observed via simulations that the Whittle policies

are structurally similar to optimal policies for general 𝑁 . Results

on asymptotic optimality of the Whittle policy [27] further suggest

that 𝛼 → 0 as 𝑁 →∞.
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