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ABSTRACT

The growing popularity of smart-speakers in recent years has led
to increased interest in the capacity of Conversational Agents (CAs)
to support health and wellbeing. This extends to their potential
to engage users in human-like conversations as means of gather-
ing self-reported health data. Prior research has focused on the
optimization of CAs for the collection of discrete responses to stan-
dardized questionnaires. Less research however, has investigated
how a more conversational modality shapes what people recount
of their wellbeing nor what they make of the experience. This pa-
per presents the findings of a lab-based random assignment study
contrasting 59 participants’ experiences of two distinct designs of a
CA named Sofia — each separately enabling discrete or open-ended
responses to the World Health Organization-Five Wellbeing Index
(WHO-5) questionnaire. Analysis of task completion times, Speech-
System Interface Usability (SASSI) scores, and coherence between
verbal and paper-based responses suggests that CAs can serve as
a feasible means of gathering self-reported health data, although
users report finding discrete response options more habitable (i.e.
easier to grasp) than an open-ended alternative. We discuss the
implications of these findings for the design of CAs to support the
self-report of health and wellbeing, and highlight future research
directions.
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+ Human-centered computing — User studies; Laboratory ex-
periments.
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1 INTRODUCTION

Self-reports obtained via questionnaires such as the World Health
Organization-Five Well-Being Index (WHO-5) and Patient Health
Questionnaire (PHQ-9) are regarded as a valuable source of insight
into peoples’ subjective experiences, and an effective means of
monitoring and assessing mental health and wellbeing [51]. Tra-
ditionally carried out using pen and paper, these questionnaires
are increasingly administered via smartphones and myriad other
graphical user interface (GUI) devices [17, 53]. Although these sys-
tems offer advantages in terms of ease of use and access, research
points to the user burden associated with their use as a primary
limitation of their user experience [47], and particularly so for open-
ended questionnaires given the additional time and effort required
to formulate a response [8]. Such findings surface the need to attend
to the design, and limitations, of a variety of self-report technolo-
gies in order to realize their potential to support understanding and
care.

Indeed, self-report plays an essential role in our understanding of
mental health and illness, yet itself comprises myriad forms of self-
expression and communication [17, 47]. Recognizing the close-knit
relationship between mental health knowledge and self-expression
therefore compels us to consider the value of alternative inter-
action media. Recent advancements in speech-enabled interfaces
(e.g., Amazon Alexa and Google Assistant) suggest the potential of
voice enabled Conversational Agent (CA) technologies, to enable
more ‘natural’, ‘human’ and engaging forms of self-expression, and
perhaps in turn more accurate, honest and insightful disclosures
of emotional experience [16, 37]. The question arises, in addition
to yielding advantages for users with visual and motor impair-
ments [15] and despite outstanding technical limitations including
an 8 to 12 second limit on user responses [29], might CAs serve as
alternative, accessible and engaging avenues for self-expression?
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The growing trend in ownership of smart speaker devices includ-
ing Amazon’s Echo and Google’s Home [46] has led to increased
interest in these systems’ potential to support healthcare [25, 27,
28, 31, 44]. Fifty-two percent of respondents to a recent survey of
U.S. adults (n = 1,004) reported an interest in the use of Virtual
Assistants (VAs) for healthcare, while 7.5% reported having made
use of such systems for a healthcare-related task such as inquiring
about symptoms of illness, searching for information concerning
medication use, and seeking care and treatment options [5].

Research within Human-Computer Interaction (HCI) to date has
primarily focused on issues of privacy, usability, user satisfaction
and attitudes towards VAs [9, 13, 15, 32]. Recent work has, for
example, focused on the impact of CAs’ voice characteristics on
users’ experiences [6, 10, 18], and the effectiveness of chat-based
surveys compared to traditional web-based methods [7, 55]. Others
have proposed initial guidelines for the design [41, 50, 54] and
evaluation of CAs [26]. Studies in the healthcare domain have
likewise examined technical performance, user experience [4, 16],
and health-related outcomes including perceptions of therapeutic
alliance, trust, and human intervention [25] [28, Table 3].

Despite these initial research efforts however, and in light of
the growing potential of these systems, there remains much we
do not know about the feasibility and design of CAs for the self-
report of mental health and wellbeing. While initial research ef-
forts suggest that voice-based self-report technologies, including
Interactive Voice Response (IVR) [2] and Automatic Speech Recog-
nition (ASR) [33], can serve as efficient tools for home-based health
monitoring, most such systems have been designed to facilitate
discrete responses to closed-ended questions (e.g., [23, 24, 34]).

In the same way that many pen-and-paper-based questionnaires
have been converted to mobile and web platforms for improved
efficiency and accessibility in recent years, we are likely to soon
see increased conversion of these now GUI-based questionnaires
for delivery via CA. The direct adoption of GUI-centric models
of interaction would however adversely impact the CA medium’s
potential to support more ‘natural’, human-human-like conversa-
tional interactions. Although significant future validation studies
would be essential to the ethical adoption of these systems in clini-
cal practice, it is therefore also important to foster an understanding
of the relationship between different conversational design strate-
gies (discrete and open-ended) and users’ reporting behaviors and
experiences to inform future CA designs.

This paper aims to bridge this gap by exploring the relationship
between conversational design and users’ self-reporting practices in
the case of a CA for the self-report of mental health and wellbeing.
Focusing on questions of both technological feasibility and user
experience, we present a comparative analysis of 59 participants’ re-
sponses to the WHO-5 on paper, and via two distinct designs of a CA
named Sofig; the first requiring discrete responses and the second al-
lowing for open-ended answers to the same series of questions. We
furthermore compare participants’ CA self-reporting experiences
as measured by task completion times, Subjective Assessment of
Speech-system Interface Usability (SASSI) questionnaire and partic-
ipants’ comments in-study. Adopting a mixed-methods approach,
we therefore seek to inform the future design of CAs for health and
wellbeing by addressing three research questions, exploring;
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RQ1: Feasibility & Coherence. To what extent do users’ responses
to a paper-based wellbeing scale align with those provided
toa CA?

RQ2: Behavior & Experience. How are users’ self-report behaviors
and experiences shaped by distinct (discrete vs. open-ended)
conversational designs?

RQ3: Implications for Design. What in turn are the implications of
these conversational dialog choices for the design of CAs to
support the self-report of health and wellbeing?

The results of this study suggest that CAs can serve as a viable
medium for the self-report of health and wellbeing. Participants
provided faster responses to a wellbeing scale delivered via CA and
eliciting open-ended responses, yet deemed a design of the same CA
seeking discrete responses as more habitable — defined as the extent
to which the user is aware of what to say and what the system is
doing [21] — in nature. Based on interpretation of these findings,
this paper concludes with a discussion of the feasibility of CAs for
the self-report of health and wellbeing as well as reflection on the
value of a voice-based approach to self-report, and an increasingly
conversational approach to CA design.

By examining the impact of conversational design choices on
self-reporting practice and experience, this study (i) demonstrates
the feasibility of a CA-based approach to the self-report of wellbeing
in terms of coherence with a standardized paper-based scale, (ii)
elucidates meaningful differences between discrete and open-ended
CA-based self-report experiences in terms of user response times,
help invocations, fall-back intents, and responses to the SASSI user
experience scale, and finally (iii) offers implications for the design
of conversational user interfaces to support the self-report of health
and wellbeing.

2 RELATED WORK

This study builds upon and contributes to two increasingly overlap-
ping bodies of literature; those concerning self-report technologies
and conversational interaction design.

2.1 Conversational Agents for Self-Report

Prior research has examined the design and use of voice-based
self-report technologies in a variety of healthcare contexts [19, 31].
Both IVR and ASR technologies have been successfully deployed
for the in-home monitoring of patients with chronic diseases for
example. Azzini et al. developed a prototype telephone-based dialog
system enabling hypertensive patients to record pertinent health
data by calling a toll-free number, and therefore mitigating the need
for a clinical visit [2]. Levin et al. conducted a usability evaluation
of the ASR-based ‘Pain Monitoring Voice Diary’ system, finding
users able to navigate the flexible interface, and that self-reporting
efficiency increased with users’ experience, both in terms of session
duration and avoidance of troublesome dialog scenarios [33].
While such studies have served to provide valuable insight into
the design of dialog systems, recent advancements in Natural Lan-
guage Processing (NLP) and VA interfaces have made more conver-
sational forms of interaction possible. One such CA, implemented
within Alexa and titled ‘Symptom Checker’ [23], aims to support
users in discovering possible causes of their reported symptoms
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by answering a series of questions. ‘Wellness Guru’ [24] and ‘De-
pression Test’ [34] strive to produce assessments of users’ mental
health by posing questions from mental health questionnaires such
as the PHQ-9.

While these particular CA applications are designed to elicit
discrete responses to questions, voice technology is not limited to
such forms of input. DeVault et al. for example, designed a virtual
human interviewer to assess mental health conditions including
depression and anxiety via automated analysis of verbal and non-
verbal behaviors [16]. Results from this user study suggested that
the system was able to engage users in an open-ended conversation
as long as 15 to 25 minutes in duration, and that participants were
comfortable sharing intimate information. Kocielnik et al. designed
a CA named ‘Robota’ that asked users to provide ten open-ended
daily reflections. Comparing speech- and text-based interactions,
the authors found that voice interaction enabled users to step back
and reflect on their work as well as opportunities for workplace-
related behavior-change [29].

These studies suggest that speech-based CAs represent a unique
opportunity to serve as alternative media for the self-report of
health and wellbeing, in turn fostering more honest, accurate and
insightful forms of self-expression. However, while Voice User In-
terfaces (VUISs) are seeing increasingly widespread adoption among
consumers, the research literature remains replete with findings
and commentary reflecting the limitations of these technologies;
from speech recognition errors to unintelligible responses and dif-
ficult to navigate dialog flows [36, 48, 50]. This brings us to the
question of design.

2.2 Conversational Interaction Design

The potential of CA technologies hinges upon the design of ef-
ficient, engaging and effective conversations [38]. Research fur-
thermore points to appropriate interaction design as essential to
complementing speech processing in ways that compensate for
the less-than-perfect accuracy of these systems [1, 39, 40]. And yet,
there exists a general consensus among both HCI and healthcare
researchers that limited design-oriented work has been conducted
concerning CAs to date [12, 25, 28].

In 2003, Bernhard Suhm proposed a set of ten relevant VUI
design guidelines for a telephone-based dialog system [50, Table
3]; including to (i) keep it simple, (ii) carefully control the amount
of spoken output, (iii) provide options which match the ways users
think, (iv) minimize the acoustic confusability of vocabulary, (v)
provide carefully designed feedback, (vi) abide by natural turn-
taking protocols, (vii) coach a little at a time, (viii) offer alternative
input modalities, (ix) that yes/no queries can be very robust, and
to (x) carefully select the appropriate persona. Wei and Landay
recently extended these guidelines to include those provided by
Google and Amazon, resulting in 5 categories of 17 Speech User
Interface (SUI) heuristics [54]. Murad et al., in summarizing much
of this work, suggest that the path towards more conversational
voice-based interactions must in turn be based on VUI heuristics
which build upon existing GUI design principles [41].

Other researchers have conducted evaluations of more specific
conversational design features. Motalebi et al., for example, con-
ducted a pilot study to explore the impact of random back-channeling
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(i.e., “hm”, “uhum”, “aha”, and “yeah” ) on user engagement [37].
While most participants in this study were open to receiving such
verbal cues, many suggested providing more appropriately tailored
responses in addition to back-channeling to improve active listen-
ing performance. Myers et al. identified unfamiliar intents, NLP
errors, failed feedback and system errors as the primary obstacles
encountered by users while creating, modifying, deleting, and invit-
ing attendees to a voice-based calendar titled ‘DiscoverCal’ [42].
Guessing was furthermore identified as the tactic most commonly
employed by users to overcome such obstacles. Cambre et al. con-
ducted an online survey to evaluate a diverse selection of synthe-
sized and human voices according to the user’s listening experience,
as well as perceptions of clarity, quality and comprehension. The
authors concluded that while synthesized voices can come close
to human voices, no single voice outperformed all others across
all evaluation dimensions [6]. Similarly, Dubiel et al. evaluated
the impact of different synthetic voices on participants’ percep-
tions and behavior during a flight-booking task conducted via CA,
concluding that although users perceived significant differences
between synthetic voices in terms of truthfulness and engagement,
this did not translate into significant differences in behavior [18].
Choi et al. conducted a 20-day in-home study to investigate visu-
ally impaired people’s CA use and perceptions of different speech
rates [10]. They found that visually impaired users were generally
more satisfied with a default human rate of speech, and emphasized
speech rate control as an important feature of CA design. Chu et
al. in 2005 proposed a simple taxonomy positing three primary
variants of interaction; (i) Finite-state, in which case the CA asks
the user specific questions and assesses the user’s input as valid
or otherwise; (ii) Frame-based, in which a series of slots are filled
with data captured from the user; and (iii) Free-form, in which
case users’ input is accepted without restriction [11]. This final
dialog management strategy has more recently been additionally
described as ‘Agent-based’ [35].

Whilst these research efforts bring us closer to an understanding
of the underlying features of effective CA design, their nascent
form also highlights the need for a richer understanding of users’
experiences of interaction with CAs as shaped by diverse dialog
management strategies [36]. We therefore undertake, in this paper,
an attempt to generate a richer understanding of the relationship
between distinct approaches to conversational design and users’
reporting practices and experiences.

3 METHOD

A mixed-methods study was designed to enable analysis of (i) the
feasibility of CAs for the self-report of health and wellbeing ac-
cording to the WHO-5 questionnaire in comparison to paper-based
responses, and (ii) to generate an understanding of the impact of
distinct conversational designs on users’ reporting behaviors and
experiences.

3.1 Participants

Considering the emergent nature of CAs and young people’s will-
ingness to engage with new technologies, sixty participants (F=15,
M=45) were recruited from a local university via internal email,
posters, and word of mouth. Participants had a mean age of 26.33
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Table 1: Sample conversations between a participant and both designs of Sofia

Design A: Discrete

Design B: Open-ended

User: OK Google, talk to Sofia.

Sofia: Hi, I'm Sofia. Please answer each of the five questions on the
scale of 0 to 5. 0 being at no time, and 5 being all of the time.
Over the last 2 weeks, how often have you felt cheerful and in
good spirits?

User: One

Sofia: How often have you felt calm and relaxed?

User: Two

Sofia: How often have you felt active and vigorous?

User: Four

Sofia: How often have you woken up feeling fresh and rested?

User: Three

Sofia: How often have you felt that your daily life has been filled with
things that interest you?

User: Five

Sofia: Thank you for answering the questions. Bye!

User: OK Google, talk to Sofia.

Sofia: Hi, I'm Sofia. Please answer each of the five questions using a
word or a phrase. Over the last 2 weeks, how often have you felt
cheerful and in good spirits?

User: Often...definitely.

Sofia: How often have you felt calm and relaxed?

User: I have felt surprisingly calm and relaxed recently.

Sofia: How often have you felt active and vigorous?

User: I have not felt vigorous very often.

Sofia: How often have you woken up feeling fresh and rested?

User: Everyday.

Sofia: How often have you felt that your daily life has been filled with
things that interest you?

User: Also everyday...I'd say.

Sofia: Thank you for answering the questions. Bye!

(SD = 4.32) years and consisted of university staff and students
across multiple disciplines. All participants but one reported that
they were proficient English speakers. Fifty-eight percent of par-
ticipants reported that they had no prior experience using CAs.
Participants were offered refreshments during their participation,
and the opportunity to win a Google Home Mini device by entering
their names into a lottery drawn at the end of the study.

3.2 Apparatus

We developed Sofia using Dialogflow! and deployed this CA via
Google Home. The Sofia dialog flow integrates the five questions of
the WHO-5 wellbeing scale [3], chosen as it asks simple questions
amenable to a variety of forms of self-report, is less invasive than
many clinical scales, and is appropriate for a general population
group [51]. Slight variations were incorporated into the wording
of the preamble and the questions in line with prior digital mental
health research practices [52], and in order to render the question-
naire more conversational in nature, as shown in Table 1. Sofia
provides fallback re-prompts following two types of error: (i) ‘no
response’ when the respondent takes too long to respond; and (ii)
‘no match’ when Sofia fails to understand the response. Respon-
dents have three attempts to respond to each question. After three
re-prompts, Sofia ends the conversation. Respondents can also end
the conversation at any time by voicing the phrase “quit” or “stop”.
If needed, users can ask Sofia to repeat the question by stating
“repeat” or “what was the question?”, and can also ask for help by
stating “help” or “what are my options,” in which case Sofia repeats
the preamble (“You can answer the question on the scale of 0 to 5; 0
being at no time, and 5 being all of the time”). On completion of the
questionnaire, Sofia thanks the user for answering the questions
and ends with “goodbye”.

Two versions of Sofia were designed to employ the WHO-5 ques-
tionnaire;

Ihttps://dialogflow.com

e Design A: Discrete — This finite-state-based design [11] of
Sofia instructs respondents to respond to each question of
the WHO-5 questionnaire on a scale ranging from 0 to 5,
and accepts only numerical responses, as illustrated by the
example shown in the left-hand side of Table 1.

o Design B: Open-Ended — This free-form design [11] of Sofia
instructs respondents to respond to the questionnaire us-
ing words or phrases of their own choosing and without
constraint. Participants were requested to keep their open-
ended responses brief in order to minimize interruptions
imposed by the technological limitation of an 8 to 12 second
response time. As shown in the right-hand side of Table 1,
users’ responses can take any form, and ‘no match’ errors
therefore do not apply.

3.3

We conducted a lab study consisting of a within-group experimental
setup counterbalanced by a 2x2 Latin square design. To mitigate
the possibility of participants’ familiarity with the questionnaire in
one form influencing their responses to the second, we randomized
the order of the WHO-5 questions posed via CA and adopted a
counterbalancing approach enabling us to assess the existence of
such biases. Figure 1 provides an overview of the experimental
design which consisted of the following phases;

Experimental Design & Procedure

3.3.1 Pre-study. Prior to the study, participants were asked to sign
a consent form and instructed how to interact with Sofia. Instruc-
tions included how to invoke Sofia, ask for help or repeat the ques-
tion, and end the conversation. They were also made aware of the
visual cue provided by the Google Home device (a rotating light) to
infer when the CA is listening to and processing the participant’s
response. Participants were then asked to complete a demographic
questionnaire containing questions concerning age, sex, occupation,
proficiency in English, and prior experience using CAs.
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In-study

Design A: Discrete
(n=15)
~ Group 1 Paper-based - g
Pre-study > (n=30) > WHO-5 Post-study
| Design B: Open-ended
(n=15)
i « Consent form
Partlglé)gnts >« Study instructions — . SPt\.SSI .
(n=60) « Demographics uestionnaire
Design A: Discrete
(n=15)
Group 2 Paper-based ||
2l (h=30) ] WHO5
| Design B: Open-ended
(n=15)

Study Notes

Figure 1: Experimental design and procedure. Participants were balanced in a 2x2 Latin square, such that half of the partici-
pants in each group were randomly assigned to the paper version either before (Group 1) or after (Group 2) Sofia designs.

3.3.2  In-study. During the study, half of the participants (Group 1)
responded to the paper-based WHO-5 questionnaire followed by
Sofia, and the other half (Group 2) responded to the questionnaire
using Sofia first, followed by the paper scale. Participants were
randomly assigned to one of the Sofia designs such that half of
the participants in each group interacted with design A and the
other half with design B. We asked participants to complete the
WHO-5 questionnaire on paper in order to enable us to compare
their responses to those provided through Sofia. This would allow
us to assess the feasibility of each CA design as means for the
self-report of wellbeing according to the WHO-5 scale.

Data collected through Sofia included participants’ responses to
the WHO-5 questionnaire (automatically transcribed to a string),
timestamps for each question and response, as well as the number
of times ‘help’, ‘repeat’ and ‘fallback’ intents were invoked. Partici-
pants’ informal comments, suggestions, and other feedback during
their interactions with Sofia were also noted.

3.3.3  Post-study. Upon completion of the study, participants filled
out the SASSI questionnaire, providing their own subjective as-
sessment of each Sofia design. This 34-item scale covers six user
experience dimensions; system response accuracy, likability, cogni-
tive demand, annoyance, habitability, and speed [22].

3.4 Data Processing

Both the SASSI questionnaire responses and data collected from
Sofia were analyzed in R (v. 3.5.2). Three separate analyses were
conducted for each dependent variable, namely, task completion
time, SASSI scores, and the correlation between both Sofia designs
and the paper version of the WHO-5 questionnaire.

Total task completion time was calculated as the difference be-
tween response initiation and registration times (from the point

at which the agent finished asking the question to that at which
the participant completed their response) in Sofia. Participants’
responses to the SASSI questionnaire according to each experi-
ence dimension were summed, taking each question’s positive or
negative directionality into account [21, Table 4].

To enable analysis of the correlation between participants’ re-
sponses to both Sofia designs and on paper, three authors inde-
pendently classified users’ open-ended responses according to the
response categories of the WHO-5 questionnaire. For example, par-
ticipant P8’s open-ended response ‘every day” was mapped to the
number “5” and “in the weekends” to the number “2”. There was
substantial inter-rater agreement among classifiers, as assessed by
Fleiss’ kappa (k = 0.68) [30]. Disagreements (43/134, 27%) were
discussed and resolved. A small number of responses (2/145, 1.4%)
were not captured and stored on the server, while several others
were transcribed too indistinctly to classify (9/145, 6.2%) (e.g., “Bob’s
70s”, “T would say”) according to the standard response options. Par-
ticipants with missing or indistinct responses were removed from
the correlation analysis.

Two authors discussed the notes taken by the observer during
the experimental procedure, including all comments made by partic-
ipants, and employed an affinity-diagramming approach to provide
qualitative context for our key quantitative findings.

3.5 Statistical Analysis

In the case of all statistical analyses conducted, normality was
assessed for each dependent variable by inspecting the distribution
of the residuals and visually comparing the outer quantiles with
a standard normal distribution. In all cases, the residuals did not
conform to a normal distribution. Consequently, we employed non-
parametric Mann-Whitney U test [43] statistics to compare both
designs. The assumptions for a Mann-Whitney U test were carefully



CUI 21, July 27-29, 2021, Bilbao (online), Spain

Table 2: Summary statistics

Discrete ~ Open-ended
# Participants (% female) 30 (23%) 29 (27%)
Age (M, SD) 26.63,3.79 26.07,4.93
Prior CA experience (%) 12 (40%) 12 (41%)

Total duration in seconds (M, SD) 68.31, 19.28 57.62, 10.99

CA response correlation with WHO-5 paper .91 77
# Help 6 1
# Repeat 8 2
# Fallback 19 0

assessed and met; including ensuring a sufficient degree of similarity
between dependent variable distributions.

We chose to remove outliers; defined as any value more than
2.5 SD from the global average. This resulted in the removal of
participant P50 from the task completion time metric (199 sec, global
average = 62.77 sec), and P31 from SASSI questionnaire scores (M
= 3.26, global average = 4.57).

These analyses enabled investigation of both the feasibility and
experience of two distinct CA designs for self-reporting practice;
assessed in terms of task completion times, SASSI scores, and the
correlation between participants’ responses to the WHO-5 question-
naire via both Sofia designs with the same participants’ responses
on paper.

4 RESULTS

We report results from a lab study conducted with 59 participants?.
Table 2 presents a summary of the data collected and subsequent
statistical analyses for each design.

4.1 Counterbalancing

To identify any possible bias in participants’ responses between
Groups 1 and 2, we calculated the carry-over group effect for partic-
ipants’ overall WHO-5 scores and task completion times. We calcu-
lated the response difference as the Root-mean-square error (RMSE)
between the WHO-5 scores on paper and as recorded through Sofia
and did not find any significant group effect (U = 303.0,p = .67)
between Group 1 (M = 4.44, SD = 4.48) and Group 2 (M = 5.33, SD
= 5.84). Similarly, the task completion time between participants in
Group 1 (M = 60.76, SD = 14.97 sec) was comparable with that of
participants in Group 2 (M = 64.86, SD = 18.07 sec) in both Sofia
designs, indicating that the time to complete the WHO-5 question-
naire in either group did not differ to a statistically significant extent
(U = 416.5, p = .30). We were therefore able to conclude that the
counterbalancing was effective in preventing bias in the ordering
of WHO-5 responses via Sofia and on paper.

20f the 60 initial participants, a single participant failed to complete the study, due to
constraints on their own time.
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4.2 Response Correlation Between Paper and
Conversational Agent

Assessing the feasibility of each CA design as a means of self-report
required comparison of participants’ responses to the WHO-5 ques-
tionnaire as completed both through Sofia and on paper. Com-
parison of discrete CA responses with the paper form yielded a
Pearson’s correlation coefficient of p = .91 (95% CI 0.81 — 0.96),
and open-ended CA responses with the paper form, a Pearson’s
correlation coefficient of p = .77 (95% CI 0.51 — 0.90). Discrete
CA responses were, therefore, more strongly correlated with the
paper scale. This finding is further illustrated in Figure 2, which
plots participants’ responses to the WHO-5 questionnaire on paper
along the x-axis, and to the Sofia designs (discrete design in blue,
open-ended design in red) along the y-axis. As such, each point
represents a response to one of the five questions of the WHO-5
questionnaire.

4.3 Task Completion Time

We observed a significant difference (U = 572.5,p < .01) when
comparing task completion times for each Sofia design. Participants
providing open-ended responses took less time to complete the
questionnaire (M = 57.62, SD = 10.99 sec) than those limited to
discrete response options (M = 68.31, SD = 19.28 sec).

4.4 SASSI Scores

Figure 3 shows participants’ average response score to each factor of
the SASSI questionnaire in both Sofia designs. Participants reported
significantly higher habitability in the case of the discrete response
design (U = 569.5, p = .02) compared to the open-ended response
design. However, there were no statistically significant differences
between the two CA designs in terms of system response accuracy
(U =371,p = .29), likability (U = 349.5,p = .19), cognitive demand
(U = 396,p = .88), annoyance (U = 353,p = .40), or speed (U =
366,p = .52).

4.5 Study Notes & Observations

The first author observed all participants’ interactions with Sofia,
and took notes reflecting participants’ suggestions concerning pos-
sible improvements to the conversation design as well as feedback
related to their personal experience of the CA. Suggestions in-
cluded providing additional conversational cues to enhance engage-
ment and avoid errors. P58, for example, suggested that “words and
phrases such as ‘glad to hear that’, ‘sorry to hear that’ etc. would help
me understand that it (Sofia) has actually understood and recorded
the response...” and P34 stated that the “scale of the WHO-5 ques-
tionnaire is off (0-5)...” elaborating that they had trouble matching
their response to a scale starting at zero rather than one. In terms of
their experience of the practice of self-report via a CA, participants
noted that they felt they had to be quite explicit in their responses,
as P41 “when I talk to Google, I try to be specific” and P34 ‘T wanted
to count the days and then answer the question” described. Finally,
P39 commented that their initial expectations regarding the CA’s
capacity to answer questions were low; “It’s not natural to ask for
‘Help’ to the device”. Participants’ comments provide context for
further reflection on the findings of this study, as we discuss next.
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Figure 2: Coherence between responses to the WHO-5 questionnaire as provided through Sofia and on paper. Each dot repre-
sents a user’s response to a question. The x-coordinate represents a unique user’s response to each WHO-5 question on paper,
and the y-coordinate that same user’s response to the same WHO-5 question as provided through Sofia. The 5 dots located in
the far left column, for example, represent the 5 instances of “at no time” responses to the paper-based scale. The closer the
responses are to the diagonal running from bottom left to top right, the more coherent (strongly correlated) they are. Of the 5
“at no time” responses for example, 4 gathered via CA matched exactly those provided on paper, as represented by the 4 dots in
the bottom left square. Details of the raw transcription provide examples of the more incoherent open-ended responses. The
exact coordinate positions of the scatter points are randomized within each square to facilitate clearer visual representation.

5 DISCUSSION

This work explored the potential of voice-based interactions for the
realization of accurate, engaging and expressive self-report experi-
ences. Our results suggest that CAs can serve as a feasible means
of administering a standardized wellbeing scale, and that while per-
mitting open-ended responses to a questionnaire in CA form has
the potential to produce a more complete understanding of users’
health and wellbeing, discrete response options are deemed more
habitable by users, meaning that users’ experiences of the system
better aligned with their prior expectations of the technology’s
capabilities. We reflect on these findings in light of our original
research questions.

5.1 Feasibility & Coherence. To what extent do
users’ responses to a paper-based wellbeing
scale align with those provided to a CA?

This study reveals a strong correlation between participants’ re-
sponses to the WHO-5 scale on paper and through Sofia, suggesting
that CAs can serve as a viable option for the administration of self-
report questionnaires.

We did find a higher correlation between responses provided
on paper and the discrete CA design as compared to the open-
ended CA design. This may be explained in part by the fact that
the discrete CA response options were identical to those of the
paper version, whereas users of the open-ended CA design were
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Figure 3: Participants’ responses to the SASSI questionnaire. Error bars reflect standard error and mean scores across all six
dimensions. Note that the directionality of these constructs is based on the instructions provided alongside the scale i.e. the
higher the score, the better the experience. For example, a higher score on the dimension of annoyance reflects a less annoying
experience (SR Accuracy = System Response Accuracy, NS = Non-significant).

able to provide responses beyond the standard scale. For example,
participants P15, P17, P18 and P58 responded by commenting “half
of the time” — a response that does not map directly to any single
option of the standard WHO-5 scale.

This finding of lower coherence between a paper-based scale and
the open-ended CA condition may also be related to differences in
users’ self-expression on paper and as enabled via CA. As shown
in Figure 2, P8, for example, responded to the question “How often
have you felt calm and relaxed?” by noting “Every day”, which
was interpreted by human raters as representing “All of the time”,
and yet the participant’s response to the same question on paper
was “More than half of the time”. Additionally, we observed that
although participants were asked to respond using a single word or
phrase in the open-ended CA design, they often employed complete
sentences. P27 and P23, for example, responded to one question
by commenting ‘T think most of the time because my course is not
super stressful”, and “T have felt surprisingly calm ... relaxed recently”
respectively. This introduced additional challenges in terms of map-
ping users’ responses to the standardized WHO-5 scale, although
it allowed users to think out loud, reflect on their experiences, and
provide additional context for their comments.

Despite the complexities that open-ended reporting introduces
when mapping users’ responses to a standardized scale, this ap-
proach did prove feasible in the majority of cases, suggesting that
self-reports collected through an open-ended CA design may enable
a richer understanding of respondents’ health and wellbeing. In

this study, users’ open-ended responses were manually mapped to
a standardized scale, a practice which future studies could consider
implementing via machine learning techniques and sentiment anal-
ysis (e.g., [14, 20, 45]). This may not only make for a more efficient
process but enable the real time assessment of users’ open-ended
responses, potentially allowing for and supporting additional in-
situ reflection on their wellbeing. While such methods have been
broadly employed in other scientific fields to support information-
extraction from text-based corpora, extensive validation studies
would be required prior to their adoption for clinical purposes.

While this comparison of two distinct CA designs suggests the
feasibility of both approaches, it also communicates the value of
questioning motivations for translating standardized scales to CA
form, and reveals an opportunity for future research efforts to ex-
plore even more creative and novel forms of conversational design
as a means of realizing the potential of these systems.

5.2 Behavior & Experience. How are users’
self-report behaviors and experiences
shaped by distinct (discrete vs. open-ended)
conversational designs?

Analysis of task completion times and participants’ responses to

the SASSI questionnaire with respect to each Sofia design reveals

that different CA response options (discrete vs. open-ended) signif-
icantly impact users’ self-reporting behaviors and experiences.
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5.2.1 Users’ Self-Report Behaviors. Results reveal that participants
took longer to complete the WHO-5 questionnaire in the discrete
CA rather than open-ended CA condition. This unexpected, and
somewhat counter-intuitive, finding may be partially explained by
the fact that participants invoked a higher number of ‘help’, ‘repeat’
and ‘fallback’ intents when providing discrete responses.

We observed that participants at times struggled to remember
the response scale, which might have affected their cognitive ca-
pacity to pay attention to the question, resulting in more frequent
invocation of the ‘help’ intent. Similarly, participants in the discrete
CA design often took a long time to decide between the pre-defined
response options, resulting in ‘no-response’ fallback re-prompts. It
is also possible that participants’ desired response was not present
among the options provided by the system, necessitating increased
reflection prior to responding. P34, for example, began to count days
passed in order to enable them to accurately respond to each ques-
tion, prolonging their response time and leading to the invocation
of ‘no-response’ intents.

Hence, it could conceivably be hypothesized that providing pre-
defined response options may not necessarily lead to a more effi-
cient self-report experience for CA users. If not well-designed, this
feature may slow down users’ decision-making, introduce higher
error rates, and require longer task-completion times.

5.2.2  Users’ Self-Report Experiences. Our analysis of participants’
responses to the SASSI questionnaire shows that the discrete CA
design was perceived as significantly more habitable than that of
the open-ended CA. Hone et al. define a habitable system as “one in
which there is a good match between the users’ conceptual model
of the system and the actual system” [22]. Unlike in the case of the
discrete CA, the open-ended CA did not provide precise response
options to the questionnaire. This may have proved unexpected for
some users and could also have generated uncertainty regarding
what they should say or whether they were employing the correct
terms.

The fact that habitability was the only dimension of the SASSI
questionnaire on which the open-ended CA was viewed less favor-
ably by users suggests that participants might not have expected
the CA to be able to receive unconstrained responses. In their per-
ception, a CA understanding of user input might have been limited
to a pre-determined set of response options as in the case of the
discrete CA. Clark et al. report a similar mismatch in their prior
work, suggesting that open-ended and conversational forms of in-
teraction may run counter to users’ current perceptions of CAs’
capabilities [13].

5.3 Implications for Design. What in turn are
the implications of conversational dialog
choices for the design of CAs to support the
self-report of health and wellbeing?

As Stone and Shiffman have noted, “care in the design of questions

and response formats can greatly reduce the burden by enabling

minimal response time and by making the task more pleasant” [49].

In this instance, however, providing discrete response options did

not lead to a more efficient reporting process for users; a finding

which highlights the importance of attaining a rich understanding
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of the practice of self-report in conversational interaction. Drawing
on the results of this study and our observations of users’ behaviors
and experiences, we are able to suggest several implications for CA
design to support the self-report of health and wellbeing.

5.3.1  Employ conversational cues to support engagement. While
most participants made use of the visual cue (a bright light) provided
by the Google Home device to infer when the CA was listening to
and processing their conversation, a small number noted that they
had not paid attention to this feature; commenting that phrases
such as “glad to hear that” when recounting positive experiences,
or “sorry to hear that” when responding negatively could make
the conversation more engaging, and at the same time reflect that
the CA has understood and recorded their response. We therefore,
suggest integrating conversational cues into the design of CAs to ad-
minister self-report questionnaires — although designers must also
then carefully navigate the increasingly thin distinction between
automated assessment and intervention.

Sentiment analysis might furthermore be employed to support
the provision of conversational cues by tailoring the CA’s response
in realtime to the emotional valence of users’ comments; striking
an empathetic tone following a negative user response, for example.
Doing so may both enhance the conversational experience and
reduce the conceptual gap between users’ mental models of CA
technologies and their actual interaction potentials. It is, however,
also important to note that such design choices could entail the risk
that a CA unintentionally provides incorrect conversational cues
at the wrong times, leading to a negative user experience, and even
potentially resulting in harm to users [4].

5.3.2  Avoid requiring users to guess the meaning of terms and re-
sponse options. Guessing has been reported as the tactic most com-
monly employed by users to overcome obstacles in interacting with
CAs [42]. In the context of health and wellbeing, such practices
have the potential to yield significant adverse consequences, in-
cluding the skewed interpretation of patients’ wellbeing by health
professionals. In this study, P46 and P48 did not understand the
meaning of the word ‘vigorous’. They asked the CA for its meaning,
which it could not provide, and subsequently invoked a ‘no-match’
re-prompt. After twice attempting to obtain the meaning of the
word from the CA, the participants responded to the question by
guessing. When it comes to the use of such questionnaires within
CAs, we therefore recommend keeping questions simple and pro-
viding the meaning of complex terms in order to avoid requiring
users to guess the meaning of terms and response options.

5.3.3 ‘Help’proactively. Prior research has suggested that adopting
GUI design guidelines, such as providing help and documentation,
can be applied to certain aspects of VUI design, and help in iden-
tifying usability concerns [41]. In this study, relatively few (six)
participants benefited from the ‘help’ option provided through Sofia
although all were briefed about it. P33 forgot the scale according to
which they were required to respond while using the discrete CA.
Instead of asking for ‘help’, they tried to remember the relevant
structure, and, when unable to do so, made a guess. These obser-
vations indicate that providing ‘help’ options in the case of a CA
may not prove as helpful as for a GUL. While employing fallback
responses to help users discover possible workarounds has been
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suggested in prior work [54], users in our study bypassed the fall-
back mechanisms and simply tried to guess the response options
instead. We therefore recommend helping users proactively rather
than retroactively.

A questionnaire designed to elicit discrete responses might in-
corporate the expected response format into each question as suffix
or prefix, for example. In the case of our discrete CA design, for
instance, each question might be phrased as either “On a scale of
0-5, how often have you felt active and vigorous?” or “How often have
you felt active and vigorous, on a scale of 0-57”.

5.3.4 Exploit CAs’ interactivity to elicit richer and more complete
responses. We found that users’ responses to the open-ended CA
design did not always easily map to the standardized scale — poten-
tially representing a significant challenge for the re-appropriation
of standardized questionnaires to open-ended response formats.
One way of mitigating this challenge may be to design conver-
sations that allow follow-up intents as means of complementing
users’ responses. If a user responds to a question by commenting
“half of the time”, “not as many days as I wanted” or I tried to do
things that interest me”, for example, a follow up intent might ask
“Ok, so how would you rate your experience on a scale of 0-5?” in
order to confirm the user’s intended meaning. Additionally, align-
ing questionnaire responses with a Yes/No hierarchy may help to
further avoid errors and render CAs more habitable. For instance,
in the case of the WHO-5 questionnaire, instead of asking “How
often have you felt active and vigorous?”, a CA might ask “Have
you felt active and vigorous?”. A “Yes” response to the question can
then be followed up by asking “How often?”, with either discrete or
open-ended responses possible. A “No” response may be registered
as ‘at no time’, ‘0’ or likewise further explored in greater detail. In
this way, a CA can be designed to gather discrete and open-ended
responses which, in combination, provide a more complete picture
of users’ experience, spanning multiple levels of complexity and
detail — as a conversation between two human actors in pursuit of
mutual understanding might unfold.

6 LIMITATIONS

This study was conducted in a lab setting, meaning that partici-
pants interacted with the CA only once, and thereby limiting the
extent to which our results may generalize to the context of users’
daily lives. The participant sample was also limited in terms of age
and occupation. Future work should therefore consider additional
demographic groups and conduct longitudinal evaluations in home
settings where such devices are predominantly designed for use. It
should also be noted that Sofia was designed to support the self-
report of wellbeing as defined by the WHO-5 questionnaire. While
the design implications from this study may therefore have wider
implications for the self-report of wellbeing via CAs in general,
their applicability to other health and wellbeing questionnaires
may require further evaluation.

7 CONCLUSION

This study was undertaken with the aim of generating a richer
understanding of the relationship between the design of CAs for
the self-report of health and wellbeing, and users’ reporting prac-
tices and experiences. Findings reveal a strong correlation between
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responses made through CA and on paper, suggesting that CAs can
serve as a viable means of administering standardized wellbeing
scales and collecting self-reported data. Although a CA designed to
elicit ‘discrete’ responses was rated as significantly more habitable —
i.e., yielding a good match between the user’s cognitive model of the
system and the actual system — than an open-ended CA design, no
significant differences were identified between both conditions in
terms of system response accuracy, likability, cognitive demand, an-
noyance, or speed. Based on our empirical findings, we recommend
that the design of CA applications for the self-report of health and
wellbeing take into consideration users’ needs for conversational
cues to support engagement, simplify questionnaire presentation,
incorporate expected response formats into each question in order
to mitigate guessing behaviors, and exploit the interactive potential
of CAs to elicit more complete responses.
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