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ABSTRACT

Interactions with intelligent systems have become common in do-
mestic and professional life. However, little is known about how
pilots, who already work in a highly automated environment, en-
visage using intelligent systems in their work environment. This
preliminary analysis investigates pilots’ needs and wants for digi-
tal flight assistants (DFAs) through an interview study. We show
that the adoption of DFAs may be hindered by pre-existing con-
cerns, such as inadequate automatic speech recognition, linked
to past experiences with digital assistants. Furthermore, we iden-
tify important contextual and environmental factors that will need
to be accounted for in the design of DFAs such as “cross cockpit”
relationships, noisy environments, or pilot’s cognitive workload.

CCS CONCEPTS

« Hardware — Emerging interfaces; - Human-centered com-
puting — Natural language interfaces.
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1 INTRODUCTION

Digital assistants such as Apple’s Siri, Google Home, or Microsoft’s
Cortana are increasing in popularity [10]. These intelligent sys-
tems are slowly but steadily penetrating our home environment,
enabling us to access information while cooking, switch on our
lights when we wake up, or ask for music. More recently, research
has investigated how digital assistants can be used to support peo-
ple engaged in work-related tasks such as collaborations in the
workplace [16, 23]. There has been a growing interest in the de-
velopment of workplace-oriented digital assistants, such as Alexa
for Business! and Cortana Skills Kit for Enterprise?, but the up-
take of these and similar systems remains limited so far. Currently
available digital assistants often have limited capabilities, such as
dictation and simple reminders, and are referred to as “passive” or
“command-and-control” systems [17, 22]. To date, the main target
users for these systems have been white-collar workers in tradi-
tional office environments rather than workers in more varied and
complex environments such as aeroplane pilots.

In aviation, there are several potential advantages to incorpo-
rating intelligent systems into the cockpit in the form of digital
flight assistants (DFAs). Recent papers have noted that the com-
plexity of technical information in the aerospace domain makes
conversational systems potentially useful in the cockpit, but also
particularly complex to design and evaluate [1, 2]. DFAs could op-
timise route planning, alleviate the pilot’s cognitive burden and
provide detailed warnings of errors detected by sensors throughout
the aircraft. DFAs could facilitate communications with air traffic
control, a domain in which automatic speech recognition systems
have already been introduced [12].

Automated systems, which are often implemented using heuris-
tics, are already highly embedded in the aviation industry. These
systems require no human intervention but are based on a fixed
set of rules and are therefore reasonably predictable; this is in con-
trast to autonomous systems. Although aviation is a risk-averse
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and safety-critical sector, interest in autonomous systems within
the cockpit has been rising, alongside digital tools such as the elec-
tronic flight bag [8]. Autonomy in aviation has been predicted to
be crucial due to the increase of air traffic, and some forms of
intelligent systems are likely to be crucial to manage this rising
volume of flights [14, 19]. Several studies have investigated people’s
willingness to fly on autonomous aeroplanes, and its relationship to
demographic and contextual variables such as gender, nationality
and weather [18, 24]. A predictive model developed by Rice et al.
[21] suggested that willingness to fly on an autonomous aeroplane
was positively associated with familiarity with the technology, and
negatively associated with caution towards new technologies. In
this context, DFAs could represent a partial step towards more au-
tonomous flights while retaining human pilots to preserve passen-
gers’ trust in aviation. However, in contrast to passenger attitudes,
little is known about how pilots perceive the utility of DFAs. We
aim to address this gap.

The remainder of the paper is structured as follows. Section 2
describes the survey methodology. Section 3 describes the prelimi-
nary results of the qualitative analysis. We discuss the results and
their implications and conclude in Section 4 with a summary of our
findings and potential avenues for future work.

2 METHODS

2.1 Approach

This paper describes the first phase (Oct-Dec 2020) of a study aimed
at investigating aeroplane pilots’ views of automation, specifically
conversational systems in the cockpit. Currently, several avionics
companies are studying the introduction of digital flight assistants
designed to support or even replace (one of the) pilots. To under-
stand how such a technology could be made more effective, we
researched:

(1) how pilots utilise and experience existing personal digital
assistants (e.g., Alexa and Siri), and

(2) the role that pilots would want digital assistants to take in
the cockpit.

We focused on asking participants about inter-relational dimensions
of flying and conversational interfaces, including how co-pilots
relate to one another in high-stress and low-stress phases of flight.
The investigation included asking participants about their trust or
distrust of digital assistants, how the voice of a digital assistant
might intervene in the already noisy cockpit environment, and
how portable or adaptable digital assistants could be used in the
cockpit. We consider our findings in relation to existing research
about automation in the cockpit to draw preliminary conclusions
as to the utility of voice-activated digital flight assistants.

2.2 Procedure

Ethics approval was obtained from the university’s human research
ethics committee?. The study was classified as low risk. The inter-
viewers explained their role and the aim of the study. Participants
were invited to provide consent and were sent a list of possible

Shttps://www.iata.org/contentassets/bccaelc5a24e43759607a5fd844770b/vision-
2050.pdf
4Pseudonyms are used in this paper to preserve anonymity.

Gosper et al.

themes of discussion. Semi-structured interviews were conducted
online via Zoom® due to the international scope of the research,
global lockdowns, and working-from-home restrictions necessi-
tated by the COVID-19 pandemic. Interviews were facilitated by two
researchers and were each at least one hour long. In some instances,
participants chose to share their screen with the interviewers to
demonstrate aspects of the digital interfaces and databases that
they use when flying. All interviews were recorded and transcribed
by the researchers, with participants assigned pseudonyms.

2.3 Participants

In the first stage, we interviewed fifteen participants in thirteen on-
line interviews (one interview was conducted as a group, with three
pilots participating). Recruitment was conducted through personal
contacts from the authors and snowball sampling. Fourteen of the
participants were male and one was female. This gender bias reflects
that of the aviation industry®, in which only 8% of pilots are female.
Participants were not requested to provide their age, but they dif-
fered broadly in their aviation experience. Seven participants were
Captains, with the most experienced pilot having flown for over
37 years. Four were First Officers, with the youngest having flown
for just six years. The remaining four pilots were trainers/trainees
at flight schools. The majority (>90%) of participants used English
as their first language, with eight participants based in Australia,
four in New Zealand, and three elsewhere. Besides the four train-
ers/trainees, all participants were employed as either international
or domestic commercial pilots flying multi-crew operations. The
majority (>70%) of participants had been grounded due to flight
restrictions caused by the COVID-19 pandemic.

2.4 Qualitative Analysis

Data collected from the interviews were analysed collaboratively
by the team members. Two authors coded the interview transcripts
thematically using an inductive coding process [6]. From this data
set, the authors collectively identified key insights regarding the
pilots’ perceptions of DFA utility in the cockpit.

3 RESULTS

In this section, we first describe how the pilots discussed their ex-
periences with existing personal digital assistants. We then present
the initial results for how the pilots thought about the introduction
of digital assistants into the cockpit.

3.1 Technology Adoption and Curiosity

Overall, the participants had a positive attitude towards the usage
of technology in an everyday and professional setting. Participants
mentioned that they were on top of the latest developments around
intelligent systems and that using these systems was already em-
bedded in their everyday routine. Jake shared, ‘T use Siri every night
to set alarms, to set reminders. I use it for alarms, reminders and stuff
in my calendar. Checking the weather.” Many participants expressed
interest in keeping up-to-date with new technologies such as aug-
mented and virtual reality, drones and smart home integration.

Shttps://zoom.us/
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Several pilots emphasised that they were particularly interested in
“practical” technology, as Peter stated:

“I do embrace technology, because of my electrical back-
ground and stuff, I really love technology that’s useful
and, I'm not being rude, I'm not really interested in
Instagram. I've got a Facebook account, but you know,
I don’t really look at anything like that. I Bluetooth my
phone to a speaker in home and stuff like that.”

Many of the pilots expressed a willingness to think beyond ex-
isting technologies to optimise their day-to-day activities. Jake
described: “What I wanted to do was use a Raspberry Pi and an IR
transmitter to somehow track my car and so when I got within 100
metres of my garage, the door automatically opens, so as I pull up
it’s already open and I can just drive in, as opposed to having to click
a button.” This suggests an interest in tailoring digital systems to
their individual needs and preferences, rather than being satisfied
with the design of pre-packaged products.

The airline pilots also expressed positive views of automated
technologies in their work environment, the cockpit. Most sug-
gested that technologies such as autopilots, auto-thrust systems
and assisted landing helped to significantly reduce their workload
in flight.

Despite this positive attitude towards automated technologies
in general, the participants expressed reservations about voice in-
teraction with a DFA in the cockpit. They questioned the purpose
of adding a voice-based tool if it would only replicate function-
ality that was already served by non-voice-based systems (such
as priority-based electronic checklists). In particular, participants
were not sure what value a voice interface could add besides the
"audification" of existing data. Ramona mentioned, ‘Tt is calculating
how far you can go before you can do it, so this stuff is already hap-
pening [with written down data]. Would there be any benefit for it
to be audible, would be my question.” Participants were particularly
concerned that they would miss a vocal notification from the DFA
during flight, due to the many different sounds and background
noises in the cockpit, which would add to the stress of flying.

3.2 Hierarchy on the Workfloor

Many of the airline pilots’ comments concerned the ways in which a
DFA would affect their working relationships (particularly between
co-pilots and with the flight crew) or the cockpit environment.
Some participants mentioned concerns around the privacy of data
generated by the DFA, suggesting that it might become particularly
contentious in companies where pilots felt less supported.
Because civil aviation is a hierarchical environment in which
interactions are highly scripted, any slight adaption can change
relationships dramatically. Participants mentioned that a DFA could
introduce friction or challenge existing lines of authority in the
cockpit because it may be seen as an extra entity or virtual “person”,
in the role of a backseat driver. Muhammad said that it would
affect the normal relationship dynamics between pilots, because
“some people would see it as a third set of eyes that are judging your
actions”. Some participants mentioned that a DFA could undermine
a captain’s authority if he or she proved to be less adept with the
new technology than their first officer. Mike described the scenario:
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“You’ve got the authority gradient. The captain is the
more senior and [then] the first officer and then po-
tentially others. I could certainly see a situation where
Captain was trying to interact with the voice assistant
and it wasn’t working, the first officer then interacts
with the voice system, gets it to work, Captain then feels
inferior and loses the authority gradient.”

Pilots mentioned the importance of adaptiveness for a DFA, in the
sense that it could either be pro-active or reactive to prompts by
the pilots, and thus included as part of the team. Different kinds
of collaboration modes were mentioned as being helpful, such as
multi-party collaboration as opposed to a one-on-one user-agent
interaction. Somewhat contrary to this, however, was a concern
that a DFA could take on too prominent a role in the cockpit and
thereby disrupt the learning opportunities that are generated by
pilots’ collaborative approach to rectifying mistakes.

Concerns also extended to the impact of a DFA on the work
environment. Participants mentioned that cockpits are already loud
due to the aircraft’s mechanical functions, external communications
(e.g., with air traffic controllers) and internal communications (e.g.,
with flight crew). Frequent verbal safety checks, updates and alerts
create a loud and busy workplace atmosphere. Hence, many pilots
were concerned about the addition of a DFA as another voice in
the mix, and one that would not be sensitive to context. Existing
aircraft are designed to produce voice alerts in extreme situations,
such as when a plane is about the crash; concerns about how a
DFA would work and know when to speak in these crucial but rare
circumstances were open questions [20].

3.3 Digital Flight Assistants’ Perceived Utility

Participants had an overall positive outlook on the prospects for
DFAs to be implemented in the future. However, they pointed out
that DFAs would need to meet higher standards of reliability and
usefulness than the commercial digital assistants with which they
had previous experience. Pilots noted that commercial digital as-
sistants, such as Siri, frequently make mistakes; do not have suffi-
ciently robust systems for sourcing information or allowing users to
double-check the information provided (a lack of transparency also
noted by [5], which our pilots referred to as the “bullshit in / bullshit
out” factor); and cannot yet compare to human decision-making.
These considerations made the airline pilots doubt that DFAs could
meet the industry’s regulations for system failures. Furthermore,
many participants were sceptical that a DFA would understand all
the different scenarios when flying an aircraft, as Sam stated:

“We could probably get there, but at the end of the
day, there are so many scenarios that sometimes don’t
require any technical knowledge but still need that hu-
man, I guess, perspective on it, kind of like medical
[emergencies] or unruly passengers.”

Nevertheless, participants anticipated three particular advan-
tages to the future presence of DFAs in the cockpit:

o Increased safety in time-critical scenarios, such as retrieving
information about diversion options due to bad weather
ahead of time.
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e Pilot monitoring, so that if a pilot made a mistake or appeared
to be in an impaired state, an “emotionally intelligent” DFA
could alert them.

e Integration of existing distributed systems into one cen-
tralised interface.

The majority of participants stated that a DFA would be most
useful in single-pilot flights, where it could provide weather updates,
help to reduce the pilot’s cognitive workload [15] and potentially
mitigate boredom and fatigue [3]. Jake said:

‘T can see the biggest use of a digital flight assistant
would be in a single pilot environment. Like driving
aids in cars that like detect when you’re getting sleepy,
if you hit the rumble strip too many times, it comes up
and says hey, we feel like you’re getting less alert.”

4 DISCUSSION AND CONCLUSION

This study aimed to explore pilots’ relationships with and attitudes
towards conversational digital assistants, both in their current com-
mercial forms and as hypothetical near-future technologies that
could be introduced into the cockpit. Professional airline pilots
demonstrated a significant level of personal and professional cu-
riosity towards new automated technologies. However, they indi-
cated several ways in which DFAs would need to be tailored to
the aviation context before they would be fit for purpose in the
cockpit. Unlike general consumers, airline pilots operate in a highly
automated environment. As a result, our participants saw some
practical uses of DFAs as redundant. For instance, they suggested
that they did not need to “audiofy” existing information. However,
they could think of use-cases beyond the command-and-control
interaction paradigm where DFA would have practical applications.
Furthermore, adding an extra speech-only system in an already
noisy environment could potentially be a safety concern, future
research could investigate the multi-modality of DFAs [9].

Pilots expressed particularly high willingness to fly with DFAs in
the setting of a single-pilot operation, which is similar to findings
by Battiste et al. [4]. Furthermore, the pilots highlighted that, to
be successful, a DFA should be able not only to provide a practical
support, but also to read the relational context of the cockpit. Oth-
erwise, adding an extra “entity” into an already highly formulated
workplace, within the deeply interconnected socio-technical sys-
tem of aviation, could be disruptive to existing work practices. This
finding is in line with prior work by Huang [13], which stresses
how autonomous flight systems cannot be taken out of their context
and environmental complexity. Despite the participant’s concerns,
potentially, a DFA could improve work relationships [7]. For exam-
ple, the DFA could be a mentor or teacher during flights or provide
entertainment during long flights, helping with the “cross cockpit”
hierarchy. Overall, the preliminary results of this research suggest
that conversational digital assistants intended for professional use
in aviation will need to be adapted to the specific cyber-physical-
social activities that they aim to enhance [23].

4.1 Limitations and Future Work

This initial analysis of pilots’ relationship with digital assistants was
performed to explore how pilots, who work in an already highly
automated environment, use such systems in their daily lives and
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see their future usage in the cockpit. The fact that all but one of the
participants were men, although reflecting the gender imbalance
among pilots as a profession, is a limitation of the research. As
future work, we will continue interviewing pilots to capture the
views of more women, extend the analysis with a rigorous thematic
analysis approach [6, 11], and include further consideration of
pilots’ backgrounds in the analysis. The findings will be developed
to inform future digital flight assistant designs.
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