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ABSTRACT

This qualitative study draws on interviews and observations with
nurses working in a virtual intensive care unit and using algorithms
to track patient progress. It overviews how health practitioners navi-
gate algorithmic systems to build relationships with other providers
and patients, with attention to strategies for accountability and ad-
vocacy in virtual healthcare contexts.
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1 INTRODUCTION

While there is a growing body of research on how practitioners
negotiate algorithmic systems [1-3], attention to accountability
and advocacy in their communication practices has been limited.
This project draws on interviews and observations with five nurses
working in a Virtual Intensive Care Unit (VICU) to report how
health practitioners in virtual contexts navigate algorithmic systems
to build relationships with other providers and patients.

2 AFFORDANCES AND LIMITATIONS OF
ALGORITHMIC PATIENT CARE

In virtual contexts, practitioners lack the intuitive cues that come
from physical and verbal patient interaction [4] and thus, often
make decisions about patient care based on algorithms that track
patient status. These decisions are then communicated to other
providers and documented in an electronic health record. As an
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algorithmic system mediates interpersonal communication, the
subjective element of person-to-person communication can be re-
moved. In turn, this allows decision-making to rely less on individ-
ual personalities or relationships, but also risks alarm fatigue [5, 6].
Indeed, practitioners now face an ever-growing number of alarms
and learn to ignore them to continue focusing on patient care [7].

In addition to the interpersonal impacts of implementing virtual
patient care, healthcare algorithms themselves have both affor-
dances and limitations. By using appropriate IT systems, providers
can improve the health of individuals through the temporal displace-
ment of care [8]. While the use of such algorithms aids organizations
in achieving reputational, operational, and economic value [3], em-
bedded biases in the algorithms can affect the benefits derived from
their use [9, 10]. In addition, algorithm risks arising due to issues
in input data, algorithm design flaws, usage flaws, technical flaws,
and security flaws [11] can hinder adoption of algorithm-enabled
IT systems within any organizational setting. Thus, understanding
the experiences of virtual healthcare practitioners engage with al-
gorithmic systems is vital for determining a pathway for successful
virtual care.

3 METHODS

Research began in January 2021 and is part of a one-year NSF pilot
grant to study algorithmic decision-making across several clinical
contexts. Research for this presentation included observations and
interviews with five nurses working in a VICU during May and
June 2021. Nursing participants were recruited through attending
VICU staff meetings, sharing details of the project, and asking
staff to complete a consent form to opt in or out of interviews or
observations; no patient data was collected for this stage of the
project. The project received Human Subjects approval from both
the researchers’ institution and the institution where it took place.

4 AN EXTENDED EXAMPLE

This section discusses how VICU nurses navigate the changing
landscape of algorithmic systems in their workplace, negotiate care
alongside other providers and practitioners, and communicate with
their patients.

4.1 Changing Algorithmic Systems

Like in many healthcare workplaces, the VICU staff face frequent
changes in the virtual platforms they are expected to master. During
the course of a single staff meeting, the staff were trained to use
a new virtual scheduling system to sign up for shifts; reminded
to prompt their patients to complete a new educational module


https://doi.org/10.1145/3472714.3473669
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1145/3472714.3473669
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3472714.3473669&domain=pdf&date_stamp=2021-10-12

SIGDOC 21, October 12-14, 2021, Virtual Event, USA

program targeted to high-risk patients; and congratulated for their
rapid progress ordering Covid-19 tests for patients on a new e-
platform. A large change for the VICU staff occurred this past
winter, when administrators decided not to renew their contract
with the patient warning system, the Rothman Index.

The Rothman Index [1, 2] is a proprietary closed source algo-
rithm that uses vital statistics, lab results, and other health related
information to predict health deterioration. In the VICU, nurses
would receive alerts from the Rothman Index and make decisions
about whether to send those alerts to providers on the hospital floor.
Administrators are considering a transition to Epic’s early warning
system — the Epic Deterioration Index — that is already available
and free through the hospital’s Epic platform. Administrators cite
the limited efficacy of the Rothman in improving patient health
outcomes as a key reason for the transition.

4.2 Practitioner Communication and
Accountability

As the VICU team transitions away from the Rothman Index, prac-
titioner communication and accountability are also undergoing
changes. The director of the VICU has noted that without the Roth-
man alerts, VICU staff do not have as regular opportunities for
outreach to floor personnel, reducing both practitioner accountabil-
ity and opportunities for patient advocacy. The director also noted
that relationships with practitioners on the floor are “always a little
dicey,” echoing prior research that has found that workers tend
to be resistant to the experience of being monitored by tele-ICU
staff [12, 13]. The team has been working strategically to develop a
consultative and mentoring relationship with floor nurses, however,
especially new hires. Positioning themselves as a resource for new
nurses can facilitate a more collaborative relationship while also
helping VICU staff to provide support and accountability for those
who are most in need.

VICU nurses also reported that while they often receive requests
to monitor a particular patient from floor nurses, they then enter
their database to find that the patient’s vitals were entered many
hours ago. They noted that vitals are taken and recorded on the
physician’s schedule, typically every 8 hours, which does not reflect
the needs of the VICU team. Thus, they can do little to support a
nurse that has requested monitoring but has not input vital informa-
tion recently. These findings echo recent research on early warning
systems that has found one of the largest detriments to success was
delayed information input by nurses [14] and demonstrate how
tele-ICU’s can disrupt communication workflows [15].

4.3 Patient Communication and Advocacy

In the aftermath of the Covid-19 pandemic, practitioners in the
VICU have found their work has shifted substantially towards pro-
viding direct outreach to ambulatory patients, especially Covid-19
patients who are recovering at home. Primary duties include infor-
mation intake and entry into digital tools and regular monitoring
of patients through daily protocols and checklists to determine
need for hospital readmission. Nurses report that their one-on-one
patient contact has increased significantly as a result.

This increased patient contact has also provided opportunities
for patient advocacy. One VICU nurse frequently directed floor

368

Lillian Campbell et al.

nurses to reduce ambient noise from telemetry alerts when it was
clearly agitating a mental health patient. During a staff meeting,
another VICU nurse argued for revised protocols for patients at
risk of self-harm, noting that following many of these patients into
the bathroom seemed unnecessary. The team discussed building
more flexibility into protocols to empower floor nurses to make
contextual decisions about a patient’s needs. While neither of these
examples emerge from algorithmic decision making per se, they do
demonstrate how virtual monitoring, alongside algorithmic moni-
toring, can provide more contextual patient information that en-
ables situated patient advocacy and care and counteracts algorith-
mic biases [9, 10].

5 CONCLUSION

As the general population ages and life expectancy increases in
the United States, demand for health care providers is also on the
rise. The next several decades will see a rise in automated patient
care and the widespread use of data-driven warning systems. This
research points to the important role that these systems can play
in relationship building between virtual and on-the-floor providers,
as a motivator to initiate and maintain contact as well as to support
collaboration on protocol revisions and calls for change. While
earlier research has pointed to the risks of alarm fatigue [5, 6] and
algorithmic bias [9, 10] with algorithmic patient care, qualitative
field research like this project can help administrators to better un-
derstand and prepare for the experiences of providers as they adapt
to new modes of establishing accountability and patient advocacy.
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