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With YouTube’s growing importance as a news platform, its recommendation system came under increased scrutiny. Recognizing
YouTube’s recommendation system as a broadcaster of media, we explore the applicability of laws that require broadcasters to give
important political, ideological, and social groups adequate opportunity to express themselves in the broadcasted program of the
service. We present audits as an important tool to enforce such laws and to ensure that a system operates in the public’s interest. To
examine whether YouTube is enacting certain biases, we collected video recommendations about political topics by following chains
of ten recommendations per video. Our findings suggest that YouTube’s recommendation system is enacting important biases. We
find that YouTube is recommending increasingly popular but topically unrelated videos. The sadness evoked by the recommended
videos decreases while the happiness increases. We discuss the strong popularity bias we identified and analyze the link between the
popularity of content and emotions. We also discuss how audits empower researchers and civic hackers to monitor complex machine
learning (ML)-based systems like YouTube’s recommendation system.

CCS Concepts: • Human-centered computing → Human computer interaction (HCI); User studies; • Information systems
→ Recommender systems.

Additional Key Words and Phrases: Audits; YouTube; Algorithmic Bias; Social Media; Algorithmic News Curation.

1 INTRODUCTION

Social networking sites like Facebook and Twitter have become important providers of political news, which increasingly
raises questions about their role in aiding citizens to become better informed [71]. Studying the recommendations
encountered on platforms like YouTube is timely and urgent [36, 56, 76] because the generation, distribution, and
consumption of political information in the new political information environment supported by social media is very
different than an environment that is traditionally dominated by the mass media [30, 69]. The goal of this investigation
is to better understand what recommendations YouTube is making for political topics. Recognizing YouTube as an
important provider of news, we discuss ways of making sure that YouTube’s recommendations are fair and balanced.
This is important since political information environments have undergone significant changes over the last decade
[71], with the rise of social media as sources for political information leading to new forms of news consumption [51].
Social networking sites like Facebook and Twitter have become relevant sources of political news, which increasingly
raised questions about their role in aiding citizens to become better-informed [71]. Meanwhile, the political relevance of
video-sharing sites like YouTube is still mostly unknown. This creates an important gap in the literature, especially since
a politically informed citizenry is one of the cornerstones of a well-functioning democracy [16]. It is thus unsurprising
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that there has been an increasing concern about the role of the ML-based curation system in influencing political
opinion and pushing users towards politically extreme content.

YouTube [79] is the second most visited website on the Internet with more than two billion users per month. The
popular video-sharing website is also an important news source for a large group of people. 27% of 80,000+ people
from 40 countries stated that they are using YouTube for news [52]. According to a YouTube official, 70% of the videos
watched on YouTube are recommended by their machine learning (ML)-based video recommendation system [65]. This
implies that a large amount of global news consumption is due to YouTube’s recommendations. This makes YouTube’s
recommendation system an important provider of news akin to mass media broadcasting services. Therefore, this
paper investigates the biases enacted by YouTube’s machine learning (ML)-based recommendation system. YouTube
[77] describes the goal of its recommendation system as matching “each viewer with the videos they are most likely
to watch and enjoy”. Even though YouTube’s recommendation system is a media provider that influences 70% of the
videos that 2+ billion users consume, few studies have considered its role in political information production.

This is surprising because mass media broadcasters like radio and TV are commonly expected to present news
and political content in a fair and balanced manner. In countries like Germany, this is required by laws like the
Interstate Broadcasting Agreement. Article 25 of the agreement states that the “content of private broadcasting must
generally indicate a plurality of opinion” [23]. By law, broadcasters in Germany are expected to give “important political,
ideological and social groups (...) adequate opportunity to express themselves in the full programme services”. The
law also mandates that minority views are taken into account. Such rules and regulations do not apply to social media
platforms which - despite their importance - remain predominantly an entertainment medium in which political
information is a mere by-product.

Considering the large number of YouTube users and the special requirements that German laws have for mass
media broadcasters that could be applied to YouTube, it is important to critically examine YouTube’s recommendations.
In addition to that, YouTube has been accused of spreading fake news [26, 37] and conspiracy theories in general
[73]. The dangers of filter bubbles and online radicalization have also been mentioned frequently in the context of
YouTube [40, 54]. Our paper is motivated by YouTube’s alleged role in the 2018 Chemnitz protests in Germany, where
the stabbing of a German citizen by foreigners spawned street demonstrations and rioting. According to the New York
Times, a large far-right protest was fueled by YouTube recommendations. Users who wanted to inform themselves
about the stabbing were directed towards extremist videos by the ML-based curation system [25]. The Times cites
an analysis of Chemnitz-related videos, which suggests that YouTube’s recommendations consistently directed users
towards “predominantly conspiracy theorist or far-right” videos about the incident. The Times quotes the organizer of a
local refugee organization from Chemnitz, who observed that: “When you click on one video, whether you like it or not,
another one is proposed that features content from far-right conspiracy theories”. Despite these media reports, there is
little systematic research aimed at understanding the recommendations provided by YouTube’s ML-based curation
system. Theoretical models and past research on media effects during events such as electoral campaigns offer little
theoretical or empirical ground for assuming that YouTube could have direct persuasive or mobilizing effects [39]. Prior
research and newspaper articles have argued that recommendation systems provide increasingly more radical content
on a particular topic [25], thus enacting a filter bubble [54] or acting as an echo chamber [10, 75]. Prior research also
highlighted the influence of the emotions evoked by content [24, 35, 67].

Motivated by the scenario the New York Times described for the incidents in Chemnitz, we developed a bot to simulate
users who want to inform themselves about a new political topic. Using the bot, we collected YouTube recommendations
for political topics in Germany. Informed by previous research [24, 67], we expected recommendations for political
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topics to zoom in on obscure or fringe topics. We also expected recommendations to become less popular and more
niche over time. This could be indicative of a filter bubble. In addition to that, reports [35, 58, 63] indicates that negative
emotions play a central role in online radicalization, filter bubbles, and algorithmic bias. This raises the question of
whether recommendations evoking strong negative emotions are recommended by YouTube. For these reasons, we
aimed to explore the following research questions:

• RQ1: How does the popularity of recommended videos as measured by views and likes change between
recommendations?

• RQ2: Do the recommendations stay on topic or can a topic drift be observed?
• RQ3: How does the emotional content of the videos change between recommendations?

Our findings indicate that YouTube’s recommendations enact a strong popularity bias (RQ1) and a noticeable
emotionality bias (RQ3), without zooming in on a particular topic (RQ2). This means that YouTube has a tendency
to recommend content that aligns with the interests of the majority, thus making specific content popular. We find
that YouTube’s recommendations tend to favor the popular, not the extreme. Considering reports on how extremist
groups use video-posting and keywords [48, 50], we discuss the implications of the popularity bias. In addition to that,
the paper makes an important methodological contribution by showing how audits enable such investigations. The
paper analyzes the potential biases enacted by YouTube’s recommendation system using a sock puppet audit based on
random walks [60]. Each random walk consists of an initial video and a chain of ten recommendations. For each video
in the chain, a Firefox-based bot randomly selected one of the top ten video recommendations displayed in the right
sidebar next to the video. To understand how popularity affects the recommendations, we analyzed how metrics like
the number of views and likes changed between the initial videos and the recommendations. We also performed an
in-depth qualitative analysis of a subset of videos to examine how closely related the follow-up recommendations are
to the topics initially entered into the search bar. Motivated by existing research on the emotional impact of the ways in
which news is framed, as well as the well-studied and important consequences of how it impacts opinion formation
[42], we also examined whether the videos consistently evoke certain emotions.

In contrast to our assumptions, our investigation discovered an important topic drift (RQ2). Even though we used
political topics as a starting point, the recommendations presented to users are not related to political topics. We found
that YouTube’s recommendation system was pushing increasingly more popular content as measured by the number of
views and likes (RQ1). We also found that the sadness evoked by the videos decreased significantly, while the happiness
increased (RQ3). The paper provides explanations for these findings and discusses their implications for the process of
political opinion formation. The methodological contribution of this paper is a description of how audits can be used to
monitor complex ML-based systems and to enforce laws like the German Interstate Broadcasting Agreement.

2 BACKGROUND

Recommendation systems, which were initially used to find similar content like movies and songs, are progressively
applied to select and rank news based on some criteria of relevance and in regards to limitations of time and space [22].
Thus, recommendation algorithms are increasingly acting as public relevance algorithms [27]. They select and exclude
information and define what is considered legitimate or relevant knowledge [27]. This production of calculated publics
potentially can provoke changes in users’ behavior and their practices.
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2.1 Algorithmic Experience

Machine Learning is increasingly applied in socio-technical systems like YouTube. Even though these systems organize,
select and present information, the understanding of algorithmic curation is limited [22, 55]. The prevalence of such
opaque andML-based systems has led to a variety of investigations of the user awareness of algorithmic curation, as work
by Eslami et al. [22], Rader and Gray [55], and Alvarado et al. [2] proves. While YouTube’s published research describes
the general idea of their recommendation system in a paper by Covington, Adams & Sargin [13], it remains unclear
how the system works and what factors it takes into account. Despite the growing importance of recommendation
systems that are based on machine learning (ML), designers and developers’ understanding of ML and its applications
is only emerging [19, 34].

Algorithmic transparency is an important and timely concern. Eslami et al. [22] showed that a majority (62.5%) of
users is not aware of the existence of algorithms like Facebook’s News Feed. Eslami et al. also showed that users are upset
when posts by close friends and family members are not shown in their feeds. However, users mistakenly believe that
their friends intentionally chose not to show them these posts. This suggests that a lack of awareness can have negative
effects on the lives and relationships of users. Rader & Gray [55] investigated how well users understand Facebook’s
News Feed. User beliefs about Facebook’s News Feed ranged from privacy concerns over consumer preferences to
speculations about an algorithm that prioritizes posts. Alvarado et al. [2] presented a similar investigation about
YouTube’s ML-based recommendation system. They found that even users without a background in technology have
an intuitive grasp of the socio-technical system around ML-based curation systems.

Alvarado & Waern [3] argue that the interaction with and experience of algorithms should be made explicit in
social media contexts. To enable this, they distinguish five categories of AX: 1. algorithmic profiling transparency, 2.
algorithmic profiling management, 3. algorithmic user-control, 4. selective algorithmic memory, and 5. algorithmic
awareness. This paper contributes to algorithmic awareness by helping researchers and users understand YouTube’s
recommendations. This knowledge about what the system does can be used to inform algorithmic user control.

Schou & Farkas [61] associate recommendation systems on social media platforms like Facebook with important
epistemological challenges. They pose the question of how the potential hidden agendas of social network sites and
their role in pre-selecting what appears as representable information can be analyzed. They argue that a website like
Facebook is a complex socio-technical network with human and non-human actors, who all influence how information
is accessed and understood. This paper extends on this prior work by showing novel methodological approaches for
studying algorithmic systems in detail and without privileged access.

The work presented in this paper also extends on prior work that explores the biases enacted by ML-based systems.
Prior work documented how such systems discriminate against people based on gender, ethnicity, marital, or health
status [29]. Using a Firefox-based bot that we developed, we show what algorithmic biases YouTube’s recommendation
systems enact.

2.2 Online Disinformation

This paper investigates the experiences of mass media users in relation to political issues. We extend on prior work
focused on Twitter, which explored political issues like political orientation [10] or political alignment [11]. In this
context, we focus on YouTube and online disinformation, which is an important issue that has recently become the
focus of scientific interest. Among others, Marwick & Lewis [50] investigate media manipulation and disinformation on
platforms like YouTube. They describe how media manipulation could contribute to a decreased trust in mainstream
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media, increased misinformation, and the radicalization of users. Their report describes how far-right groups use social
media, memes, and bots to increase the visibility of their ideas. Lewis [48] argues that “alternative” influencers adopt
techniques of brand influences like relatability, authenticity, and accountability. She discusses how such influencers
leverage certain affordances of YouTube as a platform to “sell” far-right ideology. She highlights the dangers that this
poses for vulnerable and underrepresented populations like the LGBTQ community, women, immigrants, and people
of color. This motivated our investigation of what YouTube is recommending to users and whether certain biases are
enacted.

Such bias has been conceptualized as an “imbalance or inequality of coverage rather than as a departure from truth”
[66, p. 213], “any systematic slant favoring one candidate or ideology over another” [72, p. 302], or “the consistent
patterns in the framing of mediated communication that promote the influence of one side in conflicts over the use of
government power.” [20, p. 166].

Considering these definitions and the diversity of content circulating on YouTube, we operationalize bias in the
context of YouTube’s recommendations as:

An inclination, prejudice, or overrepresentation for or against one person, group, topic, idea, or content,
especially in a way considered to be unfair.

The scientific study of the selective exposure to information goes back at least to the 1960s. A review of the
term selective exposure by Sears & Freedmann [62] found that it is used to refer to “any systematic bias in audience
composition” and “unusual agreement about a matter of opinion”. The review suggests that people are disproportionately
exposed to communications that support their opinions. Overall, they find that mass media exposes people to views
that they are already sympathetic to.

2.3 YouTube Recommendation & Topic Drift

Due to their impact on video consumption, YouTube recommendations are increasingly studied by scholars [36, 56, 76],
especially considering challenges like disinformation and fake news [33, 44]. The idea that social media exposes people
to views that they are already sympathetic to relates to concepts such as echo chambers and filter bubbles. Prior research
suggests that YouTube’s recommendations can enact an “ideological bubble” where users who accessed videos about
the extreme right receive recommendations of more extreme right content [53].

However, recent research suggests that this tendency to promote increasingly extreme content may be better
controlled now. An analysis by Ribeiro, Ottoni, West, Almeida & Meira [56] suggests that YouTube is not recommending
extreme right videos to politically right-leaning viewers. Meanwhile, their analysis of user comments suggests that
users do migrate from milder to more extreme content over time. This is supported by Ledwich & Zaitsev [45], who
find that YouTube’s recommendation system actively discourages users from visiting extremist content. Their analysis
suggests that YouTube directs traffic towards the two largest mainstream groups – the Partisan Right and the Partisan
Left – away from more niche content they labeled Conspiracy, White Identitarian, and Anti-Social Justice Warrior. This
raises the question whether YouTube’s recommendations remain related to a particular topic or whether a topic drift
can be observed and whether YouTube’s recommendation system is enacting certain biases. Our work extends on this
prior work by also investigating the role of emotions like happiness and sadness and by discussing the implications of
algorithmic bias in relation to German laws like the Interstate Broadcasting Agreement.
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2.4 Bias & Information Systems

In light of our interest in imbalances in the presentation of certain content on YouTube, the following section provides a
cursory overview of work related to biases in information systems. Sweeney [68], for instance, exposed discrimination
in online ad delivery by Google. She found that names frequently given to African-American babies led to ads suggestive
of an arrest record. An example of discrimination based on gender is provided by Datta, Tschantz & Datta [15], who
found that those whose gender was set to female are receiving fewer instances of ads related to high paying jobs.
Jannach, Lerche, Kamehkhosh & Jugovac [38] show that recommendation systems regularly favor already popular
items. They showed that such popularity biases exist for content like movies, books, hotels, as well as mobile games.
According to their analysis, the popularity bias is due to a strong reliance on accuracy metrics like mean absolute
error (MAE), root-mean-square error (RMSE), precision (i.e. the positive predictive value), and recall (i.e. sensitivity),
which lead systems to focus on a tiny fraction of the item spectrum. They discuss possible strategies to deal with such
biases. These strategies include exploring algorithmic alternatives, relying on multiple metrics, and balancing existing
trade-offs between accuracy and catalog coverage. Such popularity biases can also be observed on other platforms.
Boratto, Fenu & Marras [7], for instance, discovered a popularity bias in the context of massive open online courses.
They find that a popularity bias in education can lead to a market of courses that is dominated by a few teachers.

2.5 Communication and Emotional Contagion

Motivated by reports that negative emotions play a central role in algorithmic bias and filter bubbles [35, 58, 63], we
also examine the connection between recommendation systems and emotional contagion. According to Cosley, Lam,
Albert, Konstan & Riedl [12], the psychological literature on conformity suggests that a system that helps people make
choices affects people’s opinions. This is especially problematic in the context of political topics. Epstein & Robertson
[21] showed that biased search engine results can shift the voting preferences of undecided voters by 20% or more. Even
worse, the shift can be much higher in some demographic groups and the search ranking bias can be masked so that
people are not aware of the manipulation.

A long tradition in political psychology has established a strong link between emotion and cognition, showing
that different emotions have different attitudinal and behavioral consequences – many of which are democratically
useful [59]. Emotions like enthusiasm and fear, for example, have been found to encourage public attention to politics
and motivate involvement in political affairs and election campaigns [49]. When it comes to digital media, prior
investigations were based on the emotions felt by the participants in response to multiple videos. Prior work on
the communication of emotions by Derks, Fischer & Bos [17] suggests that computer-mediated communication is as
emotional and as personal as face-to-face communication. While online and offline communication are similar, emotion
communication is more frequent and more explicit when mediated through computers.

Motivated by this prior research, this paper investigates the role emotions play in video recommendations. Kramer,
Guillory & Hancock [41] investigated emotional contagion on Facebook. Their results imply a large potential for strong
effects by online social networks. Kramer et al. show that reducing the amount of content with positive emotions
leads people to produce less positive content. Increasing the amount of positive content makes people produce more
positive content. The results indicate that emotions shared on Facebook are influenced by the emotions encountered
on Facebook. Lee [46] studied emotional expressions on YouTube in the context of the death of Michael Jackson. She
uncovered emotions like sadness, grief, anger, and frustration in user comments. Lee analyses the important role that
YouTube plays in facilitating emotional expressions and shows how users can depend on content provided by YouTube
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to meet their emotional needs, extending on the Media System Dependency theory by Ball-Rokeach & DeFleur [5],
which predicts that the emotional response of individuals on their environment is changed by media consumption.
Ball-Rokeach and DeFleur further argue that media information resources are a key condition for the alteration of
audience beliefs and behavior.

2.6 Auditing Algorithms

The audits explored in this paper are motivated by Sandvig, Hamilton, Karahalios & Langbort [60], who distinguish
between five different kinds of algorithm audits:

(1) Code audits entail obtaining a copy of an algorithm and studying the instructions in detail. Unfortunately, code
audits are not suitable in the context of YouTube because ML-based curation systems rely heavily on data.

(2) Noninvasive user audits examine interactions with a platform using a survey format, where users are asked
about a certain platform. Such audits are not well-suited due to the potential biases in the self-reported data.

(3) Scraping audits query a particular URL and obtain a large number of data points. However, they are not well-
equipped for interactive platforms.

(4) Sock puppet audits are based on a computer program that impersonates a user, simulating real usage of a platform
while interacting with a system.

(5) Crowdsourced audits / collaborative audits require a large number of people that use a particular platform to
gather data, e.g. through a platform like Amazon Mechanical Turk.

Considering the complexity of recruiting and coordinating a crowdsourced audit, we relied on a sock puppet audit to
systematically gather a large number of videos based on a representative interaction with an ML-based curation system.

This paper is focused on political topics because citizens’ political information consumption has important conse-
quences for opinion formation and, ultimately, for democratic health [16]. Since the political relevance of video-sharing
sites like YouTube is still largely unknown, an important gap exists in the literature. The gap is especially important
considering that a politically informed citizenry is one of the cornerstones of a well-functioning democracy [16].

This focus is informed by Crawford [14], who examined the kind of politics that algorithms instantiate. She charac-
terizes platforms like YouTube as “highly contested online spaces of public discourse” and problematizes the role of
algorithms in producing clear winners.

Harcup & O’Neill [31] examined the values within mainstream journalism. They identified criteria such as recency,
conflict, unexpectedness, relevance, proximity, and social impact as values and highlights the potential problem of
algorithms recentering public engagement around the complementary interests of the broad majority and profitability.
According to Harcup and O’Neill, algorithmic systems can lead to a populist “profitable and normal” media experience.
This motivated us to systematically investigate the recommendations for relevant search queries on political topics.
This potential problem directly relates to the popularity bias that this paper identifies for YouTube’s recommendations
for political topics in Germany.

This paper discusses audits of the machine learning-based video curation system employed by YouTube. Until
recently, the recommendation system on YouTube has received comparatively little attention [2]. Our work extends on
an investigation by Hussein, Juneja & Mitra [36], who performed audits to understand whether personalization (based
on age, gender, geolocation, or watch history) contributes to amplifying misinformation on YouTube. The large-scale,
quantitative investigation of YouTube search results, Up-Next recommendations, and Top 5 recommendations by
Hussein et al. [36] finds that demographics, such as gender, age, and geolocation do not have a significant effect on
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amplifying misinformation in returned search results for users with brand new accounts. Unlike Robertson, Jiang,
Joseph, Friedland, Lazer &Wilson [57], their results indicate the existence of a “filter bubble” effect. Watching videos that
promote misinformation leads to more misinformative video recommendations. This paper extends on their findings and
shows that even for the very specific case of German political topics, YouTube recommendations become significantly
more popular measured by views and likes and significantly less related to political topics.

Until now, audits have not been used to systematically study political topics on YouTube, especially not in Germany
and especially not regarding important political events. Previous research by Wu, Rizoiu & Xie [76] employed audits to
study YouTube’s recommendations for music videos. Their large-scale investigation of a YouTube video network with
60,740 music videos revealed that recommendations focus on a small number of popular videos on YouTube. 82.6% of the
views of music videos on YouTube were based on videos that were recommended next to the most popular videos. Wu
et al. [76] propose a model that allows predicting video popularity, which consistently outperforms baselines. Our paper
extends on their findings by focusing on political topics from Germany for a real-world example based on keywords
derived from a representative poll in Germany.

3 METHODS

In this paper, we use audits to study YouTube’s recommendations. We present a quantitative investigation that examines
YouTube’s recommendations in regards to their popularity, the topics they cover, and their emotional content. Due
to their societal importance, we focused on political topics. We selected nine political topics from a representative
telephone poll conducted on behalf of a German public broadcasting service [74]. The topics included the most pressing
issues for German citizens at the time. The topics are 1. asylum and refugees, 2. the trade conflict with the USA, 3. the
impact of digitalization, 4. protection against crime, 5. climate change and the energy transformation, 6. social policy
(e.g. the development of pensions), 7. the creation of affordable housing, 8. school and education policy, and 9. the
situation in elderly care.

We perform a sock puppet audit using the Random Walk method, which has been previously applied to study
YouTube [64]. We performed 150 random walks that always followed the same procedure. The Firefox-based bot:

(1) randomly picked one of the nine political topics from Germany,
(2) entered the topic into the YouTube search bar,
(3) randomly picked one of the top ten search results,
(4) saved the video page and watched it for a random number of seconds,
(5) randomly selected one of the top ten video recommendations displayed in the right sidebar next to the video, and
(6) repeated this procedure ten times.

This allowed the bot to obtain a large number of video recommendations. Overall, we collected 1,650 videos in
150 random walks, including 150 initial videos based on the search results and 150 videos at each step in the chain of
recommendations. Each random walk is a representative simulation of a user session that would have lasted several
hours and in which a user searches for a particular political topic for the first time. We collected between 12 and 25
random walks per topic. For each random walk and each topic, we started a new browser instance and cleared all
cookies. All random walks were collected in May 2019 with the same laptop, on the same network, and with the same
IP address. The investigation was conducted from the network of a large campus university in a large city in Germany.

We used all 1,650 videos to answer RQ1 regarding the popularity of the content. To investigate whether the content
of the videos changed, three independent raters (one male, two female) rated a subset of the videos. Since the rating
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of emotions in videos is a challenging task, we merely used the ratings for a relative comparison of different videos.
The raters were recruited from a pool of research assistants at a large campus university in Germany. The raters had a
scientific background in media and communication studies (two) or social science (one). All raters were in their early
to late twenties. The rating task had no time limit. Raters were paid by the hour. They were trained individually for
the task of rating the emotions in the videos. Raters were not aware of the research questions of the investigation. In
the training, we discussed and explained the rating criteria and the 11-point Likert scale in person and answered any
questions.

The content analysis was required to answer RQ2 and RQ3. For the content analysis, we randomly selected three
random walks for each of the nine topics and coded three videos per random walk: the initial video, the 5th recommen-
dation, and the 10th recommendation. The decision to select the 5th and the 10th recommendation for the in-depth
analysis was made at the beginning of the study, i.e. before we reviewed any of the material and before we performed
any kind of analysis. The raters reviewed all videos in the same randomized order. They were not aware of the research
questions and did not know about the goals of the investigation. Each rater was required to watch at least five minutes
of each video before making his or her decision to get a good idea about a video’s content and valence. The raters also
assessed how closely related the videos are to the political topics. For each video, they had to review the list of topics,
find the topic that the video was most related to and then rate how related they thought the video was to that topic.
The scale ranged from “not related at all” (0) to “very related” (10). For each video, the raters were also asked to “Please
tell us how much you feel each of the following emotions while watching the video”. They rated whether the videos
evoked sadness or happiness on an 11-point Likert scale from “least” (0) to “most” (10). For the comparison, we relied
on the mean ratings of all three raters as a measure of central tendency. To investigate whether the number of views
and likes changed between the recommendations, we performed nonparametric, two-tailed Mann-Whitney U tests to
compare the independent samples. We used Mann-Whitney since our data does not follow a normal distribution and
since we did not want to make assumptions about how to interpret the differences in ranks. We checked the inter-rater
agreement for the in-depth analysis by computing Krippendorff’s alpha for our ordinal, not normally distributed data.

4 RESULTS

In the following, we will report the results of our exemplary audit of YouTube recommendations for political topics.
First, we will consider the popularity of the recommended videos. After that, we will describe how we analyzed the
content in the videos. Based on this analysis, we will investigate the topic drift of the recommendations. Finally, we will
explore the emotional content of the videos.

4.1 Popularity of Recommended Videos

For RQ1, we investigate whether the popularity of recommended videos changes between recommendations, i.e. whether
the 5th recommendations are more popular than the initial videos and whether the 10th recommendations are more
popular than the 5th recommendations. For this, we operationalized popularity as the number of views and likes. We
included both because views are an implicit measure of popularity while likes are an explicit measure of popularity.
Regarding views, it also remains unclear how many seconds a video must be watched before it counts as a view.

We found that the recommendations become significantly more popular. Figure 1 shows boxplots of the views of
the initial videos and the n-th recommendations, Figure 2 shows boxplots of the likes. For both, a steep increase from
the initial videos to the recommendations can be observed. The boxplots show that the median number of views is
increasing the longer recommendations are followed. Table 1 provides the median and mean number of views and
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Fig. 1. The boxplots show the number of views of the initial videos and the 1st to 10th recommendations

likes. Comparing the initial videos and the 5th recommendations, a strong increase in views and likes can be observed,
especially between the initial videos and the 5th recommendations. While the initial videos have a median of 9,500
views, the 1st recommendations have a median of around 200,000 views (Figure 1). After following a chain of ten
recommendations, the videos have a median of almost 300,000 views. The number of likes also increases significantly.
The initial videos have a median of 170 likes, while the 5th recommendations have a median of 1,404 likes. This further
increases to over 1,700 for the 10th recommendations. The finding that the number of views and likes changes between
the initial videos and the recommendations is supported by two-tailed Mann–Whitney U tests. The results in Table 2
show statistically significant differences between the initial videos and the 5th recommendations as well as the initial
videos and the 10th recommendations.

4.2 Content Analysis of Videos

For this study, we also investigated the content of the videos. The goal of our investigation was to compare the
relative change in topics, and the emotions evoked by the videos. To investigate this, we relied on ratings provided by
independent raters. The three raters reviewed 76 videos, not 81 videos because five videos were deleted between the
time we performed the random walks and the time the raters reviewed the videos.

We computed Krippendorff’s alpha coefficient (𝛼) for ordinal data to get some indication of how much the raters
agreed. Krippendorff’s alpha is a generalization of several inter-rater agreement statistics. When discussing the inter-
rater agreement, we refer to the terminology by Landis & Koch [43]. Based on Krippendorff’s alpha, we found substantial
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Fig. 2. The boxplots show the number of likes of the initial videos and the 1st to 10th recommendations

Table 1. The median (Mdn.), mean (𝑋 ), and standard deviation (𝜎) of views, likes, and channel subscribers for the initial videos (N=150),
as well as the 5th (N=150), 10th (N=150), and all recommendations (N=1,650).

Recommendations

Metric Video 5th 10th Overall

Views
Mdn. 9,590 224,353 293,789 249,754
𝑋 93,879 467,457 838,232 602,292
𝜎 212,762 820,982 2,005,223 1,681,245

Likes
Mdn. 170 1,404 1,788 1,852
𝑋 2,213 4,143 7,998 5,328
𝜎 6,823 10,664 31,183 16,198

agreement regarding how similar the videos were to the topics in our investigation (.765) and for the sadness evoked by
the videos (.613). We found a moderate agreement for the happiness (.441) of the videos.

To put the inter-rater agreement into perspective, we compare our results to prior work. Emotion recognition is a
challenging problem for humans and machine learning systems alike, especially in videos [18]. Inter-rater agreement for
affective content analysis in videos is expected to be considerably lower than the agreement expected for other coding
tasks in the social sciences. For instance, Abrilian et al. report an inter-rater agreement as measured by Cronbach’s
alpha of 0.254 for intensity and 0.574 for valence of French video clips [1]. Baveye, Dellandréa, Chamaret & Chen [6]
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Table 2. Two-tailed Mann–Whitney U tests confirm significant differences between the views and likes of the initial videos and the
recommendations (𝑝 < .0001).

Mann-Whitney U tests

Metric Comparison between U p

Views
Video 5th Rec. 3728.5 0.0000 ***
Video 10th Rec. 3167.0 0.0000 ***
5th Rec. 10th Rec. 9819.5 0.0570

Likes
Video 5th Rec. 4796.5 0.0000 ***
Video 10th Rec. 4874.0 0.0000 ***
5th Rec. 10th Rec. 10471.0 0.3001
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Fig. 3. How related a video is to the nine topics in our investigation decreased significantly between the initial video and the 5th
recommendations

report a Krippendorff’s alpha of 0.191 for arousal and 0.180 for valence regarding their video database LIRIS-ACCEDE.
We, therefore, conclude that the inter-rater agreement is sufficient for a relative comparison.

4.3 Topic Drift of Recommendations

The raters coded how relevant each video was to the list of topics that we provided. The results show that raters
consider the initial videos to be very related to the political topics used as search terms. The median topic similarity
rating of the initial videos was 8. This decreased dramatically to 0.83 after following only five recommendations. The
similarity remains very low for the 10th recommendations, with a median rating of 1.00. Figure 3 shows the boxplots
of the ratings, whose interquartile ranges are decreasing. A two-tailed Mann-Whitney test indicated that the topics
in the videos changed between the initial videos and the 5th recommendations (𝑈 = 607.5, 𝑝 = .0000), and between
the initial videos and the 10th recommendations (𝑈 = 638.5, 𝑝 = .0000). These results indicate a strong topic drift.
Recommended videos are about significantly different topics than the initial videos, which are based on the search
results for the political topics that were entered into YouTube’s search bar. This topic drift has important consequences
for how suitable YouTube is as a provider of news.

4.4 Emotions Evoked by the Recommendations

Finally, we investigated how the emotions evoked by the videos changed between recommendations. The raters
evaluated whether the videos made them feel happy or sad on an 11-point Likert scale from “least” (0) to “most” (10).
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Fig. 4. Boxplots of happiness evoked by the initial videos, the 5th recommendations and the 10th recommendations
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Fig. 5. Boxplots of the sadness evoked by the initial videos, the 5th recommendations and the 10th recommendations

The goal of this was to investigate the relative change between the initial videos and the recommendations. Figure 4
shows boxplots of the happiness evoked by the videos, which changes from a median of 0.00 for the initial videos to a
median of 2.00 for the 5th and 10th recommendations. While 75% of initial videos have a happiness rating between 0.00
and 2.00, more than half of the 5th recommendations and 10th recommendations have a happiness rating higher than
2.00. While the changes are small, two-tailed Mann-Whitney tests in Table 3 suggest that the differences between the
initial videos and the recommendations are statistically significant.

Regarding the sadness evoked by the videos, the trend is the opposite. The median ratings in the boxplots in Figure 5
move from 1.67 for the initial videos down to 0.00 (5th) and 0.33 (10th). While more than half of the initial videos have a
sadness rating higher than 1.67, 75% of the 10th recommendations have a rating smaller than 1.00. The Mann Whitney U
tests in Table 3 show that these differences are unlikely due to chance. For happiness, all changes are significant at
𝑝 < 0.01. For sadness, the differences between the initial videos and the 5th recommendations are significant at 𝑝 < 0.05.

Our results show that the recommendations on YouTube are becoming increasingly more popular, more related to
positive emotions, and less related to the initial political topics that we used as search terms.

5 DISCUSSION

In this paper, we describe an exemplary audit of YouTube’s recommendations for political topics. This extends on
prior work that investigated whether YouTube’s recommendations are biased [4, 35]. As described, the research gap
considering the bias in the recommendations on YouTube is especially problematic considering the specific requirements
regarding fair and balanced reporting and the protection of minorities. Laws like the German Interstate Broadcasting
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Table 3. Two-tailed Mann–Whitney U tests show significant differences between the initial videos and the 5th recommendations and
the initial videos and the 10th recommendations for sadness and happiness. At 𝑝 < .01 (**) for happiness and 𝑝 < .05 (*) for sadness.

5th Recomm. 10th Recomm.

Affect U p U p

Sadness 470.5 0.0114 * 472.5 0.0273 *
Happiness 188.5 0.0043 ** 193.5 0.0033 **

Agreement require broadcasters to “indicate a plurality of opinion” and to report in a fair and balanced manner that
takes minority views into account. We investigate YouTube, a platform that has been accused of “radicalizing” users.
In an Opinion piece in the New York Times, Tufekci [70] argued that: “YouTube may be one of the most powerful
radicalizing instruments of the 21st century.” To thoroughly understand whether such radicalization on YouTube is
taking place, research has to show: 1. that YouTube is presenting users with increasingly extreme content, 2. that
this extreme content negatively affects their attitudes, 3. that this affects their intentions, 4. that this changes their
behavior. This paper addresses 1. and focuses on the scenario observed in Chemnitz, where YouTube users who want
to inform themselves about a new topic encounter extremist or hyperpartisan videos in a comparatively short watch
session of ten videos or less. Considering the lack of established methods to measure how extreme some content is, we
selected the popularity, relevance to topics, and the emotions happiness and sadness as proxies. Informed by a number
of news articles [25, 26, 37, 73], we expected YouTube’s recommendation system to zoom in on a topic (RQ2) by evoking
strong negative emotions (RQ3) and by recommending less popular and more niche over time (RQ1) [58, 63]. For the
nine political issues from Germany, we showed that this is not the case. YouTube’s recommendations enact a strong
popularity bias (RQ1) and a noticeable emotionality bias (RQ3), without zooming in on a particular topic (RQ2). We
found that YouTube’s ML-based recommendation system has a strong tendency to recommend popular content. This
is in line with prior work by Smith et al. who performed more than 174,000 random walks and who analyzed more
than 346,000 unique recommended videos [64]. Considering some important methodological differences, our findings
are especially noteworthy. We corroborate Smith et al.’s findings in the context of German political topics and in a
setting that is independent of YouTube’s API. Our investigation was performed in German and used political topics as
a starting point. The random walks by Smith et al. exhibit a strong popularity bias since they used videos from the
14,000 most popular English-language YouTube channels (with at least 250,000 subscribers) as their starting point for
the random walks. Unlike Smith et al., our investigation was based on the search results for current political topics.
We realistically model the situation in Chemnitz, where a user encounters a new topic for which he or she is trying
to inform themselves. In addition to the views investigated by Smith et al., we also investigated the number of likes,
which are a more explicit indicator of popularity [47]. We found that the recommended videos that are based on search
results are becoming increasingly more popular, both measured by how many times a video was viewed and by how
many likes a video received. All differences considered, our results confirm that YouTube is guiding users towards
increasingly more popular content. Our investigation indicates that one year after Smith et al.’s analysis, the popularity
bias of the recommendation system had not changed. It is also noteworthy that the top search results, i.e. the initial
videos that were returned for our searches, are significantly less popular than the recommendations. We think that this
is surprising and invite further research to investigate this.
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5.1 Popularity Bias in YouTube’s Recommendations

YouTube markets its recommendation system as “a sophisticated algorithm to match each viewer to the videos they are
most likely to watch and enjoy” [78]. We found that popular, unrelated content is king. Our results indicate that while
the first search results are relatively close to a given topic, the 5th recommendations are already very far from any of
the topics in our investigation. The increasing number of likes and views of the recommendations was surprising to us.
We expected YouTube’s search engine and its recommendation system to provide the most popular videos right from
the start, i.e. in the search results and as the first recommendation. We did expect that the popularity of recommended
videos would decrease over time. Instead, we found that the popularity of recommendations increased and that the
topical relevance of the videos was low. In fact, our results show that the recommended videos are not even about
political topics.

We found no indication that people are consistently directed towards videos on a certain issue. This is surprising
considering published work that indicates YouTube is or was based on association rule mining and that the videos a
user watched are taken into account to recommend videos [13]. However, from a platform perspective, this makes sense.
For the platform, longer watch times could result in more ads that are shown, which could, in turn, lead to higher ad
revenue. It also connects to the investigation of the big data public by Harper [32] and the problem of the recentering
of public engagement around the complementary interests of the broad majority and profitability. The audit showed
that YouTube’s recommendations are a prime example of this recentering. Moreover, the number of likes of the videos,
which can be interpreted as a sign of virtual endorsement [47], increased significantly. This means that the content
presented by the recommendation system did not just show videos that people watched more, but content that a large
group of people explicitly endorsed.

5.2 Reporting Standards for ML-based Systems

The popularity bias for political topics that we discovered is problematic from a democratic point of view. If the same
laws that apply to private broadcasting services in Germany would be applied to YouTube’s recommendation system,
the popularity bias we discovered could violate Article 25 (1) of the German Interstate Broadcasting Agreement. The
nationwide law for radio station and television licensing forces private broadcasters to present content that generally
indicates a plurality of opinion. Our investigation showed that YouTube’s recommendations for political topics are
mainly focused on popular content that resonates with the majority.

The paper showed that the number of views and likes is increasing significantly for the recommendations. While it
can be assumed that the vast majority of relevant political, ideological, and social groups are represented in the vast
amount of content on YouTube, their ML-based curation system is responsible for 70% of the videos that users watch
[65]. The role of the ML-based curation system, therefore, requires special attention. We showed that the number of
views and likes is increasing significantly for the recommendations. This could imply that popularity, as measured by
likes and views, is the defining factor for selecting recommendations. If this is the case, then minority views are not
adequately taken into account by the recommender systems. By definition, content aimed at a minority group is not
able to get as many views or likes as content aimed at the majority group. If popularity, as measured in views and likes,
is the defining factor for recommendations, minority groups are at a disadvantage. This is especially concerning for the
political topics that we investigated. Controversial political topics require a balanced presentation of all arguments in a
way that weighs the pros and cons. The increase in popular, off-topic recommendations that we found suggests that
YouTube’s ML-based recommendation system is not suited to help users inform themselves about complex political
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issues. The popularity bias evidenced by the audit poses the question of whether all political, ideological, and social
groups have adequate opportunity to express themselves in the “programme”, i.e. the recommendations automatically
provided by YouTube. This issue is not unique to YouTube but applies to all platforms where ML-based recommendation
systems curate content. We would like to invite more researchers to investigate what can and should be expected from
ML-based curation systems in this regard.

5.3 From Popularity to Emotions

Our study showed that the sadness decreased and the happiness increased in YouTube’s recommendations, even for
political topics. This, again, was surprising to us, because we expected recommendations for political topics to evoke
strong negative emotions to keep users engaged [24, 67]. The most straightforward explanation for this would be
that YouTube is actively optimizing its recommendations to increase happiness and to decrease sadness. While prior
work showed that YouTube videos can be effectively classified into suitable emotion categories [9], based on what we
have gathered about YouTube’s recommendation system [13, 58], we think that it is highly unlikely that YouTube is
actively optimizing recommendations for certain emotions. We do, however, think that the change in emotions in the
recommendations could be explained by users regulating their emotions en masse using YouTube. Gross [28] defined
emotion regulation as:

The process by which individuals influence which emotions they have, when they have them, and how
they experience and express these emotions.

This connects to early work by Bryant & Zillmann [8], who found that exciting or relaxing TV content is used to
overcome boredom or stress. This also relates to the Mood Management Theory by Zillmann [80], which states that the
consumption of entertaining messages can alter mood states. We, therefore, believe that users could use YouTube to
improve their mood by watching happy videos, which could influence the popularity signals that YouTube is relying on
[13, 77], thus increasing the happiness evoked by the platform. This is problematic considering the finding by Kramer
et al. [41] that the emotions encountered on social media platforms like Facebook influence the emotions shared on
Facebook.

5.4 Auditing ML-Based Curation Systems

Machine learning-based systems rely on data. An ML algorithm merely describes how the ML model is inferred from
data. For this reason, ML-based systems cannot be studied using code audits that investigate the source code [34]. This
paper applies sock-puppet audits to scrutinize public relevance algorithms like YouTube’s recommendation system. As
shown, the audits described in this paper allow stakeholders to examine the actions of ML-based systems. This paper
applied audits to identify two important biases enacted by YouTube’s recommendation system. One important benefit
of such audits is that they can be conducted independently of the platform provider. We describe how audits could
enable researchers, non-governmental organizations, lawmakers, and other stakeholders to understand and monitor
the recommendations of complex socio-technical systems like YouTube’s recommendation system. Researchers could
use audits to expose the biases enacted by the system. Therefore, the paper recommends audits as an important method
to study algorithms. While this paper focused on a particular snapshot of recommendations, the methodology can be
adapted to audit systems over longer periods. The method could also be used to study phenomena like fake news and
online radicalization. Audits are useful because they can be conducted ad-hoc and since they enable non-ML experts to
identify biases enacted by an ML-based system. Prior work also suggests that audits are meaningful to laypeople [64].
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5.5 Enforcing Laws

With this paper, we showed how audits can be used to detect systematic biases in recommendations. As described, laws
like the German Interstate Broadcasting Agreement demand that the content of private broadcasters must generally
indicate a plurality of opinion. For the German political topics we investigated, our results showed that YouTube’s
recommendation system is enacting a strong popularity bias. We believe that our audit-based approach could be adapted
and generalized to examine whether there are other imbalances in the representation of other groups, e.g. based on
gender, ethnicity, or sexual identity. Audits could then be used to ensure that recommendation systems are free of
biases. New institutions, analogous to the German TÜV and Stiftung Warentest, could be founded to enforce laws like
the Interstate Broadcasting Agreement, e.g. by monitoring the activity of the recommendations that billions of users are
interacting with while consuming their news online. More broadly, such institutions could ensure that recommender
systems and other AI systems act in the interest of the public good. To increase their trustworthiness, institutions
that audit public relevance algorithms should be governed by public law, i.e., they should be independent and reliably
financed. For institutions under public law that enforce laws like the Interstate Broadcasting Agreement, an expert
consortium could define a set of biases that should not exist in the system, e.g. gender biases, ethnic biases, or popularity
biases. Lawmakers could even use such audits to fine those who do not comply with laws like the German Interstate
Broadcasting Agreement. Until these institutions are founded, we encourage researchers and civic hackers to fill the
gap and to monitor the biases enacted by complex ML-based systems.

6 LIMITATIONS

While the primary contribution of this paper is methodological, we also present findings on the biases enacted by
YouTube’s recommendations systems for a particular point in time and certain topics. The results are representative of
how a particular political topic is presented to those who have never searched for the topic. However, since YouTube is
known to personalize recommendations based on factors like a viewer’s watching and searching history [13, 77], we do
not know what influence personalization has on recommendations.

We performed Random Walks, a method that has been previously applied to study YouTube’s recommendations.
Smith et al.’s random walks were criticized as artificial because they relied on YouTube’s API [64]. As described in the
methods section, we mitigated this problem by relying on a Firefox-based bot.

Rating the emotions in videos is a challenging task. To rate the emotionality in videos, we relied on scholars with a
background in media and communication and social sciences, who reviewed and rated the videos. The three raters
were briefed to only rate the emotions they perceived while watching the videos. They did not know about the goals of
our investigation or our research questions. Due to the inherent subjectivity of experiencing emotion and the lack of
established methods to reach intersubjective agreement on emotions, we used the three raters as a valid, but imperfect
proxy. Our reliance on comparatively young research assistants limits the generalizability of the emotional assessment
to other age groups. We do, however, only rely on these ratings for relative comparison, i.e. we do not make absolute
statements about the emotionality of the content. Each rater introduced his or her personal bias regarding what their
definition of happiness and sadness was. Despite the complexity of affective content analysis in videos [1, 6], we found
substantial to moderate agreement for the topic similarity, happiness, and sadness. Moreover, we do not make claims
about the absolute emotional content but focus on the relative change in emotion that we showed with Mann-Whitney
tests.
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7 CONCLUSION

This paper investigated audits as a way to detect bias in ML-based curation systems like YouTube. The methodological
contribution of this paper is showing how audits of ML-based systems can be used to investigate YouTube’s recom-
mendation system. The paper showed that audits are an important way of systematically examining recommendation
systems that increasingly act as broadcasters. Researchers and lawmakers should use audits to ensure that public
relevance algorithms like YouTube are acting in the interest of the public. Future work can use these insights to compare
recommendations across different topics and countries. The paper identified a popularity bias in the recommendations
and discusses its implications. Our findings imply that YouTube’s ML-based recommendation system is not suitable to
help users learn about complex political issues.

In the paper, we demonstrated that audits can yield insights into ML-based curation systems. We hope that this paper
can contribute to an ongoing socio-technological discussion about algorithmic bias and algorithmic experience. The
audits showed that YouTube’s recommendations are increasingly focused on popular content that has more views and
more likes than the initial videos. An analysis of emotions evoked by the videos showed that the content is becoming
increasingly happy and less sad. Recommendations are also becoming less and less related to the political topics we
investigated. We conclude that even for political topics, the recommendations by YouTube are mostly focused on
keeping users watching. For the context that the paper investigated - a context particularly noteworthy considering the
legal situation in Germany - the results clearly show that YouTube’s recommendations are becoming systematically
more popular and, at least to some degree, more focused on positive emotions and less focused on negative emotions.
We invite other researchers and civic hackers to use audits as a method to ensure that complex ML-based systems like
YouTube’s recommendation system act in the interest of the public.

ACKNOWLEDGMENTS

The work of Hendrik Heuer and Andreas Breiter was funded by the German Research Council (DFG) under project
number 374666841, SFB 1342.

REFERENCES
[1] Sarkis Abrilian, Laurence Devillers, S Buisine, and Jean-Claude Martin. 2005. EmoTV1: Annotation of real-life emotions for the specification of

multimodal affective interfaces. In HCI International, Vol. 401. 407–408.
[2] Oscar Alvarado, Hendrik Heuer, Vero Vanden Abeele, Andreas Breiter, and Katrien Verbert. 2020. Middle-Aged Video Consumers’ Beliefs

About Algorithmic Recommendations on YouTube. Proc. ACM Hum.-Comput. Interact. 4, CSCW2, Article 121 (Oct. 2020), 24 pages. https:
//doi.org/10.1145/3415192

[3] Oscar Alvarado and Annika Waern. 2018. Towards Algorithmic Experience: Initial Efforts for Social Media Contexts. In Proceedings of the 2018 CHI
Conference on Human Factors in Computing Systems (CHI ’18). ACM, New York, NY, USA, 286:1–286:12. https://doi.org/10.1145/3173574.3173860

[4] Jane Arthurs, Sophia Drakopoulou, and Alessandro Gandini. 2018. Researching YouTube. Convergence 24, 1 (2018), 3–15. https://doi.org/10.1177/
1354856517737222 arXiv:https://doi.org/10.1177/1354856517737222

[5] S.J. Ball-Rokeach and M.L. DeFleur. 1976. A Dependency Model of Mass-Media Effects. Communication Research 3, 1 (1976), 3–21. https:
//doi.org/10.1177/009365027600300101 arXiv:https://doi.org/10.1177/009365027600300101

[6] Y. Baveye, E. Dellandréa, C. Chamaret, and L. Chen. 2015. LIRIS-ACCEDE: A Video Database for Affective Content Analysis. IEEE Transactions on
Affective Computing 6, 1 (Jan 2015), 43–55. https://doi.org/10.1109/TAFFC.2015.2396531

[7] Ludovico Boratto, Gianni Fenu, and Mirko Marras. 2019. The Effect of Algorithmic Bias on Recommender Systems for Massive Open Online Courses.
In Advances in Information Retrieval, Leif Azzopardi, Benno Stein, Norbert Fuhr, Philipp Mayr, Claudia Hauff, and Djoerd Hiemstra (Eds.). Springer
International Publishing, Cham, 457–472.

[8] Jennings Bryant and Dolf Zillmann. 1984. Using television to alleviate boredom and stress: Selective exposure as a function of induced excitational
states. Journal of Broadcasting & Electronic Media 28, 1 (1984), 1–20.

[9] Yen-Liang Chen, Chia-Ling Chang, and Chin-Sheng Yeh. 2017. Emotion classification of YouTube videos. Decision Support Systems 101 (2017), 40 –
50. https://doi.org/10.1016/j.dss.2017.05.014

18

https://doi.org/10.1145/3415192
https://doi.org/10.1145/3415192
https://doi.org/10.1145/3173574.3173860
https://doi.org/10.1177/1354856517737222
https://doi.org/10.1177/1354856517737222
https://arxiv.org/abs/https://doi.org/10.1177/1354856517737222
https://doi.org/10.1177/009365027600300101
https://doi.org/10.1177/009365027600300101
https://arxiv.org/abs/https://doi.org/10.1177/009365027600300101
https://doi.org/10.1109/TAFFC.2015.2396531
https://doi.org/10.1016/j.dss.2017.05.014


Auditing the Biases Enacted by YouTube for Political Topics in Germany

[10] Elanor Colleoni, Alessandro Rozza, and Adam Arvidsson. 2014. Echo chamber or public sphere? Predicting political orientation and measuring
political homophily in Twitter using big data. Journal of communication 64, 2 (2014), 317–332.

[11] Michael D. Conover, Bruno Goncalves, Jacob Ratkiewicz, Alessandro Flammini, and Filippo Menczer. 2011. Predicting the Political Alignment of
Twitter Users. In 2011 IEEE Third International Conference on Privacy, Security, Risk and Trust and 2011 IEEE Third International Conference on Social
Computing. 192–199. https://doi.org/10.1109/PASSAT/SocialCom.2011.34

[12] Dan Cosley, Shyong K. Lam, Istvan Albert, Joseph A. Konstan, and John Riedl. 2003. Is Seeing Believing?: How Recommender System Interfaces
Affect Users’ Opinions. In Proceedings of the SIGCHI Conference on Human Factors in Computing Systems (CHI ’03). ACM, New York, NY, USA,
585–592. https://doi.org/10.1145/642611.642713

[13] Paul Covington, Jay Adams, and Emre Sargin. 2016. Deep Neural Networks for YouTube Recommendations. In Proceedings of the 10th ACM
Conference on Recommender Systems (Boston, Massachusetts, USA) (RecSys ’16). Association for Computing Machinery, New York, NY, USA, 191–198.
https://doi.org/10.1145/2959100.2959190

[14] Kate Crawford. 2016. Can an Algorithm be Agonistic? Ten Scenes from Life in Calculated Publics. Science, Technology, & Human Values 41, 1 (2016),
77–92. https://doi.org/10.1177/0162243915589635 arXiv:https://doi.org/10.1177/0162243915589635

[15] Amit Datta, Michael Carl Tschantz, and Anupam Datta. 2015. Automated Experiments on Ad Privacy Settings. Proceedings on Privacy Enhancing
Technologies 2015, 1 (2015), 92 – 112. https://doi.org/10.1515/popets-2015-0007

[16] M.X. Delli Carpini and S. Keeter. 1997. What Americans Know About Politics and Why it Matters. Yale University Press, New Haven.
[17] Daantje Derks, Agneta H. Fischer, and Arjan E.R. Bos. 2008. The role of emotion in computer-mediated communication: A review. Computers in

Human Behavior 24, 3 (2008), 766 – 785. https://doi.org/10.1016/j.chb.2007.04.004 Instructional Support for Enhancing Students’ Information
Problem Solving Ability.

[18] Abhinav Dhall, O.V. Ramana Murthy, Roland Goecke, Jyoti Joshi, and Tom Gedeon. 2015. Video and Image Based Emotion Recognition Challenges
in the Wild: EmotiW 2015. In Proceedings of the 2015 ACM on International Conference on Multimodal Interaction (Seattle, Washington, USA) (ICMI
’15). ACM, New York, NY, USA, 423–426. https://doi.org/10.1145/2818346.2829994

[19] Graham Dove, Kim Halskov, Jodi Forlizzi, and John Zimmerman. 2017. UX Design Innovation: Challenges for Working with Machine Learning As a
Design Material. In Proceedings of the 2017 CHI Conference on Human Factors in Computing Systems (Denver, Colorado, USA) (CHI ’17). ACM, New
York, NY, USA, 278–288. https://doi.org/10.1145/3025453.3025739

[20] Robert M Entman. 2007. Framing bias: Media in the distribution of power. Journal of communication 57, 1 (2007), 163–173.
[21] Robert Epstein and Ronald E. Robertson. 2015. The search engine manipulation effect (SEME) and its possible impact on the outcomes

of elections. Proceedings of the National Academy of Sciences 112, 33 (2015), E4512–E4521. https://doi.org/10.1073/pnas.1419828112
arXiv:https://www.pnas.org/content/112/33/E4512.full.pdf

[22] Motahhare Eslami, Aimee Rickman, Kristen Vaccaro, Amirhossein Aleyasen, Andy Vuong, Karrie Karahalios, Kevin Hamilton, and Christian Sandvig.
2015. "I Always Assumed That I Wasn’T Really That Close to [Her]": Reasoning About Invisible Algorithms in News Feeds. In Proceedings of the
33rd Annual ACM Conference on Human Factors in Computing Systems (CHI ’15). ACM, New York, NY, USA, 153–162. https://doi.org/10.1145/
2702123.2702556

[23] Federal Republic of Germany. 2016. Interstate Broadcasting Agreement (Rundfunkstaatsvertrag). https://germanlawarchive.iuscomp.org/?p=655
[24] Emilio Ferrara and Zeyao Yang. 2015. Quantifying the effect of sentiment on information diffusion in social media. PeerJ Computer Science 1 (2015),

e26.
[25] Max Fisher and Katrin Bennhold. 2018. As Germans Seek News, YouTube Delivers Far-Right Tirades. https://www.nytimes.com/2018/09/07/world/

europe/youtube-far-right-extremism.html
[26] Sheera Frenkel. 2018. Facebook to Let Users Rank Credibility of News. https://www.nytimes.com/2018/01/19/technology/facebook-news-feed.html
[27] Tarleton Gillespie. 2010. The politics of ‘platforms’. New Media & Society 12, 3 (2010), 347–364. https://doi.org/10.1177/1461444809342738

arXiv:https://doi.org/10.1177/1461444809342738
[28] James J Gross. 1998. The emerging field of emotion regulation: An integrative review. Review of general psychology 2, 3 (1998), 271–299.
[29] Sara Hajian, Francesco Bonchi, and Carlos Castillo. 2016. Algorithmic Bias: From Discrimination Discovery to Fairness-Aware Data Mining. In

Proceedings of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining (San Francisco, California, USA) (KDD ’16).
Association for Computing Machinery, New York, NY, USA, 2125–2126. https://doi.org/10.1145/2939672.2945386

[30] Daniel Halpern and Jennifer Gibbs. 2013. Social media as a catalyst for online deliberation? Exploring the affordances of Facebook and YouTube for
political expression. Computers in Human Behavior 29, 3 (2013), 1159–1168. https://doi.org/10.1016/j.chb.2012.10.008

[31] Tony Harcup and Deirdre O’Neill. 2017. What is News? Journalism Studies 18, 12 (2017), 1470–1488. https://doi.org/10.1080/1461670X.2016.1150193
arXiv:https://doi.org/10.1080/1461670X.2016.1150193

[32] Tauel Harper. 2017. The big data public and its problems: Big data and the structural transformation of the public sphere. New Media & Society 19, 9
(2017), 1424–1439. https://doi.org/10.1177/1461444816642167 arXiv:https://doi.org/10.1177/1461444816642167

[33] Hendrik Heuer and Andreas Breiter. 2018. Trust in News on Social Media. In Proceedings of the 10th Nordic Conference on Human-Computer Interaction
(Oslo, Norway) (NordiCHI ’18). Association for Computing Machinery, New York, NY, USA, 137–147. https://doi.org/10.1145/3240167.3240172

[34] Hendrik Heuer, Juliane Jarke, and Andreas Breiter. 2021. Machine learning in tutorials – Universal applicability, underinformed ap-
plication, and other misconceptions. Big Data & Society 8, 1 (2021), 20539517211017593. https://doi.org/10.1177/20539517211017593
arXiv:https://doi.org/10.1177/20539517211017593

19

https://doi.org/10.1109/PASSAT/SocialCom.2011.34
https://doi.org/10.1145/642611.642713
https://doi.org/10.1145/2959100.2959190
https://doi.org/10.1177/0162243915589635
https://arxiv.org/abs/https://doi.org/10.1177/0162243915589635
https://doi.org/10.1515/popets-2015-0007
https://doi.org/10.1016/j.chb.2007.04.004
https://doi.org/10.1145/2818346.2829994
https://doi.org/10.1145/3025453.3025739
https://doi.org/10.1073/pnas.1419828112
https://arxiv.org/abs/https://www.pnas.org/content/112/33/E4512.full.pdf
https://doi.org/10.1145/2702123.2702556
https://doi.org/10.1145/2702123.2702556
https://germanlawarchive.iuscomp.org/?p=655
https://www.nytimes.com/2018/09/07/world/europe/youtube-far-right-extremism.html
https://www.nytimes.com/2018/09/07/world/europe/youtube-far-right-extremism.html
https://www.nytimes.com/2018/01/19/technology/facebook-news-feed.html
https://doi.org/10.1177/1461444809342738
https://arxiv.org/abs/https://doi.org/10.1177/1461444809342738
https://doi.org/10.1145/2939672.2945386
https://doi.org/10.1016/j.chb.2012.10.008
https://doi.org/10.1080/1461670X.2016.1150193
https://arxiv.org/abs/https://doi.org/10.1080/1461670X.2016.1150193
https://doi.org/10.1177/1461444816642167
https://arxiv.org/abs/https://doi.org/10.1177/1461444816642167
https://doi.org/10.1145/3240167.3240172
https://doi.org/10.1177/20539517211017593
https://arxiv.org/abs/https://doi.org/10.1177/20539517211017593


Heuer et al.

[35] Martin Hilbert, Saifuddin Ahmed, Jaeho Cho, Billy Liu, and Jonathan Luu. 2018. Communicating with Algorithms: A Transfer Entropy Analysis
of Emotions-based Escapes from Online Echo Chambers. Communication Methods and Measures 12, 4 (2018), 260–275. https://doi.org/10.1080/
19312458.2018.1479843 arXiv:https://doi.org/10.1080/19312458.2018.1479843

[36] Eslam Hussein, Prerna Juneja, and Tanushree Mitra. 2020. Measuring Misinformation in Video Search Platforms: An Audit Study on YouTube. Proc.
ACM Hum.-Comput. Interact. 4, CSCW1, Article 048 (May 2020), 27 pages. https://doi.org/10.1145/3392854

[37] Mike Isaac. 2016. Facebook Mounts Effort to Limit Tide of Fake News. https://www.nytimes.com/2016/12/15/technology/facebook-fake-news.html
[38] Dietmar Jannach, Lukas Lerche, Iman Kamehkhosh, and Michael Jugovac. 2015. What recommenders recommend: an analysis of recommendation

biases and possible countermeasures. User Modeling and User-Adapted Interaction 25, 5 (2015), 427–491.
[39] Joshua L. Kalla and David E. Broockman. 2018. The Minimal Persuasive Effects of Campaign Contact in General Elections: Evidence from 49 Field

Experiments. American Political Science Review 112, 1 (2018), 148–166. https://doi.org/10.1017/S0003055417000363
[40] Joseph A. Konstan and John Riedl. 2012. Recommender systems: from algorithms to user experience. User Modeling and User-Adapted Interaction 22,

1 (01 Apr 2012), 101–123. https://doi.org/10.1007/s11257-011-9112-x
[41] Adam D. I. Kramer, Jamie E. Guillory, and Jeffrey T. Hancock. 2014. Experimental evidence of massive-scale emotional contagion through

social networks. Proceedings of the National Academy of Sciences 111, 24 (2014), 8788–8790. https://doi.org/10.1073/pnas.1320040111
arXiv:https://www.pnas.org/content/111/24/8788.full.pdf

[42] Rinaldo Kühne and Christian Schemer. 2015. The Emotional Effects of News Frames on Information Processing and Opinion Formation. Communi-
cation Research 42, 3 (apr 2015), 387–407. https://doi.org/10.1177/0093650213514599

[43] J. Richard Landis and Gary G. Koch. 1977. The Measurement of Observer Agreement for Categorical Data. Biometrics 33, 1 (1977), 159–174.
http://www.jstor.org/stable/2529310

[44] David MJ Lazer, Matthew A Baum, Yochai Benkler, Adam J Berinsky, Kelly M Greenhill, Filippo Menczer, Miriam J Metzger, Brendan Nyhan, Gordon
Pennycook, David Rothschild, and others. 2018. The science of fake news. Science 359, 6380 (2018), 1094–1096.

[45] Mark Ledwich and Anna Zaitsev. 2019. Algorithmic Extremism: Examining YouTube’s Rabbit Hole of Radicalization. arXiv:1912.11211 [cs.SI]
[46] Chei Sian Lee. 2012. Exploring emotional expressions on YouTube through the lens of media system dependency theory. New Media & Society 14, 3

(2012), 457–475. https://doi.org/10.1177/1461444811419829 arXiv:https://doi.org/10.1177/1461444811419829
[47] Shu-Yueh Lee, Sara Steffes Hansen, and Jin Kyun Lee. 2016. What makes us click “like” on Facebook? Examining psychological, technological, and

motivational factors on virtual endorsement. Computer Communications 73 (2016), 332–341.
[48] Rebecca Lewis. 2018. Alternative influence: Broadcasting the reactionary right on YouTube. Data & Society 18 (2018).
[49] George E Marcus, W Russell Neuman, and Michael B MacKuen. 2017. Measuring emotional response: Comparing alternative approaches to

measurement. Political Science Research and Methods 5, 4 (2017), 733–754.
[50] Alice Marwick and Rebecca Lewis. 2017. Media manipulation and disinformation online. New York: Data & Society Research Institute (2017).
[51] Katerina Matsa and Elisa Shearer. 2018. News Use Across Social Media Platforms 2018.
[52] Nic Newman, Richard Fletcher, Anne Schulz, Simge Andı, and Rasmus Kleis Nielsen. 2020. Reuters Institute Digital News Report 2020. http:

//www.digitalnewsreport.org/survey/2020/overview-key-findings-2020/
[53] Derek O’Callaghan, Derek Greene, Maura Conway, Joe Carthy, and Pádraig Cunningham. 2015. Down the (White) Rabbit Hole: The Extreme

Right and Online Recommender Systems. Social Science Computer Review 33, 4 (2015), 459–478. https://doi.org/10.1177/0894439314555329
arXiv:https://doi.org/10.1177/0894439314555329

[54] E. Pariser. 2011. The Filter Bubble: How the New Personalized Web Is Changing What We Read and How We Think. Penguin Publishing Group.
https://books.google.de/books?id=wcalrOI1YbQC

[55] Emilee Rader and Rebecca Gray. 2015. Understanding User Beliefs About Algorithmic Curation in the Facebook News Feed. In Proceedings of the
33rd Annual ACM Conference on Human Factors in Computing Systems (CHI ’15). ACM, New York, NY, USA, 173–182. https://doi.org/10.1145/
2702123.2702174

[56] Manoel Horta Ribeiro, Raphael Ottoni, Robert West, Virgílio A. F. Almeida, and Wagner Meira. 2019. Auditing Radicalization Pathways on YouTube.
arXiv:1908.08313 [cs.CY]

[57] Ronald E. Robertson, Shan Jiang, Kenneth Joseph, Lisa Friedland, David Lazer, and Christo Wilson. 2018. Auditing Partisan Audience Bias within
Google Search. Proc. ACM Hum.-Comput. Interact. 2, CSCW, Article 148 (Nov. 2018), 22 pages. https://doi.org/10.1145/3274417

[58] Kevin Roose. 2019. YouTube’s Product Chief on Online Radicalization and Algorithmic Rabbit Holes. https://www.nytimes.com/2019/03/29/
technology/youtube-online-extremism.html

[59] Ira J Roseman. 1991. Appraisal determinants of discrete emotions. Cognition & Emotion 5, 3 (1991), 161–200.
[60] Christian Sandvig, Kevin Hamilton, Karrie Karahalios, and Cedric Langbort. 2014. Auditing algorithms: Researchmethods for detecting discrimination

on internet platforms. Data and discrimination: converting critical concerns into productive inquiry 22 (2014).
[61] Jannick Schou and Johan Farkas. 2016. Algorithms, interfaces, and the circulation of information: Interrogating the epistemological challenges of

Facebook. KOME: An International Journal of Pure Communication Inquiry 4, 1 (2016), 36–49.
[62] David O Sears and Jonathan L Freedman. 1967. Selective exposure to information: A critical review. Public Opinion Quarterly 31, 2 (1967), 194–213.
[63] Craig Silverman. 2016. This Analysis Shows How Viral Fake Election News Stories Outperformed Real News On Facebook. https:

//www.buzzfeed.com/craigsilverman/viral-fake-election-news-outperformed-real-news-on-facebook

20

https://doi.org/10.1080/19312458.2018.1479843
https://doi.org/10.1080/19312458.2018.1479843
https://arxiv.org/abs/https://doi.org/10.1080/19312458.2018.1479843
https://doi.org/10.1145/3392854
https://www.nytimes.com/2016/12/15/technology/facebook-fake-news.html
https://doi.org/10.1017/S0003055417000363
https://doi.org/10.1007/s11257-011-9112-x
https://doi.org/10.1073/pnas.1320040111
https://arxiv.org/abs/https://www.pnas.org/content/111/24/8788.full.pdf
https://doi.org/10.1177/0093650213514599
http://www.jstor.org/stable/2529310
https://arxiv.org/abs/1912.11211
https://doi.org/10.1177/1461444811419829
https://arxiv.org/abs/https://doi.org/10.1177/1461444811419829
http://www.digitalnewsreport.org/survey/2020/overview-key-findings-2020/
http://www.digitalnewsreport.org/survey/2020/overview-key-findings-2020/
https://doi.org/10.1177/0894439314555329
https://arxiv.org/abs/https://doi.org/10.1177/0894439314555329
https://books.google.de/books?id=wcalrOI1YbQC
https://doi.org/10.1145/2702123.2702174
https://doi.org/10.1145/2702123.2702174
https://arxiv.org/abs/1908.08313
https://doi.org/10.1145/3274417
https://www.nytimes.com/2019/03/29/technology/youtube-online-extremism.html
https://www.nytimes.com/2019/03/29/technology/youtube-online-extremism.html
https://www.buzzfeed.com/craigsilverman/viral-fake-election-news-outperformed-real-news-on-facebook
https://www.buzzfeed.com/craigsilverman/viral-fake-election-news-outperformed-real-news-on-facebook


Auditing the Biases Enacted by YouTube for Political Topics in Germany

[64] Aaron Smith, Skye Toor, and Patrick van Kessel. 2018. Many Turn to YouTube for Children’s Content, News, How-To Lessons | Pew Research Center.
https://www.pewinternet.org/2018/11/07/many-turn-to-youtube-for-childrens-content-news-how-to-lessons/

[65] Joan E. Solsman. 2018. YouTube’s AI is the puppet master over most of what you watch. https://www.cnet.com/news/youtube-ces-2018-neal-mohan/
[66] Robert L Stevenson, Richard A Eisinger, Barry M Feinberg, and Alan B Kotok. 1973. Untwisting the news twisters: A replication of Efron’s study.

Journalism Quarterly 50, 2 (1973), 211–219.
[67] Stefan Stieglitz and Linh Dang-Xuan. 2013. Emotions and information diffusion in social media—sentiment of microblogs and sharing behavior.

Journal of management information systems 29, 4 (2013), 217–248.
[68] Latanya Sweeney. 2013. Discrimination in Online Ad Delivery. Commun. ACM 56, 5 (May 2013), 44–54. https://doi.org/10.1145/2447976.2447990
[69] Yannis Theocharis, Joost de Moor, and Jan W van Deth. 2021. Digitally networked participation and lifestyle politics as new modes of political

participation. Policy & Internet 13, 1 (2021), 30–53.
[70] Zeynep Tufekci. 2018. Opinion | YouTube, the Great Radicalizer - The New York Times. https://www.nytimes.com/2018/03/10/opinion/sunday/

youtube-politics-radical.html
[71] Peter van Aelst, Jesper Stromback, Toni Aalberg, Frank Esser, Claes H. de Vreese, Jörg Matthes, David Hopmann, Susana Salgado, Nicolas Hube,

Agnieszka Stepinska, Stylianos Papathanassopoulos, Rosa Berganza, Guido Legnante, Carsten Reinemann, Tamir Sheafer, and James Stanyer. 2017.
Political Communication in a High-Choice Media Environment: A Challenge for Democracy? Annals of the International Communication Association
41, 1 (2017), 3–27.

[72] Paul Waldman and James Devitt. 1998. Newspaper photographs and the 1996 presidential election: The question of bias. Journalism & Mass
Communication Quarterly 75, 2 (1998), 302–311.

[73] Charlie Warzel. 2017. Here’s How YouTube Is Spreading Conspiracy Theories About The Vegas Shooting. https://www.buzzfeednews.com/article/
charliewarzel/heres-how-youtube-is-spreading-conspiracy-theories-about

[74] WDR. 2018. ARD-DeutschlandTrend - Flüchtlingspolitik nimmt für Mehrheit zu viel Raum ein; andere Themen kommen zu kurz - Presselounge -
WDR. https://t1p.de/um6t

[75] Wikipedia contributors. 2019. Echo chamber (media) — Wikipedia, The Free Encyclopedia. https://en.wikipedia.org/w/index.php?title=
Echo_chamber_(media)&oldid=929184425 [Online; accessed 13-December-2019].

[76] Siqi Wu, Marian-Andrei Rizoiu, and Lexing Xie. 2019. Estimating Attention Flow in Online Video Networks. Proc. ACM Hum.-Comput. Interact. 3,
CSCW, Article 183 (Nov. 2019), 25 pages. https://doi.org/10.1145/3359285

[77] YouTube. 2017. Creators: How YouTube’s Home Screen Works. https://www.youtube.com/watch?v=69tpVNunQEU
[78] YouTube. 2017. Creators: ’The Algorithm’ - How YouTube Search & Discovery Works. https://www.youtube.com/watch?v=hPxnIix5ExI
[79] YouTube. 2019. Press. https://www.youtube.com/intl/en-GB/yt/about/press/
[80] Dolf Zillmann. 1988. Mood management through communication choices. American Behavioral Scientist 31, 3 (1988), 327–340.

21

https://www.pewinternet.org/2018/11/07/many-turn-to-youtube-for-childrens-content-news-how-to-lessons/
https://www.cnet.com/news/youtube-ces-2018-neal-mohan/
https://doi.org/10.1145/2447976.2447990
https://www.nytimes.com/2018/03/10/opinion/sunday/youtube-politics-radical.html
https://www.nytimes.com/2018/03/10/opinion/sunday/youtube-politics-radical.html
https://www.buzzfeednews.com/article/charliewarzel/heres-how-youtube-is-spreading-conspiracy-theories-about
https://www.buzzfeednews.com/article/charliewarzel/heres-how-youtube-is-spreading-conspiracy-theories-about
https://t1p.de/um6t
https://en.wikipedia.org/w/index.php?title=Echo_chamber_(media)&oldid=929184425
https://en.wikipedia.org/w/index.php?title=Echo_chamber_(media)&oldid=929184425
https://doi.org/10.1145/3359285
https://www.youtube.com/watch?v=69tpVNunQEU
https://www.youtube.com/watch?v=hPxnIix5ExI
https://www.youtube.com/intl/en-GB/yt/about/press/

	Abstract
	1 Introduction
	2 Background
	2.1 Algorithmic Experience
	2.2 Online Disinformation
	2.3 YouTube Recommendation & Topic Drift
	2.4 Bias & Information Systems
	2.5 Communication and Emotional Contagion
	2.6 Auditing Algorithms

	3 Methods
	4 Results
	4.1 Popularity of Recommended Videos
	4.2 Content Analysis of Videos
	4.3 Topic Drift of Recommendations
	4.4 Emotions Evoked by the Recommendations

	5 Discussion
	5.1 Popularity Bias in YouTube's Recommendations
	5.2 Reporting Standards for ML-based Systems
	5.3 From Popularity to Emotions
	5.4 Auditing ML-Based Curation Systems
	5.5 Enforcing Laws

	6 Limitations
	7 Conclusion
	Acknowledgments
	References

