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“I was super stoked upon arrival, began setting up the laptop 
and within minutes the [TARGET: screen]  stopped working. 
Literally pixels. Severely disappointed. I’ve purchased the unit 
with two day shipping and still have nothing to show for it. 

Target-Oriented Sentiment Analysis 

Multimodal Sentiment Classification

Visuals are simple, relevant.

Text is short, low context.

Cancer patient [TARGET: Michael] and 
family pose with @NdamukongSuh for the # 
GameOnCancer fundraising campaign.

#BaytoBreakers race delayed because of 
unstable arch at [TARGET: Hayes St].Text is long, informative.

Classical Settings Social Media Setting

😄 😄 😄

Multimodal Target-Oriented 
Sentiment Classification

Low Relevance High Relevance

Visuals are complex scenes 
with variable relevance.

Figure 1: The challenges of multimodal target/aspect sentiment classification on social media compared to classical settings.

ABSTRACT
Multimodal target/aspect sentiment classification combines multi-
modal sentiment analysis and aspect/target sentiment classification.
The goal of the task is to combine vision and language to understand
the sentiment towards a target entity in a sentence. Twitter is an
ideal setting for the task because it is inherently multimodal, highly
emotional, and affects real world events. However, multimodal
tweets are short and accompanied by complex, possibly irrelevant
images. We introduce a two-stream model that translates images in
input space using an object-aware transformer followed by a single-
pass non-autoregressive text generation approach.We then leverage
the translation to construct an auxiliary sentence that provides mul-
timodal information to a language model. Our approach increases
the amount of text available to the language model and distills the
object-level information in complex images. We achieve state-of-
the-art performance on two multimodal Twitter datasets without
modifying the internals of the language model to accept multimodal
data, demonstrating the effectiveness of our translation. In addi-
tion, we explain a failure mode of a popular approach for aspect
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1 INTRODUCTION
The spread of emotional narratives is conjectured to drive large-
scale events [32] and Twitter is a critical venue for spreading emo-
tional narratives [10] and misinformation [11, 38]. Understanding
the spread of sentiment on the scale of social media requires com-
putational approaches to emotion understanding. A holistic com-
putational understanding of emotion requires comprehension of
aspect/target - towards what is the sentiment directed? In addition,
the inherent multimodality of tweets requires models capable of
multimodal sentiment understanding, specifically vision/language,
to leverage the emotional information and additional context car-
ried by the images accompanying tweets.
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NEGATIVE

NEUTRAL

POSITIVE

Tweet PredictionPrediction ImageLabel

Starlin Castro with better glove work in the 6th, 
tagging out Alexei Ramirez on a stolen base. 

Context

With Tweet + Image ContextWith Tweet Only

A baseball player sliding 
into a base while another 
player tries to tag him out. 

[X] POSITIVE [✔] NEUTRAL

RT @ AJKreisberg : Barry Allen. Bruce Wayne . 
Oliver Queen . # Flash # Arrow # Gotham # Diehappy [X] NEUTRAL [✔] POSITIVE

A group of young men 
standing next to each other. 

Harriette moved back to Chicago to care for her 
mom : And it ' s been terrible # NextDayChi 17 [X] NEUTRAL [✔] NEGATIVE

A woman is sitting on a 
sidewalk looking at her 
cell phone. 

TARGET

Figure 2: Examples the text-only BERT predicts incorrectly, but our proposed method gets correct. In Row 2, notice how the
proposed method uses the image context to recognize the target is the player being tagged out and downgrades the sentiment.

While aspect sentiment analysis and multimodal sentiment anal-
ysis are established fields, multimodal aspect sentiment analysis
- a combination of the two - is relatively new. Directly applying
methods developed for aspect sentiment analysis or multimodal
sentiment analysis to multimodal tweets is challenging for the fol-
lowing reasons: (1) tweets are shorter and less informative than
the review texts commonly used for aspect sentiment analysis, (2)
the visual modality is much more likely to be irrelevant/noisy for
tweets than for videos of human speakers commonly used for mul-
timodal sentiment analysis, (3) the visual scenes accompanying
tweets are significantly more complex than videos of single human
speakers.

We propose a model to address these challenges. Our approach
adapts a transformer architecture for object detection to gener-
ate text instead, then uses the resulting model to translate images
into the input space of a pretrained language model. We then feed
the translated image into a BERT language model by constructing
an auxillary sentence, and use the resulting encoding for multi-
modal aspect sentiment analysis. This solves two problems: first,
we increase the amount of text available for the language model,
and second, the translation preserves complex scene information
appropriate for understanding social media images. Finally, the
translation renders the fusion relatively interpretable, because the
image is expressed in natural language.

Our work is similar in spirit to [12], who proposed using image
captions for the visual question answering task. However, [12] re-
quires external information, does not leverage recent large language
models, and is for the VQA task rather than sentiment classification.
We draw inspiration from BERT-Pair-QA [33], which constructs
an auxillary sentence to aid aspect sentiment classification. Unlike
their auxillary sentence, we use the auxillary sentence to pass multi-
modal information into BERT. In principle, our work has similarities
to MCTN [28], which cyclically translates modalities for fusion, but

we perform translation in the input space rather than the feature
space, and do not need a GAN. Our approach shares characteristics
with TomBERT [42], but unlike TomBERT, we perform multimodal
fusion without modifying BERT, allowing us to achieve higher per-
formance. We rely heavily on the architecture introduced by DETR
[4] for end-to-end object detection with transformers, but we use
the DETR layers to implement a non-autoregressive text generator
rather than an object detector. Our contributions are the following:

(1) A novel architecture for multimodal aspect sentiment anal-
ysis that translates in input space and utilizes an auxillary
sentence for fusion through a large pretrained language
model.

(2) We investigate and explain the performance degradation
of state-of-the-art aspect sentiment analysis models in the
short-text twitter setting.

(3) We adapt the DETR [4] architecture for non-autoregressive
text generation.

2 RELATEDWORK
2.1 Multimodal Sentiment Classification
The goal of multimodal sentiment analysis is to regress or classify
the overall sentiment of an utterance using acoustic, visual, and
language cues. Because multimodal sentiment analysis is a large
and well-established field, we direct the reader to [2, 21, 29] for an
overview of the field, and MISA [8], MAG [31], and M3ER [20] as
representative of recent state of the art works. We restrict our scope
to describing differences and similarities between our setting and
the classical multimodal sentiment analysis setting. The primary
difference is that multimodal sentiment analysis datsets such as
[1, 3, 27, 43] traditionally focus on videos of a speaker with their
face in focus. In this scenario, it is overwhelmingly likely the visual
modality is relevant, in contrast to the social media setting, where
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images accompanying tweets can be completely irrelevant [37] or
lack emotional content. In addition, multimodal sentiment analysis
models operate on sequences of multimodal data, whereas our set-
ting is more similar to the vision-language setting, where only the
language input is a sequence, and the accompanying modality is a
single image.

2.2 Target/Aspect Sentiment Classification
Without Architectural Modifications

The goal of target/aspect sentiment classification is to classify the
sentiment towards a target mentioned in text. The power and wide-
spread availability of large pretrained language models such as
BERT[17], roBERTa [15], GPT-2 [30], and XLNet[41] has resulted
in pretrained language models dominating the field. Although ar-
chitectural modifications to large pretrained language models have
been successful [44], studies have shown that architectural modifi-
cations to large language models are [24] brittle and often do not
transfer across implementations and applications. In addition, [22]
finds that reproducing the results of modifications to BERT architec-
tures is difficult. However, the remarkable ability of transformers to
adapt without architectural modifications [18], as well as the prac-
tical desirability of deploying [26] popular baseline architectures
without modifications, has motivated research into exploiting large
language models for target/aspect sentiment classification without
architectural modifications.

These methods either rely on data augmentation, novel inference
procedures, enhanced training procedures [39], or a combination
of the three. Our work fits most closely into this mold. The most
related work to ours in the BERT-Pair model introduced by Sun [33].
The BERT-Pair model converts the multi-class aspect sentiment
classification problem into a series of binary classification problems
by using BERT in sentence-pair mode. To form the second sentence
of the pair, they construct an auxillary sentence that encodes la-
bel information as a query. In contrast to BERT-Pair [33], we
encode multimodal image context through translation into
the auxillary sentence. Furthermore, we do not require 3 passes
for every training instance during training and inference, as BERT-
Pair [33] does. In addition, BERT-Pair [33] cannot use multimodal
data.

2.3 Transformers for Vision-Language Tasks
Vision-language transformers are natively multimodal, taking in
both language and visual input. The most similar to our work
are two-stream encoders, such as ViLBERT [17]. These use sep-
arate input streams for vision and language before fusing them
at a later step. An ideal task for vision-language transformers is
object detection and image captioning. Our caption transformer
is directly inspired by DETR [4], but in contrast to DETR [4],
our DETR-based caption transformer predicts a natural lan-
guage image description instead of a set of object detections.
In this regard, our work makes use of a non-autoregressive text-
generation approach - predicting all tokens in one pass - which
makes it similar to works such as LaBERT [5] and Transform and
Tell [34], although we do not use a language model during the
image captioning.

Table 1: Key Differences Between The Proposed Model and
Existing Approaches

Proposed TomBERT VilBERT

Doesn’t Modify Language Model ✓ X X
Trains End-to-End X ✓ ✓
Translates In Input Space ✓ X X
Uses Object Level Information ✓ X ✓
Explictly Interpretable Fusion ✓ X X

2.4 Multimodal Target Oriented Sentiment
Classification

Multimodal target-oriented sentiment classification is a new field
that combines multimodal sentiment analysis and target-oriented
sentiment classification. The most common setting for this task is
multimedia collected from online social media. Xu [40] introduced
a Multi-Interactive Memory Network for multimodal aspect senti-
ment classification, and a private Chinese-language dataset called
Multi-ZOL curated from review sites. The YouTubean dataset was
introduced by Marrese-Taylor [19], and contains target annotations
500 YouTube review videos.

The work most closely related to ours is TomBERT [42], which
introduces two multimodal tweet datasets with target annotations
that we use, as well as a target-oriented multimodal BERT model
that we compare to. TomBERT builds on top of the baseline BERT
architecture by adding target-sensitive visual attention and adding
more self-attention layers to capture inter-modality dynamics. In
contrast to TomBERT, we do not modify the baseline BERT
model (other than one linear layer), and we do not add addi-
tional self-attention layers.

3 FUSION AND SENTIMENT ANALYSIS
THROUGH INPUT TRANSLATION

3.1 Problem Definition
LetM be a set of multimodal samples. Each sample𝑚𝑖 ∈ M con-
sists of a sentence 𝑆𝑖 = (𝑤1,𝑤2, . . .𝑤𝑛), where 𝑛 is the number of
words. Alongside the sentence is an image 𝐼𝑖 , and an opinion target
𝑇𝑖 , which is a subsequence of 𝑆𝑖 . The opinion target is assigned a
label 𝑦𝑖 ∈ {negative, neutral, positive}. Our goal is to learn a
function 𝑓 : (𝑇𝑖 , 𝑆𝑖 , 𝐼𝑖 ) → 𝑦𝑖 . In short, given a tweet like "Einstein is
my favorite scientist, but I hate physics", and the posted image, the
model should be able to predict positive for the target "Einstein"
and negative for the target "physics".

3.2 Overview
Our model (Fig 3) consists of two parts. Given a multimodal input
sample 𝑚𝑖 = (𝑇𝑖 , 𝑆𝑖 , 𝐼𝑖 ) consisting of a target 𝑇𝑖 , input sentence
𝑆𝑖 , and image 𝐼𝑖 , we first pass the image through a captioning
transformer. Let 3, 𝐻,𝑊 represent the number of channels, width,
and height of an image respectively. The captioning transformer
turns the image 𝐼𝑖 ∈ R3×𝐻×𝑤 into a vector 𝐼𝑖 ∈ N𝑙0, where 𝑙 is the
maximum output length of the captioning transformer. Thus, the
image is converted from a 3-D tensor representing continuous data
into a 1D vector of integers representing symbolic data. The tuple
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Figure 3: The architecture of our EF-CaTrBERT. The image input stream is in blue, while the language input stream is in red.

𝐼𝑖 , 𝑆𝑖 ,𝑇𝑖 ∈ N𝑙0 representing image context, the sentence, and the
target now reside in the same space, which is the vector space of
𝑙-dimensional vectors with elements in 𝑁0. By sharing tokenizers
and the vocabulary mapping symbolic words to elements in 𝑁0
between the captioning transformer and the large language model,
the language model can understand 𝐼𝑖 ∈ N𝑙0, which effectively
becomes a natural language description of the image. We use the
natural language image description 𝐼𝑖 by constructing an auxillary
𝐴𝑢𝑥𝑖 sentence from the target 𝑇𝑖 and the natural language image
description 𝐼𝑖 , and using the large language model in sentence-
pair classification mode, feeding the pair (𝑆𝑖 , 𝐴𝑢𝑥𝑖 ) through the
language model to get a sentiment prediction 𝑦𝑖 for the target. The
overall training procedure is described in Algorithm 1.

3.3 Input Translation with Caption
Transformers

We propose to translate an image 𝐼𝑖 ∈ R3×𝐻×𝑊 into an element
in the input space 𝐼𝑖 ∈ N𝑙0 representing symbolic natural language
input for a large language model, specifically BERT [6].

3.3.1 Transformer Encoder. Given the input image 𝐼) ∈ R3×𝐻0×𝑊0 ,
we apply a CNN backbone (ResNet 101 [9]) to generate an activation
map 𝑓 ∈ C × H ×W, where 𝐶 = 2048, and 𝐻 =𝑊 =

𝐻0
32 . We then

apply a 1x1 convolution to the channel dimension 𝐶 to reduce it to
𝑑 << 𝐶 , where 𝑑 = 256. The new feature map 𝑧0 ∈ R𝑑×𝐻×𝑊 is then
flattened along the spatial dimensions, resulting in 𝑧0 ∈ R𝑑×𝐻𝑊 .
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Algorithm 1: Training and inference with EF-CaTrBERT.
input :MS-COCO Dataset and Twitter-15/17 Dataset
output :\𝐵𝐸𝑅𝑇 , \𝑅𝑒𝑠𝑁𝑒𝑡 , \𝐹𝐹𝑁 , \𝐿𝑖𝑛𝑒𝑎𝑟 , \𝐷𝐸𝑇𝑅𝐿𝑎𝑦𝑒𝑟
for all epochs do

for all batches in MS-COCO do
Forward text-image pairs through DETR backbone;
Compute loss L1 by Eq. 3;
Update \𝐹𝐹𝑁 , \𝐷𝐸𝑇𝑅𝐿𝑎𝑦𝑒𝑟 , \𝑅𝑒𝑠𝑁𝑒𝑡 using ΔL1 .

end
end
Initialize CaptionTransformer(\𝐹𝐹𝑁 , \𝐷𝐸𝑇𝑅𝐿𝑎𝑦𝑒𝑟 , \𝑅𝑒𝑠𝑁𝑒𝑡 ) ;
for all epochs do

for all batches in Twitter-15/17 do
Forward images through CaptionTransformer ;
Tokenize resulting description and tweet content. ;
Construct auxillary sentence from
description+target. ;
Construct pair-input sentence for BERT. ;
Forward sentence through BERT. ;
Forward BERT pooler output through linear layer. ;
Compute loss L2 by Eq. 5;
Update \𝐵𝐸𝑅𝑇 , \𝐿𝑖𝑛𝑒𝑎𝑟 using ΔL2.

end
end

The feature maps are then passed into a stack of DETR [4] en-
coder layers after augmentation with a fixed positional encoding.
The DETR encoder architecture is a standard multi-head key, query,
value architecture. We refer the reader to [4] for details, and provide
a brief overview here.

A DETR encoder layer consists of multiple attention heads, each
of which is parameterized by a weight tensor 𝑇 ′ ∈ R3×𝑑′×𝑑 . The
attention head first computes the key, query, and value embeddings:

[𝑄 ;𝐾 ;𝑉 ] =
[
𝑇 ′
1
(
𝑋q + 𝑃q

)
;𝑇 ′

2 (𝑋kv + 𝑃kv) ;𝑇 ′
3𝑋kv

]
(1)

where 𝑃q ∈ R𝑑×𝑁q and 𝑃kv ∈ R𝑑×𝑁kv are position embeddings
for the key and query respectively. Because the transformer is per-
mutation invariant, the positional embeddings are added to each
transformer encoder layer to help the transformer learn dependen-
cies. The weight tensor 𝑇 ′ is the concatenation of 𝑇 ′

1 ,𝑇
′
2 ,𝑇

′
3 . The

attention then computes the attention weights, which represents
the importance of each element in the key-value sequence to each
element of the query sequence. Let 𝑖 be an index of the query se-
quence and 𝑗 be the index of the key-value sequence, then the
attention weights 𝛼𝑖, 𝑗 are given by

𝛼𝑖, 𝑗 =
𝑒

1√
𝑑′
𝑄𝑇

𝑖
𝐾𝑗

𝑍𝑖
where 𝑍𝑖 =

𝑁kv∑︁
𝑗=1

𝑒
1√
𝑑′
𝑄𝑇

𝑖
𝐾𝑗
.

The output of the attention head is the weighted sum of the value
sequence 𝑉 , using the attention as weights. The 𝑖 − 𝑡ℎ row is given
by attn𝑖

(
𝑋q, 𝑋kv,𝑇

′) =
∑𝑁kv
𝑗=1 𝛼𝑖, 𝑗𝑉𝑗 . We then combine the single

attention heads of a single encoder layer into a multi-head attention

by concatenating the outputs of single attention heads 1 . . . 𝑀

𝑋 ′
q =

[
attn

(
𝑋q, 𝑋kv,𝑇1

)
; . . . ; attn

(
𝑋q, 𝑋kv,𝑇𝑀

) ]
�̃�q = layernorm

(
𝑋q− + dropout

(
𝐿𝑋 ′

q

))
followed by a linear projection and a residual connection. This is
the standard formulation of key, query, value attention by [36].

3.3.2 Transformer Decoder. The decoder transforms 𝑙 embed-
dings of size 𝑑 , where 𝑙 is the maximum sequence length the trans-
former can attend to. In contrast to DETR [4], which inputs object
queries and trains the transformer with a set-matching loss, we use
the decoder for non-autoregressive text generation by predicting a
description for the input image in one forward pass. We generate
a description as follows. Let 𝑣∗ = concat(TokenID [CLS], 𝑧𝑒𝑟𝑜𝑠 (𝑙 −
1)) be the concatenation of the BERT token ID for the [CLS] token
with the 𝑙 − 1 dimensional zero vector. The resulting vector 𝑣∗ be-
comes a prompt for the decoder, indicating the start of a sentence.
We add a standard positional encoding to 𝑣∗ from [4] and forward
it through the encoder to get 𝑙 embeddings of size 𝑑 . In the decoder,
we apply a 3-layer feedforward network with ReLU activations [23]
to predict a word from BERT’s vocabulary at each query position.
The token [PAD] is used to represent the absence of words at the
end of the sentence. At each position in the prompt sequence 𝑣∗
(except for the first position, which contains a control code), we
predict a 30522-dimensional probability distribution over BERT’s
vocabulary:

𝑝 (𝑡 |𝑣∗, 𝑖]) = SoftMax (𝑊3 × 𝑅(𝑊2 × 𝑅(𝑊1 × 𝐷𝐸𝑁𝐶 (𝑣∗)𝑖 ]))) (2)

where𝐷𝐸𝑁𝐶 (𝑣∗)𝑖 is the embedding learned by theDETR encoder
at the 𝑖 − 𝑡ℎ position of the prompt 𝑣∗, and𝑊1,𝑊2,𝑊3 are learned
weight matrices, and 𝑅 is the ReLU activation function.

L1 = min
𝑙∑︁
𝑖=1

−I (𝑡𝑖 ) log 𝑝
(
𝑡𝑖 = 𝑡

∗
𝑖

)
(3)

We train the model by minimizing the sum of the negative cross-
entropy over all positions, as depicted in Eq. 3. Here, 𝑡∗

𝑖
is the

probability distribution from Eq. 2, and 𝑡𝑖 is a one-hot vector encod-
ing the correct token appearing in a caption, and I is an indicator
function that is 1 when 𝑡𝑖 = [PAD] and 0 otherwise.

3.4 Fusion Through The Auxillary Sentence
Once the caption transformer described in Section 3.3 has been
trained, we can use it to translate input images into natural language
descriptions of the image. We adapt the auxillary question [6, 33]
mechanism for this. In the auxillary sentence method, BERT is used
in sentence-pair classification mode. In sentence-pair classification
mode, input to BERT takes the sentence-pair form

[CLS]𝑡𝐴1 , 𝑡
𝐴
2 . . . 𝑡

𝐴
A.len[SEP]𝑡

𝐵
1 , 𝑡

𝐵
2 . . . 𝑡

𝐵
B.len[PAD] . . . [PAD] (4)

where 𝑡𝐴
𝑖
are the tokens of sentence A, and 𝑡𝐵

𝑖
are the tokens of

sentence B. For aspect sentiment classification, Sentence A is typ-
ically the text to be classified, and Sentence B contains auxiliary
information used to prime BERT, such as the name of the desired
sentiment target. Instead of encoding label information in the aux-
illary question as in BERT-Pair [33], we enrich it with multimodal
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Table 2: Dataset Stats

TWITTER-15 TWITTER-17

Split Negative Neutral Positive Total # Targets Length Negative Neutral Positive Total # Targets Length

Train 368 1883 928 3179 1.3 16.7 416 1638 1508 3562 1.4 16.2
Validation 149 679 303 1122 1.3 16.7 144 517 515 1176 1.4 16.4
Test 113 607 317 1037 1.3 17 168 573 493 1234 1.4 16.4

Table 3: Bloomberg Dataset Stats

Split Text Represented Text Unrepresented Total Length

Train 927 1324 2251 11.7
Validation 232 332 564 11.7
Test 290 414 704 11.4

information. Specifically, we concatenate the tokens of the senti-
ment target with the tokens of the image description predicted by
the caption transformer, thus creating a multimodality-enriched
auxillary sentence. We then arrange the the text content and the
auxillary sentence into sentence-pair classification mode (Eq. 4)
with the auxillary sentence as Sentence B. We forward the resulting
sequence through the BERT encoder, and use the pooler output
of the [CLS] token, following previous work [13, 33, 42]. Let the
𝐻[CLS] ∈ R768 be the pooler output. We can then compute the prob-
ability 𝑦 ∈ R⊯ of negative, neutral, or positive sentiment towards
the target as follows:

𝑝 (𝑦 | 𝐻[CLS]) = softmax
(
\𝐿𝑖𝑛𝑒𝑎𝑟 Dropout(𝐻[CLS])

)
(5)

Here \𝐿𝑖𝑛𝑒𝑎𝑟 ∈ R3×768, and is learned by backpropagation. We
learn \𝐿𝑖𝑛𝑒𝑎𝑟 by fine-tuning the BERT encoder alongside Eq. 5 using
the standard cross-entropy loss.

L2 = − 1
|𝐷 |

|𝐷 |∑︁
𝑗=1

log 𝑝
(
𝑦 𝑗 | 𝐻[CLS]𝑗

)
(6)

4 EXPERIMENTS
We carry out experiments to answer the following research ques-
tions:

• RQ1: Does our approach using input-space translation im-
prove over a purely text-based language model, and is it com-
petitive with other multimodal and unimodal approaches?

• RQ2: Does the image description help BERT to understand
the relationship of the image to the tweet, and the target to
the image?

• RQ3: How does the amount of multimodal information affect
accuracy of predictions in our model?

• RQ4: What are the failure modes of powerful state of the
art unimodal models on short-text social media data?

4.1 Experiment Settings
To evaluate our research questions, we use two benchmark datasets
for target oriented multimodal sentiment classification, Twitter-
15 and Twitter-17, both introduced by [42] and building on ear-
lier work [16, 45]. Twitter-15 and Twitter-17 consists of multi-
modal tweets, where each multimodal tweet consists of text, an
image posted alongside the tweet, targets within the tweet, and
the sentiment of each target. Each target is given a label from
the set {negative, neutral, positive}, and the task is a standard
multi-class classification problem. The third dataset we use is the
Bloomberg Twitter-Image Relationship dataset [37]. This dataset
also consists of multimodal tweets, but the task for this dataset is
a binary classification task, where the tweet-image pair must be
classified into two classes: TEXT IS REPRESENTED, indicating that
one or more entities in the tweet appear in the image, and TEXT NOT
REPRESENTED, indicating that no entities from the tweet appear in
the image. To train the caption transformer, we use the MS-COCO
[14] dataset, but as our goal is not image captioning, we do not
conduct an experimental evaluation for image captioning. All hy-
perpameters are described in Table 6. Most hyperparameters
are directly borrowed from DETR [4, 35] or TomBERT [42]. Our
method introduces no new hyperparameters.We report the
average of 5 independent training runs for all our models,
and report standard deviations whereever we claim SOTA.

4.2 Multimodal Target Oriented Sentiment
Analysis Performance (RQ1)

We compare three configurations of our approach: (1) LF-CapTrBERT,
which performs late fusion by skipping the construction of the aux-
illary sentence and encoding the caption and tweet separately. (2)
EF-CapTrBERT, which is the model described in Fig. 3 and Section
3.4. (3) EF-CapTrBERT-DE, where we initialize the BERT layers with
domain-specificweights from [25] but leave the caption transformer
unchanged to test if the model can overcome domain mismatch.
For text only models, we compare to the baseline BERT model, as
well as BERT+BL, which is BERT with another BERT layer stacked
on it, and MGAN [7], which uses a multi-grain attention network
for aspect understanding. We also compare with BERT-Pair-QA[33],
which uses the auxillary question method to obtain SOTA on Se-
mEval 2014 Task 4. For multimodal comparisons, we compare to
TomBERT [42], which is the current state of the art for target-
oriented multimodal sentiment classification, as well as mPBERT
[42]. We also compare with a strong baseline: Res-BERT+BL, which
directly applies crossmodal attention to ResNet input features and
the language features without any extra modifications.
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Table 4: Multimodal Aspect Sentiment Classification. ± are
standard deviations across five runs.

TWITTER-15 TWITTER-17

Model Accuracy Mac-F1 Accuracy Mac-F1

Image Only

RES-Target 59.88 46.48 58.59 53.98

Text Only

MGAN 71.17 64.21 64.75 61.46
BERT 74.25 70.04 68.88 66.12
BERT+BL 74.25 70.04 68.88 66.12
BERT-Pair-QA 74.35 67.7 63.12 59.66

Text and Images

Res-MGAN 71.65 63.88 66.37 63.04
Res-BERT+BL 75.02 69.21 69.2 66.48
mPBERT (CLS) 75.79 71.07 68.8 67.06
TomBERT (FIRST) 77.15 71.75 70.34 68.03

Proposed Model Configurations

LF-CapTrBERT 76.89 72.14 68.83 66.54
EF-CapTrBERT 78.01 73.25 69.77 68.42

± 0.34 ± 0.36 ± 0.16 ± 0.48
EF-CapTrBERT-DE 77.92 73.9 72.3 70.2

± 0.83 ± 0.82 ± 0.27 ± 0.15

Table 5: The proposed model’s performance improvement
over the text-only approach on the Bloomberg Twitter-
Image relationship dataset. Standard deviations across 5
runs are reported.

Accuracy Weighted-F1 Modalities

Vempala ’19 [37] - 0.58 Text+Image
BERT [6] 0.611 0.602 Text

± 0.021 ± 0.014
Proposed Method 0.648 (+6%) 0.640 (+6.3%) Text + Image

± 0.011 ± 0.013

4.2.1 Results & Discussion. The results are reported in Table 4. Two
configurations of our model, EF-CapTrBERT and EF-CapTrBERT-
DE, outperform all text-onlymodels by a substantial margin. Against
multimodal models, both EF-configurations outperform the field.
However, TomBERT is quite competitive, and only EF-CapTrBERT-
DE substantially outperforms TomBERT. The comparison be-
tween LF-CapTrBERT and the EF-configurations is an abla-
tion. LF-CapTrBERT, does not use the auxillary sentence mecha-
nism and instead encodes the tweet and caption separately, fol-
lowed by a concatenation, performs much worse than the EF-
configurations which use the auxillary sentence. Finally, we note
that the stability of EF-CapTrBERT-DE is lower than that of EF-
CapTrBERT, which we conjecture is due to the domain mismatch
between the caption transformer and the language model in EF-
CapTrBERT-DE.
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Figure 4: Effect of description length on accuracy.

4.3 Image-Relationship Understanding (RQ2)
In this experiment, we use the Bloomberg Twitter Image Relation-
ship Dataset (Table 3) to answer whether the language model is
able to learn a correspondence between the image description, the
target, and the tweet. We compare against text-only BERT, and
use EF-CapTrBERT as our experimental configuration. We report
accuracy and weighted-F1 for consistency with [37].

4.3.1 Results & Discussion. The results can be seen in Table 5.
The text-only BERT model only outperforms the memory-based
model in [37] by a small amount. However, adding multimodal
image context with EF-CapTrBERT results in a substantial perfor-
mance improvement. This shows that EF-CapTrBERT is able to fuse
image and text well enough to improve over a purely-text model
to understand when it needs to seek additional context from the
image.

4.4 Further Analysis RQ3 + RQ4
4.4.1 RQ3: Effect of image description length on prediction
accuracy? We compute the length of each caption, which can be
considered a weak proxy for the amount of information in a caption.
Then, we bin the captions by length and count the number of correct
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Figure 5:We investigatewhy state of the art aspect sentiment analysismodels, specifically BERT-Pair-QA, experience degraded
performance in the social media setting, and find that their confidences are badly calibrated in the social media setting.

and incorrect predictions for each bin. The results can be seen in
Fig 4. Surprisingly, we find that there is no strong relationship
between the descriptiveness of the image caption and performance.
Intuitively, we might expect longer captions to be more informative,
and lead to higher accuracy. However, in practice we find that the
longer captions also include more noise and more spurious objects,
thus counteracting their potential for higher information.

4.4.2 RQ4:WhydoesBERT-Pair-QA’s performance degrade
badly on tweets? BERT-Pair-QA is a state of the art and highly
effective method for unimodal aspect sentiment analysis. Surpris-
ingly, it performs badly on Twitter data, even though it exhibits
strong performance in other domains. BERT-Pair-QA utilizes an
auxiliary sentence like our EF-CaTrBERT and EF-CaTrBERT-DE
models. However, unlike our method, it converts the 3-class sen-
timent classification problem into a 3-way binary classification
problem and uses the confidence levels of each binary classifier to
make a choice. We examine the confidence levels of a BERT-Pair-QA
model, specifically

Pool𝑂𝑈𝑇 = softmax
(
W⊤ Dropout(𝐻[CLS])

)
when 𝐻[CLS] contains different label queries in the auxillary sen-
tence. We find that the model consistently overestimates proba-
bilities, and this is the reason for performance degradation. The
results of our analysis can be seen in Fig 5. One explanation for why
this happens is because BERT-Pair-QA was developed for review
texts, which tend to be longer than tweets and more informative, so
confidence levels may be more trustworthy for reviews than tweets.

5 CONCLUSION
We identify a number of challenges (high variance in usefulness
of the visual modality, scene complexity, and short texts) that set
the new field of multimodal aspect/target sentiment analysis apart
from multimodal sentiment analysis and aspect/target sentiment
analysis. We develop an approach, EF-CaTrBERT that uses trans-
lation in the input space to translate images into text, followed by
multimodal fusion using an auxillary sentence input to the encoder

Table 6: Hyperparameters

Hyperparameter Value Source

Learning Rate 5e-05 [13]
Attention Heads 12 [6]
Pooler Dropout 0.1 Grid Search
Batch Size/Epochs 16/6 Grid Search
Tokenizer Max Length 80 [13]
Encoder/Decoder Layers 12 [6]
Optimizer/Scheduler AdamW/Linear [6]
Caption Transformer CATR [35]
Language Encoder bert-base-uncased [6]

of a language model. We justify the auxillary sentence fusion by
showing our LF-CaTrBERT configuration, which lacks the auxil-
lary sentence, cannot match the performance of the EF-CaTrBERT
configuration. We show that our input translation significantly im-
proves performance on the task of detecting if entities in tweets are
represented in images. We achieve state of the art performance on
target/aspect sentiment analysis on the Twitter-15/17 datasets with-
out modifying the architecture of our pretrained BERT language
model. We investigate and explain the performance degradation of
the otherwise powerful BERT-Pair-QA model on tweets.
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