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ABSTRACT
Weaddress the problemof computing a drawing of high resolution of

a plane curve defined by a bivariate polynomial equation 𝑃 (𝑥,𝑦)=0.
Given a grid of fixed resolution, a drawing is a subset of pixels. Our

goal is to compute an approximate drawing that (i) contains all the

parts of the curve that intersect the pixel edges, (ii) excludes a pixel

when the evaluation of 𝑃 with interval arithmetic on each of its four

edges is far from zero.

Oneof thechallenges forcomputingdrawingsonahigh-resolution

grid is to minimize the complexity due to the evaluation of the input

polynomial. Most state-of-the-art approaches focus on bounding

the number of independent evaluations. Using state-of-the-art Com-

puter Algebra techniques, we design new algorithms that amortize

the evaluations and improve the complexity for computing such

drawings.

Our main contribution is to use a non-uniform grid based on

the Chebyshev nodes to take advantage of multipoint evaluation

techniques via the Discrete Cosine Transform. We propose two new

algorithms that compute drawings and compare them experimen-

tally on several classes of high degree polynomials. Notably, one of

those approaches is faster than state-of-the-art drawing software.

CCS CONCEPTS
• Theory of computation→Computational geometry.

KEYWORDS
curve drawing, high degree algebraic curve, discrete cosine trans-

form, numerical error analysis, fast multipoint evaluation
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1 INTRODUCTION
In several engineering applications such as mechanism design or

control theory, it is important to visualize curves given by implicit
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equations of the form 𝑃 (𝑥,𝑦) =0. Being able to draw them quickly

with a good resolution is also an advantage in an interactive inter-

face when the designer of a robotic mechanismwants to visualize

different implicit curves associated to different design parameters.

In most state-of-the-art approaches computing the implicit curve

solution of 𝑃 (𝑥,𝑦) =0 [3, 32, 38], the authors analyze and optimize

their algorithms while assuming that the cost of evaluating the func-

tion 𝑃 is constant. On the other hand, in some applications, the

function 𝑃 can be a polynomial of degree 20 for example, with more

than 200 terms, and evaluating it is not a negligible constant. When

𝑃 is a polynomial, we will present two methods to speed up the com-

putation of the drawing of the implicit curve 𝑃 (𝑥,𝑦)=0, notably by
amortizing the cost of the evaluations of 𝑃 . Experimentally, we show

that one of those methods computes the drawing an order of mag-

nitude faster than state-of-the-art implicit-plot software. Moreover,

our approach provides guarantees on the output drawing.

State of the art. The first efficient algorithm to visualize such an

object was the marching cube [26], and was enhanced with variants

such as surface nets [12] and dual contouring [20]. These algorithms

are based on the evaluation of the function 𝑃 on a regular grid.When

the curve is smooth and the grid resolution is not fixed a priori, in-
terval analysis can be used with a recursive subdivision of the input

domain to guarantee a topologically correct reconstruction of the

curve [3, 8, 10, 25, 32, 38]. Another approach [40] uses subdivision

to exclude large parts of the domain and reduce the number of eval-

uations. When the resolution of the grid is fixed a priori, there is
no hope to capture the topology of the curve but interval analysis

can still be used to determine an enclosure: a set of pixels whose

union contains the curve [40]. Another approach is the so-called

predictor-corrector continuation that follows the curve by stepping

in the tangent direction and correcting by projecting back to the

curve via a Newton operator [13, Chapter 6]. The main problems are

then to find starting points on the curve and make sure not to jump

between different branches of the curve. For a singular curve, the

topology can be computedwhen 𝑃 is a polynomial, using symbolical

approaches based notably on Cylindrical Algebraic Decomposition

([1, 2, 9, 11, 22] and references therein). The complexity of these

methods is highwith respect to the degree of𝑃 [22], and in practice it

cannot handle randombivariate polynomials of degree 100. Sincewe

work within a grid of fixed resolution and with a fixed precision, our

approach does not compute the topology of the curve. We instead

focus on reducing the cost of the evaluations of the polynomial 𝑃

when the resolution is high and the precision is fixed.

Contribution. Our contribution focuses on the case where 𝑃 is a

polynomial of degree 𝑑 and the input grid is of high resolution 𝑁 .

The main idea to speed up the implicit drawing computation is to

take advantage of fast multipoint evaluation from computer algebra.
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Indeed, a polynomial of degree 𝑑 can be evaluated at one value in

linear arithmetic complexity using the Horner algorithm. The naive

evaluation at 𝑑 values is thus quadratic in 𝑑 . The fast multipoint

evaluation algorithm improves the complexity of these𝑑 evaluations

to soft-linear in 𝑑 (that is𝑂 (𝑑polylog(𝑑))) [44, chapter 10]. On the
other hand, fast multipoint evaluation algorithms have a bit com-

plexity quadratic in 𝑑 if we work with a fixed constant precision

lower than𝑑 [23, 41]. If we restrict ourmultipoint evaluation on a set

of Chebyshev nodes (see Section 2.1), we can then use the Discrete

Cosine Transform (DCT), in the same way as the Discrete Fourier

Transform (DFT) can be used for multipoint evaluation on the roots

of unity in the complex field [44, §8.2]. In this case, the bit complexity

is linear in𝑑 , evenwith a precision lower than𝑑 [36, §3]. This special

multipoint evaluation inherits the numerical stability of the DCT

and we extend the error analysis already known for the DFT [5].

We derive this idea with two algorithm variants. First, in Sec-

tion 4.1, we design an algorithm that evaluates the input polynomial

𝑃 on all nodes of a grid using the DCT both in 𝑥 and in𝑦. This con-

strains us to use a non-uniform grid aligned on Chebyshev nodes.

Although this grid is non-uniform, the distance between two con-

secutive nodes of such a grid of size 𝑁 × 𝑁 is always less than

𝜋/𝑁 , which makes it sufficiently dense for plotting. Then, writing

𝑃 (𝑋,𝑌 )=∑𝑑
𝑖=0𝑝𝑖 (𝑋 )𝑌 𝑗

, we can use the DCT on each 𝑝𝑖 , which leads

to𝑁 univariate polynomials 𝑞 𝑗 (𝑌 ) of degree𝑑 , that can also be eval-
uated using the DCT again. This can be done in a quasi-quadratic

number of arithmetic operations in 𝑁 if 𝑁≫𝑑 .

The second variant comes by mixing in an idea coming from in-

terval arithmetic. For the computation of implicit curves, interval

arithmetic combined with quad-tree subdivision approaches can

discard large parts of the plane with few evaluations and reduce the

number of evaluations required to plot the considered curve [32, 38].

In our case, we further improve this approach in Section 4.2 by first

evaluating all the 𝑝𝑖 using the DCT, and then we solve each polyno-

mial𝑞 𝑗 (𝑌 ) with a subdivision approach based on interval arithmetic.

If𝑁≫𝑑 , this leads toacomplexity in𝑂 (𝑑𝑁𝑇 ),where log(𝑁 )<𝑇 <𝑁

is themaximumnumber of nodes in the considered subdivision trees.

In Section 5, we show that this approach performs well in practice.

Finally, even thoughweuse fast evaluation techniques fordrawing

implicit curves, the drawing returned by our algorithms are crossing-

edge approximations as defined in Definition 4.3. In particular, we

guarantee thatwe don’tmiss any intersection point of the curvewith

the underlying grid and that we exclude pixels when the evaluation

of 𝑃 on their edges is far from zero. Such guarantees are obtained

using a combination of interval arithmetic and a careful analysis of

the numerical error of the DCT algorithm in Section 3. One of the

difficulties we encountered is that even though this analysis of the

DCT allows us to bound the values of a polynomial on the Cheby-

shev nodes, it cannot bound its values on small intervals around the

Chebyshev nodes.We solve this problem by using Taylor approxima-

tions of order𝑚 with a bound on the remainder, where𝑚 is a small

constant, say 2 or 3. The Taylor approximations at all the Chebyshev

nodes can be efficiently computed using the DCT algorithm𝑚 times.

We implemented our two approaches in Python. In Section 5, we

remark that the timingsmatch the complexity analysis.We also com-

pare our implementations with state-of-the-art software, and show

that for high resolutions, the approach based on a mixed strategy

using fast multipoint evaluations and subdivision proves to be the

fastest.

2 FASTMULTIPOINT EVALUATION
OF POLYNOMIALS ONCHEBYSHEVNODES

We first recall the definitions of Chebyshev polynomials and nodes,

and the Inverse Discrete Cosine Transform (IDCT). We then show

that the IDCT enables a fast multipoint evaluation of a polynomial

at the Chebyshev nodes. Section 2.3 introduces notation for interval

arithmetic.

2.1 Chebyshev
nodes, Chebyshev basis and IDCT

Chebyshev polynomials can be defined as the unique sequence of

polynomials (𝑇𝑛)𝑛∈N satisfying

𝑇𝑛 (cos𝜃 )=cos(𝑛𝜃 ) . (1)

For 𝑁 ∈N, the Chebyshev nodes (𝑐𝑘 )𝑘∈J0,𝑁−1K are the roots of𝑇𝑁 :

𝑐𝑘 =cos

(
2𝑘+1
2𝑁

𝜋

)
for 𝑘 ∈ J0,𝑁 −1K. (2)

The Chebyshev polynomials𝑇𝑘 for 𝑘 ≤𝑑 form a basis of the polyno-

mials of degree at most 𝑑 . The relation between the monomial and

the Chebyshev bases is given by [28, section 2.3.1]:

𝑥𝑘 =21−𝑘
⌊𝑘/2⌋∑′

𝑖=0

(
𝑘

𝑖

)
𝑇𝑘−2𝑖 (𝑥),

where the prime symbol denotes that the term𝑇0 (𝑥), if there is one,
is to be halved.

Lemma 2.1. For a polynomial of degree 𝑑 , the change-of-basis ma-
trix from the monomial basis to the Chebyshev basis is 𝐵 = (𝐵𝑖, 𝑗 ) ∈
R(𝑑+1)×(𝑑+1) where

𝐵𝑖, 𝑗 =


2
−𝑗 ( 𝑗

𝑗

2

)
if 𝑖 =0 and 𝑗 is even,

2
1−𝑗 ( 𝑗

𝑗−𝑖
2

)
if ∃𝑘,𝑖 = 𝑗−2𝑘 and 𝑖 ≤ 𝑗,

0 otherwise.

(3)

Performingachangeofbasis is amultiplicationof a (𝑑+1)×(𝑑+1)-
matrix by a (𝑑+1)-vector. Thus, given a polynomial of degree 𝑑 in

the monomial basis, computing its coefficients in the Chebyshev

basis can be done in 𝑂 (𝑑2𝑝 log(𝑝)) bit-operations in precision-𝑝

arithmetic. Remark that it is also possible to do the change of basis

in 𝑂 (𝑑 polylog(𝑑)) arithmetic operations [4, 31], however those

methods are based on Taylor shift operations that requires a number

of bit operations quadratic in 𝑑 [43].

Definition 2.2. Given 𝑑,𝑁 ∈N∗ with 𝑑 +1 ≤ 𝑁 and (𝑋𝑖 )𝑖∈J0,𝑑K a

sequence of real numbers, the Inverse Discrete Cosine Transform

IDCT((𝑋𝑖 )𝑖∈J0,𝑑K,𝑁 ) is the sequence (𝑥𝑘 )𝑘∈J0,𝑁−1K defined by

∀𝑘 ∈ J0,𝑁 −1K,𝑥𝑘 =
1

𝑁

(
1

2

𝑋0+
𝑑∑
𝑖=1

𝑋𝑖cos

(
𝑖 (2𝑘+1)

2𝑁
𝜋

))
. (4)

When input and output sizes match, it is omitted: IDCT((𝑋𝑖 )𝑖∈J0,𝑑K)
denotes IDCT((𝑋𝑖 )𝑖∈J0,𝑑K,𝑑+1).
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2.2 Fast multipoint evaluation FME

Let 𝑃 be a polynomial of degree 𝑑 given in the Chebyshev basis

𝑃 (𝑥)=∑𝑑
𝑖=0𝑎𝑖𝑇𝑖 (𝑥). Using Eq. (1), the evaluation of𝑃 at a Chebychev

node 𝑐𝑘 of𝑇𝑁 for 𝑁 >𝑑 satisfies ∀𝑘 ∈ J0,𝑁 −1K

𝑃 (𝑐𝑘 )=
𝑑∑
𝑖=0

𝑎𝑖𝑇𝑖

(
cos

(
2𝑘+1
2𝑁

𝜋

))
=

𝑑∑
𝑖=0

𝑎𝑖cos

(
𝑖 (2𝑘+1)

2𝑁
𝜋

)
=
𝑎0

2

+
[
𝑎0

2

+
𝑑∑
𝑖=1

𝑎𝑖cos

(
𝑖 (2𝑘+1)

2𝑁
𝜋

)]
.

All the evaluations can thus be expressed using the IDCT as

(𝑃 (𝑐𝑖 ))𝑖∈J0,𝑁−1K=𝑁 ·IDCT((𝑎𝑖 )𝑖∈J0,𝑑K,𝑁 )+
1

2

(𝑎0,...,𝑎0) . (5)

When the polynomial 𝑃 is given in the monomial basis, one has

to first perform a change of basis to take advantage of themultipoint

evaluation via the IDCT. The Fast Multipoint Evaluation operator

FME is the composition of these operations.

Definition 2.3. For a polynomial 𝑃 =
∑𝑑
𝑖=0 𝛼𝑖𝑥

𝑖
, let us define

FME((𝛼𝑖 )𝑖∈J0,𝑑K,𝑁 ) theFastMultipointEvaluationof𝑃 at theCheby-

shev nodes (𝑐𝑘 )𝑘∈J0,𝑁−1K computed by a change of basis and Eq. (5).

Using the Fast Fourier Transform, the complexity of the IDCT is

𝑂 (𝑁 log
2
(𝑁 )). Together with Lemma 2.1, this gives the complexity

of the FME.

Lemma 2.4. The computation of the FME has complexity𝑂 (𝑑2+
𝑁 log

2
(𝑁 )).

2.3 Interval arithmetic
We use interval representations for all data in our algorithms and

use interval arithmetic for the computations. We denote the set of

intervals ofR by IR. Given a function 𝑓 :R→R, we call inclusion of
𝑓 , a function□𝑓 : IR→ IR such that the set 𝑓 (𝐼 )= {𝑓 (𝑥) |𝑥 ∈ 𝐼 } is con-
tained in □𝑓 (𝐼 ), for all 𝐼 ∈ IR. These definitions naturally extend to
the multivariate setting and we refer to [29] for details. In particular,

the arithmetic operations have natural extensions to intervals. Using

such interval operations to evaluate a polynomial 𝑃 with a given

scheme gives an inclusion function □𝑃 for 𝑃 . Several techniques

exist to enclose the evaluation of a function on an interval, such as

the Horner scheme, the compensated Horner scheme, the centered

form, the extended Horner scheme ([30, Chapter 2], [39, Chapter

3], [14]), or more recently using recursive Lagrange interpolation

when the evaluations are done within a dichotomic algorithm [17].

In our work, for a given integer𝑚, we use the Taylor form of order

𝑚 ([33, Definition 3.3], [17]) and we recall the error bounds based

on Taylor-Lagrange inequality in Section 3.4.

3 NUMERICAL ERRORBOUNDS
In this section, we derive numerical error bounds for the fast mul-

tipoint evaluation used in Algorithms 1 and 3, and for the Taylor

approximation used in Algorithm 1. In Section 3.1, we recall how the

IDCT is computed via the InverseDiscrete Fourier Transform (IDFT).

In Section 3.1.3, we recall previous work on the IFFT error where the

IFFT is an algorithm computing the IDFT in quasi-linear number of

operations. In Section 3.1.4, we derive an error bound for the IDCT

when performing operations in precision-𝑝 arithmetic. Analysing

(𝑋𝑘 ) (𝑉𝑘 ) (𝑣𝑘 ) (𝑥𝑘 )
Eq. 7

IDFT
Eq. 8

IDCT

Figure 1: Fast IDCT procedure with an IDFT on 𝑁 real points

(𝑋𝑘 ) (𝑉𝑘 ) (𝑇𝑘 ) (𝑡𝑘 ) (𝑣𝑘 ) (𝑥𝑘 )
Eq. 7 Eq. 9

IDFT
Eq. 10 Eq. 8

IDCT

Figure 2: Fast IDCT procedure with an IDFT on 𝑁 /2 complex
points.

the numerical error due to the change from the monomial basis to

the Chebyshev basis, we obtain the numerical error for the FME (Sec-

tion3.2) and its interval version□FME(Section3.3). In Section3.4,we

bound the error produced by using a low degree Taylor approxima-

tion of a high degree polynomial that is instrumental in Algorithm 1.

We assume without loss of generality that 𝑁 =2𝑛 is a power of 2.

Let 𝑗 be such that 𝑗2=−1. The IDFT is defined for a complex vector

𝑧= (𝑧𝑘 )𝑘∈J0,𝑁−1K by

𝐼𝐷𝐹𝑇 (𝑧)=
(
1

𝑁

𝑁−1∑
𝑖=0

𝑧𝑘𝑒
𝑗 2𝜋
𝑁
𝑖𝑘

)
𝑘∈J0,𝑁−1K

(6)

3.1 Fast IDCT error bound
3.1.1 Reduction of the IDCT to 𝑁 -points IDFT. This section recalls
how the fast IDCT is computed byMakhoul [27]. The goal is to re-

duce the computation of (𝑥𝑘 ), the IDCT of (𝑋𝑘 ), to the computation

of (𝑣𝑘 ), the IDFT of (𝑉𝑘 )(Figure 1).
Let 𝜔𝑀 = 𝑒−𝑗2𝜋/𝑀 . Given (𝑋𝑘 )𝑘∈J0,𝑁−1K and 𝑋𝑁 = 0, (𝑉𝑘 ) is

defined by

𝑉𝑘 =
1

2

𝜔−𝑘
4𝑁 [𝑋𝑘− 𝑗𝑋𝑁−𝑘 ], 0≤𝑘 ≤𝑁 −1, (7)

and (𝑥𝑘 ) is retrieved from{
𝑥
2𝑘 =𝑣𝑘 , 0≤𝑘 ≤ ⌊𝑁−1

2
⌋,

𝑥
2𝑘+1=𝑣𝑁−𝑘−1, 0≤𝑘 ≤ ⌊𝑁

2
⌋−1.

(8)

3.1.2 Reduction of the IDCT to (𝑁 /2)-points IDFT. We can further

reduce the size of the sequence computed through IDFT. Since (𝑉𝑘 )
is a Hermitian symmetric sequence, the number of points for the

IDFT can be divided by 2 (Figure 2).

(𝑇𝑘 ) is computed following the flow graph in Figure 3, for 0≤𝑘 ≤
⌊𝑁 /4⌋, where • denotes the complex conjugate (see Figure 3):

𝑇𝑘 =
1

2

[(
𝑉𝑘 +𝑉𝑁

2
−𝑘

)
+ 𝑗𝜔−𝑘𝑁

(
𝑉𝑘−𝑉𝑁

2
−𝑘

)]
,

𝑇𝑁
2
−𝑘 =

1

2

[(
𝑉𝑘 +𝑉𝑁

2
−𝑘

)
− 𝑗𝜔−𝑘𝑁

(
𝑉𝑘−𝑉𝑁

2
−𝑘

)]
.

(9)

The (N/2)-point IDFT of (𝑇𝑘 ) gives (𝑡𝑘 ). The sequence (𝑣𝑘 ) is ob-
tained thanks to

𝑣
2𝑘 =𝑅𝑒 (𝑡𝑘 )

𝑣
2𝑘+1= 𝐼𝑚(𝑡𝑘 )

(10)
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−1 𝑗𝜔−𝑘
𝑁

−1
1

2
𝑉𝑁

2
−𝑘

1

2
𝑉𝑘 𝑇𝑘

𝑇𝑁
2
−𝑘

Figure 3: Flow graph to compute (𝑇𝑘 ) from (𝑉𝑘 ).

3.1.3 IFFT error bound. Based on the error bound given in Brise-

barre et al. [5, Theorem 3.3 and 3.4] on the FFT, we canwrite a bound

on the Inverse FFT in Corollary 3.1.

Corollary3.1. Assumeradix-2,precision-parithmetic,with round-
ing unit𝑢 =2−𝑝 . Let 𝑧̂ be the computed 2𝑛-point IFFT of 𝑍 ∈C2𝑛 and
let 𝑧 be the exact value. Then

∥𝑧̂−𝑧∥
2
≤ ∥𝑧∥

2

[
(1+𝑢)𝑛 (1+𝑔)𝑛−2−1

]
with

𝑔=

√
2

2

𝑢+𝜌×

(
1+
√
2

2

𝑢

)
𝜌×=

{
𝑢
√
5 naive multiplication,

2𝑢 multiplication with fused multiply-add instruction.

For our application, we actually want to bound ∥𝑧̂−𝑧∥∞. Using
classical results on the equivalence between norms, and the equality

∥𝑍 ∥
2
=
√
𝑁 ∥𝑧∥

2
, we deduce Corollary 3.2, where

∥𝑍 ∥⊥∞= max

𝑖∈J0,𝑁−1K
{max( |𝑅𝑒 (𝑍𝑖 ) |,|𝐼𝑚(𝑍𝑖 ) |)}.

Corollary3.2. Assumeradix-2,precision-parithmetic,with round-
ing unit𝑢=2−𝑝 . Let 𝑧̂ be then computed 2𝑛-point IFFT of𝑍 ∈C2𝑛 and
let 𝑧 be the exact value. Then

∥𝑧̂−𝑧∥⊥∞ ≤ ∥𝑍 ∥⊥∞
√
2

[
(1+𝑢)𝑛 (1+𝑔)𝑛−2−1

]
.

3.1.4 Fast IDCT error bound. Using the notation of Section 3.1,

Theorem 3.3 shows that the absolute error ∥𝑥−𝑥 ∥∞ on the output

of the fast IDCT can be bounded with respect to 𝑢, 𝑔 (defined in

Corollary 3.1) and ∥𝑋 ∥∞.

Theorem 3.3. Assume radix-2, precision-p arithmetic, with round-
ing unit𝑢=2−𝑝 . Let 𝑥 be the computed 2𝑛-point fast IDCT of𝑋 ∈C2𝑛

and let 𝑥 be the exact value. Then

∥𝑥−𝑥 ∥∞
≤
√
2∥𝑋 ∥∞

[√
2(1+𝑢)3 (1+𝑔)2

(
(1+𝑢)𝑛−1 (1+𝑔)𝑛−3−1

)
+(1+𝑢)3 (1+𝑔)2−1

]
.

Proof. The computation of the IDCT corresponds to the oper-

ations from𝑋𝑘 to 𝑥𝑘 in Table 1 where the relative error for the norm

∥·∥⊥∞ is bounded for each step in the last column.

Let𝑇 (resp. 𝑡̂ ) be the computed value of the first two (resp. three)

steps in Table 1, assuming precision-𝑝 arithmetic. Let us define

𝑡∗ = 𝐼𝐷𝐹𝑇 (𝑇 ) and 𝑡 = 𝐼𝐷𝐹𝑇 (𝑇 ) the exact values. Taking into ac-

count the relative error at each step and using Cor. 3.2, we have

∥𝑥−𝑥 ∥∞=


̂𝑡−𝑡

⊥∞ ≤ 

̂𝑡−𝑡∗

⊥∞+

𝑡∗−𝑡

⊥∞
≤




𝑇 



∞

√
2

(
(1+𝑢)𝑛−1 (1+𝑔)𝑛−3−1

)
+



𝑇 −𝑇 




∞
.

Moreover, 


𝑇 



∞
≤ ∥𝑇 ∥∞ (1+𝑢)3 (1+𝑔)2

and 


𝑇 −𝑇 



∞
≤ ∥𝑇 ∥∞ ((1+𝑢)3 (1+𝑔)2−1).

We can also prove that ∥𝑇 ∥∞ ≤
√
2∥𝑋 ∥∞, so

∥𝑥−𝑥 ∥∞
≤
√
2∥𝑋 ∥∞

[√
2(1+𝑢)3 (1+𝑔)2

(
(1+𝑢)𝑛−1 (1+𝑔)𝑛−3−1

)
+(1+𝑢)3 (1+𝑔)2−1

]
.

□

The ratio ∥𝑥−𝑥 ∥∞/∥𝑋 ∥∞ is computed for high resolutions in

Table 2 and it does not exceed 10
−13

.

3.2 FME error bound
For the fast multipoint evaluation, the polynomial is written in the

Chebyshev basis and then the IDCT is applied on these coefficients.

The change of basis introduces an error which has to be added to the

error from the IDCT to get a bound for the FME in Theorem 3.4.

Theorem 3.4. Assume radix-2, precision-p arithmetic, with round-
ing unit 𝑢 = 2

−𝑝 . Let 𝑧̂ be the computed 2𝑛-point fast evaluation on
Chebyshev nodes of the polynomial whose coefficients are𝑎 ∈R𝑑+1 and
let 𝑧 be the exact value. Then

∥𝑧−𝑧̂∥∞ ≤ (𝑑+1)∥𝑎∥∞
[
(𝑑+1)𝛾+(1+𝛾)

(
𝑁𝛽 (1+𝑢)+

(
𝑑+ 3

2

)
𝑢

)]
where

𝛾 =
(𝑑+1)𝑢

1−(𝑑+1)𝑢 ,

𝛽 =
√
2

[√
2(1+𝑢)3 (1+𝑔)2

(
(1+𝑢)𝑛−1 (1+𝑔)𝑛−3−1

)
+(1+𝑢)3 (1+𝑔)2−1

]
.

Proof. The FME computation consists essentially in writing the

input polynomial in the Chebyshev basis using Eq. (3), and then

computing an IDCT. For the error bound on the change of basis, we

use a classical bound on the inner product [16, §3.1]. For the IDCT

we use the bound in Theorem 3.3. □

3.3 FMEwith interval coefficients
In the case where the input polynomial has interval coefficients,

we need to compute the interval enclosure of its evaluation on the

Chebyshev nodes. This leads to a function denoted by □FME that

takes as input a polynomial with interval coefficients, and returns a

list of intervals that each contain the evaluation of the input polyno-

mial on a Chebyshev node. The function □FME is computed in two

steps. First we compute the change of basis through a multiplication

with the matrix given in Equation 3. Then we compute the IDCT on
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Table 1: Summary of the operations for the IDCT and their relative errors.

Operations Floating point relative errors

𝑋𝑘→𝑉𝑘 𝑉𝑘 =
1

2
𝜔−𝑘
𝑁
(𝑋𝑘− 𝑗𝑋𝑁−𝑘 ) 𝑔 (since𝑋𝑘 real)

𝑉𝑘→𝑇𝑘

𝑇𝑘 = 1

2
((𝑉𝑘 +𝑉𝑁

2
−𝑘 )+ 𝑗𝜔

−𝑘
𝑁
(𝑉𝑘−𝑉𝑁

2
−𝑘 ))

𝑇𝑁
2
−𝑘 = 1

2
((𝑉𝑘 +𝑉𝑁

2
−𝑘 )− 𝑗𝜔

−𝑘
𝑁
(𝑉𝑘−𝑉𝑁

2
−𝑘 ))

(1+𝑔) (1+𝑢)3−1

𝑇𝑘→𝑡𝑘 𝑡𝑘 = 𝐼𝐹𝐹𝑇 (𝑇 )𝑘
√
2((1+𝑢)𝑛−1 (1+𝑔)𝑛−3−1)

Cor. 3.2 for
𝑁
2
=2𝑛−1 points

𝑡𝑘→𝑣𝑘
𝑣
2𝑘 = 𝑅𝑒 (𝑡𝑘 )

𝑣
2𝑘+1 = 𝐼𝑚(𝑡𝑘 )

0

𝑣𝑘→𝑥𝑘
𝑥
2𝑘 = 𝑣𝑘

𝑥
2𝑘+1 = 𝑣𝑁−𝑘−1

0

N 1024 2048 4096 8192 16384 32768

∥𝑥−𝑥 ∥∞/∥𝑋 ∥∞ 7.97e-15 8.84e-15 9.72e-15 1.06e-14 1.15e-14 1.23e-14

Table 2: IDCTerror bounds for 𝑝 =53 (double precision) using
Theorem 3.3.

a vector of intervals. A challenge is to keep a tight inclusion and a

complexity quasi-linear in 𝑁 .

Definition 3.5. Let𝐴∈ IR𝑑+1 be the interval coefficients of a poly-

nomial of degree 𝑑 and let𝑋 = (𝑋0,...,𝑋𝑑 )=𝐵𝐴where 𝐵 is defined in

Equation (3). Let𝑥 ∈R𝑑+1 be the vector of the centers of the intervals
of𝑋 and 𝑟 be themaximumof the radii of these intervals. Let𝑥 be the

result of the fast 𝐼𝐷𝐶𝑇 computation applied on 𝑥 , and 𝑒 be the bound

on the error given in Theorem 3.3. We also let 𝐸 ∈ IR𝑁 be a vector

where all the entries are [−𝑒− 𝑑+1
𝑁

𝑟,𝑒+ 𝑑+1
𝑁

𝑟 ]. Finally, we define

□FME(𝐴)=𝑁 · (𝑥+𝐸)+ 1
2

(𝑋0,...,𝑋0).

As a corollary of Theorem 3.3 on the error bound on the IDCT,

we deduce a bound on the error of the FME function.

Corollary 3.6. The function □FME is an inclusion of the function
FME and requires𝑂 (𝑁 log

2
(𝑁 )+𝑑2) arithmetic operations.

Proof. First, let 𝑌 ∈ IR𝑁 be the vector of the interval ranges

IDCT(𝑋 ). Using interval arithmetic, we have FME(𝐴) ⊂ 𝑁 · 𝑌 +
1

2
(𝑋0,...,𝑋0) by definition of the FME operator in Section 2.2. Then,

since the IDCT is linear, we have IDCT(𝑋 )= IDCT(𝑥)+IDCT(𝑋−𝑥).
FromTheorem 3.3, we have IDCT(𝑥) ⊂𝑥+𝑒 . And since all the entries
of𝑋 −𝑥 are bounded by 𝑟 , using the explicit formula for the IDCT

given in Definition 2.2, we bound the absolute value of each entry

of IDCT(𝑋 −𝑥) by 𝑑+1
𝑁

𝑟 . With the notation of Definition 3.5, this

implies IDCT(𝑥)+IDCT(𝑋 −𝑥) ⊂𝑥 +𝐸, which concludes the proof
for the bound. For the complexity, the dominating parts are the com-

putation of the fast IDCT in 𝑂 (𝑁 log
2
(𝑁 )) arithmetic operations

and the change of basis in𝑂 (𝑑2) operations. □

3.4 Boundwith Taylor approximation
The Taylor-Lagrange inequality states that for a function 𝑓 and two

reals 𝑎,𝑏 ∈ 𝐼 ,�����𝑓 (𝑏)− 𝑚∑
𝑘=0

1

𝑘!
(𝑏−𝑎)𝑘 𝑓 (𝑘) (𝑎)

�����≤max

𝐼

���𝑓 (𝑚+1) ��� |𝑏−𝑎 |𝑚+1(𝑚+1)! .

[𝑐4,𝑐3]×[𝑐3,𝑐2]

𝑐0

𝑐0

𝑐1

𝑐1

𝑐2

𝑐2

𝑐3

𝑐3

𝑐4

𝑐4

𝑐5

𝑐5

𝑐6

𝑐6

𝑐7

𝑐7

𝑐8

𝑐8

𝑐9
𝑐9

•
(𝑐6,𝑐3)

(𝑐3,[𝑐6,𝑐5])

Figure 4: Chebyshev grid for 𝑁 = 10, vertical segment
(𝑐3,[𝑐6,𝑐5]) and pixel [𝑐4,𝑐3]×[𝑐3,𝑐2].

In Algorithm 1, the derivatives are evaluated using the □FME

operator at the Chebyshev nodes. It then remains to use the Taylor-

Lagrange inequality to bound the values in a neighborhood of each

Chebyshev node. Theorem 3.7 provides two bounds, the second one

is better for points close to −1 or 1.

Theorem 3.7. For a polynomial 𝑃 =
∑𝑑
𝑖=0𝑎𝑖𝑋

𝑖 , 𝑐 ∈ [−1,1] and
𝑟 ∈ [−𝑅,𝑅]�����𝑃 (𝑐+𝑟 )− 𝑚∑

𝑘=0

1

𝑘!
𝑟𝑘𝑃 (𝑘) (𝑐)

�����≤ max

𝑖∈J0,𝑑K
|𝑎𝑖 |𝑅𝑚+1

(
𝑑+1
𝑚+2

)
.

and if |𝑐±𝑅 |<1�����𝑃 (𝑐+𝑟 )− 𝑚∑
𝑘=0

1

𝑘!
𝑟𝑘𝑃 (𝑘) (𝑐)

�����≤ max

𝑖∈J0,𝑑K
|𝑎𝑖 |

𝑅𝑚+1

(1−|𝑐 |−𝑅)𝑚+2

4 FAST CURVE ENCLOSURE
This section details our two algorithms for computing drawings of a

polynomial curve 𝑃 (𝑋,𝑌 )=0. Both algorithms take advantage of the

fast multipoint evaluation (□FME of Definition 3.5) with guaranteed

error to partially evaluate the polynomial 𝑃 (𝑋,𝑌 ) with respect to

the𝑋 variable. Then the fibers𝑋 =𝑐𝑖 , that is the vertical lines, are

processed either using the fast multipoint evaluation again together

with a Taylor approximation (Algorithm 1 in Section 4.1), or using

a classical subdivision algorithm (Algorithm 3 in Section 4.2). The

input of our algorithms is a bivariate polynomial given in the mono-

mial basis 𝑃 (𝑋,𝑌 ) = ∑𝑑
𝑖=0

∑𝑑
𝑗=0𝑎𝑖, 𝑗𝑋

𝑖𝑌 𝑗
, and a Chebyshev grid of
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size 𝑁 ×𝑁 illustrated in Figure 4. Note that the Chebyshev nodes

(Eq. (2)) are naturally indexed in decreasing order, so that the domain

covered by the grid is the square [𝑐𝑁−1,𝑐0]2 ⊊ [−1,1]2. To describe
the output, we define segments on the Chebyshev grid.

Definition 4.1. A vertical, resp. horizontal, segment is defined by a

scalar and an interval, resp. by an interval and a scalar. For instance,

Figure 4 displays the vertical segment (𝑐3,[𝑐6,𝑐5]).

Definition4.2. Let𝐸=6(𝑑+1)𝑒 (∥𝑃 ∥∞,𝑑,𝑁 ,𝑝),with𝑒 (∥𝑃 ∥∞,𝑑,𝑁 ,𝑝)
the bound given in Theorem 3.4. A segment 𝑆 between two consec-

utive nodes of the grid is called:

• crossed segment if the curves intersects 𝑆 ,
• candidate segment if 0∈□𝑃 (𝑆)+[−𝐸,𝐸].

Definition 4.3. A set of pixels is a crossing-edge approximation if
the set of edges of its pixels contains all the crossed segments and

is contained in the set of candidate segments.

1-pass version algorithms.The output of Algorithms 1 and 3 is

a set of vertical segmentswith endpoints on thegrid, that contains all

the vertical crossed segments, and is contained in the set of vertical

candidate segments, according to Lemma 4.4 and 4.6

2-pass version algorithms. We define the 2-pass versions of
Algorithm1or3as theprocedure running this algorithmasoriginally

specified and then running it again switching the roles of𝑋 and𝑌 .

One then obtains vertical and horizontal segments enclosing the

intersections between the curve and all the lines of the grid. We

call a pixel of the grid a rectangle defined by successive Chebyshev
nodes, that is of the form [𝑐𝑖+1,𝑐𝑖 ] × [𝑐 𝑗+1,𝑐 𝑗 ] for 𝑖, 𝑗 ∈ {0,...,𝑁 −2},
see Figure 4. The output of the 2-pass algorithms is the set of pixels

that have (at least) a side covered by the above-mentioned set of

vertical and horizontal segments. Our drawing thus is a crossing-

edge approximation defined in Definition 4.3 that ensures that the

2-pass versions only miss small parts of the curve included in the

interior of a pixel.

4.1 Multipoint partial
evaluation and fast Taylor approximation

Algorithm 1 first uses the□FME (Definition 3.5) to partially evaluate

the polynomial 𝑃 (𝑋,𝑌 ) with respect to the𝑋 variable at all Cheby-

shev nodes (𝑐𝑖 ) (for loop of Line 3). The resulting univariate interval
polynomials 𝑃 (𝑐𝑖 ,𝑌 ) take the error generated by the finite precision
arithmetic into account. Each vertical fiber𝑋 =𝑐𝑖 is then processed

separately. The univariate polynomial 𝑃 (𝑐𝑖 ,𝑌 ) and its derivatives
up to order𝑚 are evaluated at all Chebyshev nodes (𝑐 𝑗 ) using again
the □FME operator (for loop of Line 9). These data thus define a

Taylor approximation of 𝑃 (𝑐𝑖 ,𝑌 ) in a vertical neighborhood of each
Chebyshev node 𝑐 𝑗 (Line 15). Finally, a bound on the values of 𝑃 in

this neighborhood is computed by the interval evaluation of this

Taylor approximation together with Theorem 3.7 (Lines 16 to 18).

When this interval evaluation contains the value 0, the algorithm

outputs a vertical segment that may contain a true 0 value of 𝑃 , that

is an intersection with the curve 𝑃 (𝑋,𝑌 )=0 (Line 19).

Lemma 4.4. The set of vertical segments returned by Algorithm 1
contains all the vertical crossed segments, and is contained in the set
of candidate segments.

Proof. The correctness of Algorithm 1 follows from the error

analysis in Theorem 3.4 of the FME operator and the use of interval

arithmetic in all the computations. □

Theorem 4.5. The number of operations of Algorithm 1 is𝑂 (𝑁𝑑2+
𝑁 2

log
2
(𝑁 )+𝑑3).

Proof. The partial evaluation of 𝑃 (𝑋,𝑌 )=∑𝑑
𝑗=0 (

∑𝑑
𝑖=0𝑎𝑖, 𝑗𝑋

𝑖 )𝑌 𝑗

in𝑋 is the evaluation of the 𝑑+1 polynomials

∑𝑑
𝑖=0𝑎𝑖, 𝑗𝑋

𝑖
. In Line 4,

each of these polynomials is evaluated via the□FME at all the Cheby-

shevnodes. The cost is𝑑+1 times the cost of one□FMEof size𝑁 , that

is𝑂 (𝑑 (𝑑2+𝑁 log
2
(𝑁 ))) according to Lemma 2.4. In the for loop of

Line 9, for each of the𝑁 vertical fibers, the data for the degree𝑚 Tay-

lor approximations are computed at all Chebyshev nodes using the

□FMEagain for a complexity of𝑂 (𝑁𝑚(𝑑2+𝑁 log
2
(𝑁 )))=𝑂 (𝑁 (𝑑2+

𝑁 log
2
(𝑁 ))) assuming𝑚 constant. In Line 13, the computation of the

maximum absolute value of the coefficients of 𝑃 (𝑐𝑖 ,𝑌 ) is in𝑂 (𝑑) and
thus𝑂 (𝑑𝑁 ) forallfibers. In the for loopofLine14, foreach𝑐𝑖 andeach
𝑐 𝑗 , the degree𝑚 Taylor approximation is evaluated by interval arith-

metic on the correspondingvertical neighborhoodand theerror from

Theorem3.7 is added.All these operations are linear in𝑚, this gives a

total complexity of𝑂 (𝑚𝑁 2)=𝑂 (𝑁 2). The total complexity of Algo-

rithm 1 is thus𝑂 (𝑁𝑑2+𝑁 2
log

2
(𝑁 )+𝑑3) sincewe assume𝑑 <𝑁 . □

4.2 Multipoint
partial evaluation and subdivision

Thefirst part ofAlgorithm3 is the sameasAlgorithm1,□FME is used

for partial evaluations. In each vertical fiber𝑋 =𝑐𝑖 , we need to iden-

tify the vertical segments that enclose the intersection of the curve

𝑃 (𝑋,𝑌 )=0with thefiber.This isdoneusingAlgorithm2,which isone

variant of the different root isolation algorithms in the literature that

can handle polynomials with interval coefficients [6, 7, 21, 34, 35].

Lemma 4.6. The set of vertical segments returned by Algorithm 3
contains all the vertical crossed segments, and is contained in the set
of candidate segments.

Proof. The correctness of Algorithm 3 follows from the error

analysis in Theorem 3.4 of the FME operator and the use of interval

arithmetic in all the computations. □

The complexity of the subdivision in Algorithm 2 depends on the

size of its subdivision tree, whose depth is bounded in our variant by

log
2
(𝑁 ). We are thus aiming at a complexity for Algorithm 3 that

is output sensitive in 𝑇 , the total number of nodes for the largest

subdivision tree during the execution of the algorithm, that is over

all the vertical fibers. In practice, one can expect that a curve crosses

each fiber a constant number of times. If there is not many false

positive segments in the output,𝑇 =𝑂 (log
2
(𝑁 )). In the worst case,

one may have𝑇 =𝑂 (𝑁 ).

Theorem 4.7. The number of operations of Algorithm 3 is𝑂 (𝑑3+
𝑑𝑁 log

2
(𝑁 )+𝑑𝑁𝑇 ), where𝑇 is the maximum number of nodes of the

subdivision trees over all vertical fibers.

Proof. As in the proof of Theorem 4.5, the partial evaluations

of for loop of Line 3) has complexity𝑂 (𝑑3+𝑑𝑁 log
2
(𝑁 )). In Line 8,

in each vertical fiber, the subdivision Algorithm 2 performs𝑂 (𝑇 )
interval evaluations of the partially evaluated univariate polynomial
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Algorithm 1 Multipoint partial evaluation with Taylor approxi-

mation

Input: A bivariate polynomial 𝑃 (𝑋, 𝑌 ) =
∑
𝑖, 𝑗 𝑎𝑖, 𝑗𝑋

𝑖𝑌 𝑗
with

a ∈ R(𝑑+1)×(𝑑+1) , a Chebyshev grid resolution integer

𝑁 >4𝑑 >0 and the order𝑚 of the Taylor approximation.

Output: A set of vertical segments containing all the vertical

crossed segments and contained in the set of candidate segments

(Definition 4.2)

1: procedure Taylor(P, 𝑁 ,𝑚)

2: d∈ IR𝑁×(𝑑+1)
3: for 𝑗←0 to𝑑 do ⊲ Partial evaluations

∑𝑑
𝑗=0𝑑𝑖, 𝑗𝑌

𝑗 =𝑃 (𝑐𝑖 ,𝑌 )
4: 𝑑0, 𝑗 ,...,𝑑𝑁−1, 𝑗←□FME((𝑎0, 𝑗 ,...,𝑎𝑑,𝑗 ),𝑁 ) ⊲

𝑁 -point evaluation (Def. 3.5)

5: end for
6: S←∅
7: q∈ IR𝑑+1,p∈ IR(𝑚+1)×𝑁
8: for 𝑖←0 to 𝑁 −1 do ⊲ Processing vertical fiber𝑋 =𝑐𝑖
9: for 𝑘←0 to𝑚 do
10:

∑𝑑−𝑘
𝑗=0 𝑞 𝑗𝑌

𝑗←diff (∑𝑑
𝑗=0𝑑𝑖, 𝑗𝑌

𝑗 ,𝑘) ⊲∑𝑑−𝑘
𝑗=0 𝑞 𝑗𝑌

𝑗 = 𝜕𝑘

𝜕𝑘
𝑌

𝑃 (𝑐𝑖 ,𝑌 )
11: 𝑝𝑘,0,...,𝑝𝑘,𝑁−1←□FME((𝑞0,...,𝑞𝑑−𝑘 ),𝑁 ) ⊲

𝑝𝑘,𝑗 =
𝜕𝑘

𝜕𝑘
𝑌

𝑃 (𝑐𝑖 ,𝑐 𝑗 )
12: end for
13: 𝑑𝑖,𝑚𝑎𝑥←max

0≤ 𝑗≤𝑑
��𝑑𝑖, 𝑗 ��

14: for 𝑗←0 to 𝑁 −1 do
15: 𝑇←∑𝑚

𝑙=0

𝑝𝑙,𝑗
𝑙 !
𝑌 𝑙 ⊲

Degree𝑚 Taylor approximation at (𝑐𝑖 ,𝑐 𝑗 )
16: if 𝑗 <𝑁 /2 then𝑅← 𝑐 𝑗−𝑐 𝑗+1

2
else𝑅← 𝑐 𝑗−1−𝑐 𝑗

2
end if

17: 𝛽←𝑑𝑖,𝑚𝑎𝑥𝑅
𝑚+1

min

{
1

(1−|𝑐 𝑗 |−𝑅)𝑚+2 ,
(𝑑+1
𝑚+2

)}
⊲

see Thm. 3.7

18: 𝐼←□𝑇 ( [−𝑅,𝑅])+[−𝛽,𝛽]
19: if 0∈ 𝐼 then
20: Add (𝑐𝑖 ,[𝑐 𝑗+1,𝑐 𝑗−1]) toS
21: end if
22: end for
23: end for
24: returnS
25: end procedure

of degree 𝑑 . Using a classical Horner evaluation, each evaluation is

in𝑂 (𝑑). The complexity for all the fibers is thus𝑂 (𝑁𝑑𝑇 ). □

5 EXPERIMENTS
Wepresent experiments for the 2-pass versionsof our twoalgorithms

for the drawing of algebraic curves (Section 5.1) and compare them

to state-of-the-art software (Section 5.2).

Our algorithms are implemented in Python and use the interval

arithmeticofArb [19] forPython.Wefix𝑚=3 inAlgorithm1.Among

the state-of-the-art implementations for drawing implicit curves,

we have selected ImplicitEquations [18], the marching squares from

Algorithm 2 Isolation function with subdivision

Input: A univariate polynomial 𝑃 , a Chebyshev grid resolution

integer 𝑁 and two integers 0≤ 𝑖 < 𝑗 ≤𝑁 −1.
Output: Set of intervals [𝑐𝑘+1,𝑐𝑘 ] containing all the roots of 𝑃 in

[𝑐 𝑗 ,𝑐𝑖 ], with (𝑐𝑘 )𝑘=0,...,𝑁−1 the Chebyshev nodes.
1: function isolate_1d(𝑃 , 𝑁 , 𝑖 , 𝑗 )

2: if □𝑃 ( [𝑐 𝑗 ,𝑐𝑖 ]) contains 0 then
3: if 𝑖+1< 𝑗 then ⊲ Split in two subintervals

4: 𝑘 =

⌊
𝑖+𝑗
2

⌋
5: S1← isolate_1d(𝑃 , 𝑁 , 𝑖 , 𝑘)

6: S2← isolate_1d(𝑃 , 𝑁 , 𝑘+1, 𝑗 )
7: returnS1∪S2
8: else
9: return {[𝑐𝑖+1,𝑐𝑖 ]}
10: end if
11: else
12: return ∅
13: end if
14: end function

Algorithm 3Multipoint partial evaluation with subdivision

Input: A bivariate polynomial 𝑃 (𝑋,𝑌 ) = ∑
𝑖, 𝑗 𝑎𝑖, 𝑗𝑋

𝑖𝑌 𝑗
with a ∈

R(𝑑+1)×(𝑑+1) and a Chebyshev grid resolution integer𝑁 >𝑑 >0.

Output: A set of vertical segments containing all the vertical

crossed segments and contained in the set of candidate segments

(Definition 4.2)

1: procedure Subdivision(𝑃 , 𝑁 )

2: d∈ IR𝑁×𝑑
3: for 𝑘←0 to𝑑 do ⊲ Partial evaluations

∑𝑑
𝑗=0𝑑𝑖, 𝑗𝑌

𝑗 =𝑃 (𝑐𝑖 ,𝑌 )
4: 𝑑

0,𝑘 ,...,𝑑𝑁−1,𝑘←□FME((𝑎
0,𝑘 ,...,𝑎𝑑,𝑘 ),𝑁 ) ⊲

𝑁 -point evaluation (Def. 3.5)

5: end for
6: S←∅
7: for 𝑖←0 to 𝑁 −1 do ⊲ Subdivision in vertical fibers𝑋 =𝑐𝑖
8: 𝑆𝑌← isolate_1d(

∑
𝑘𝑑𝑖,𝑘𝑌

𝑘
, 𝑁 , 0, 𝑁 −1)

9: for 𝐼𝑌 ∈𝑆𝑌 , Add (𝑐𝑖 ,𝐼𝑌 ) toS
10: end for
11: returnS
12: end procedure

scikit and the implicit function plotting of MATLAB. ImplicitEqua-

tions is based on an algorithm of Tupper [40] and returns an en-

closure of the algebraic curve. Contrary to our algorithm it misses

no component. It distinguishes pixels where there is no solution,

pixels where there is at least one solution and pixels where there

may or may not be solutions (undecided by the algorithm). An im-

plementation of the marching squares algorithm [26] is provided by

skimage.measure.find_contours [42]. It takes as input the evalu-
ations on the grid that we compute using polyval1d from the numpy
package [15]. We also examine the behavior of fimplicit from the

MATLAB, for which we were not able to find a documentation on

the algorithm. All the measures are CPU times in seconds.

Our dataset is composed of weighted random polynomials of

the form

∑
0≤𝑖+𝑗≤𝑑𝑤𝑖, 𝑗𝑎𝑖, 𝑗𝑋

𝑖𝑌 𝑗
of total degree 𝑑 where the 𝑎𝑖, 𝑗 are
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Figure 5: Computation times of the □FME and the interval
Horner evaluation for the partial evaluation step. The color
in the legend indicates thedegreeofKacpolynomials.Dotted
lines correspond to the □FME and solid lines to the interval
Horner scheme.

uniformly distributed in [−100,100] and the weights are 𝑤𝑖, 𝑗 = 1

for Kac polynomials, 𝑤𝑖, 𝑗 =

√
𝑑!

𝑖!𝑗 !(𝑑−𝑖−𝑗)! for the Kostlan-Shub-

Smale (KSS) polynomials [37]. Our input polynomials are named

random_d_weight where 𝑑 is the total degree and weight is either
"kac" or "kss" depending on the family of the polynomial.

5.1 Comparison of our two approaches
Figure 5 experimentally verifies the relevance of the FME, it displays

the computation times of the certified partial evaluation of our poly-

nomials using FME, with a complexity of𝑂 (𝑑3+𝑑𝑁 log
2
(𝑁 )), and

using Horner’s method, with a complexity of𝑂 (𝑑2𝑁 ). For the range
of values we are interested in, specifically 10≤𝑑 ≤ 100 and 500<𝑁

the FME is always faster. This justifies the use of the FME despite

the preliminary costly change of basis.

Figures 6 show log-log graphs for different input polynomials for

Algorithm 1with Taylor approximation and Algorithm 3with subdi-

vision that both share a common partial evaluation step. The slopes

of these plots give the power in the complexitieswith respect to𝑁 . In

these examples, the subdivision is faster than the Taylor approxima-

tion. Moreover, the slopes are around 2 for Algorithm 1 and around 1

for Algorithm 3. This confirms the expected result from the complex-

ity analysis of Theorems 4.5 and 4.7, indeedwith𝑑2<𝑁 log
2
(𝑁 ) and

𝑇 =𝑂 (log
2
(𝑁 )), the complexities are respectively𝑂 (𝑁 2

log
2
(𝑁 ))

and𝑂 (𝑑𝑁 log
2
(𝑁 )).

5.2 Comparison
to state-of-the-art implementations

For our measures we choose to compute and save the results in PNG

files. In Tables 6 and 7, all the implementations are tested on ran-
dom_20_kac and random_100_kac. The methods ImplicitEquations,

Taylor and Subdivision, which provide some guarantees are high-

lighted in orange. For ImplicitEquations and MATLAB, we stopped

the computation after 900 seconds. Aswe already saw,Algorithm1 is

slower than Algorithm 3. Moreover, in these tables, the subdivision

is slightly faster than scikit up to a resolution of 1024, despite the

fact that our code may be slowed by Python limitations. Tables 8, 9

128 256 512 1024 2048 4096
2
−5

0.25

2

16

128

resolution of the grid

t
i
m
e
(
s
)

partial evaluation

subdivision

taylor approx

(a) random_20_kac

128 256 512 1024 2048 4096

2
−4

0.25

1

4

16

resolution of the grid

t
i
m
e
(
s
)

partial evaluation

subdivision

taylor approx

(b) random_20_kss

Figure 6: Cumulative time for a polynomial of total degree
20 weighted according to the two families.

and 10, for random_20_kss, random_40_kac and random_40_kss lead
to the same conclusions.

Figure 8 presents the plots of random_20_kac with Algorithm 3

and ImplicitEquations. Our algorithm returns a tighter enclosure.

Figure 7 presents the plots of the KSS polynomial random_20_kss for
all implementations, except ImplicitEquations, at a higher resolution

of 𝑁 =1024. Compared to the plots of Figure 8, the non-uniformity

of the Chebyshev grid is no longer visible at this resolution and the

outputs look similar.

The marching squares from scikit and Algorithm 3 are the fastest

for all the resolutions that we have tested. So, we test them for even

higher resolutions in Tables 3 and 4. For Kac polynomials, the two

methods are comparable up to a resolution of 8162 and our method

becomes faster for higher resolutions.On theother hand, ourmethod

faces stability issues for KSS polynomials when the resolution and

the degree increase: degree 20 and 30 polynomials are computed

faster, but not the degree 40 one. This is explained by the sensitivity

of the IDCT to the size of the input coefficients. The error bound pre-

sented in Table 2 becomes insufficient to control the drawing. Indeed,

for random_40_ksswith 𝑁 =8192, Theorem 3.4 yields ∥𝑥−𝑥 ∥∞ ≲ 1,
because the magnitude of the coefficients ranges from 1 to 10

19
due

to the KSS weights. For completeness, we also included in Table 5

the timings for Isotop,
1
a state-of-the-art software based onCAD [9],

that computes a drawing with a guaranteed topology and a low-

resolution. We have also tested the curve dfold8,1 from Challenge

13 from Oliver Labs [24]. It contains an 8-fold singularity and has

high tangencies between branches. For this curve, Isotop takes about

one second while our subdivision method takes 10𝑠 , 39𝑠 and 193𝑠 for

respective resolutions of 1024, 4096 and 16384, in particular, it fails

to discard pixels around the singularity.

Our approach combining FME and subdivision proves to be com-

petitive in our experiments. Even though our guarantee is a weaker

than the one provided by ImplicitEquations, our algorithm is faster.

For all polynomials but random_40_kss, it is also significantly faster
than the marching squares from scikit for high resolutions (𝑁 ≥
16384), and has similar timings for the lower resolutions. The speed

limitation of our implementation could be due to the Python lan-

guage. We also think that the techniques that we presented could

be used to speed-up existing algorithms such as marching squares

or subdivision approaches.

1
https://isotop.gamble.loria.fr
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Table 5: Computation times of Isotop for different families of
polynomials.

random_20_kac 2.3 random_100_kac >2000

random_30_kac 18 random_20_kss 12

random_40_kac 81 random_30_kss 183

random_50_kac 1603 random_40_kss 688

(a) Subdivision (b) Taylor

(c) MATLAB (d) scikit

Figure 7: random_20_kss,𝑁 =1024

Table 3: Computation times of our subdivision algorithm for
different families of polynomials with respect to the resolution.

N 128 256 512 1024 2048 4096 8192 16384 32768

random_20_kac 3.9 4.2 4.4 4.9 6.0 8.1 13 21 40

random_30_kac 4.1 4.1 4.3 4.7 5.5 7.3 11 18 33

random_40_kac 4.1 4.2 4.5 5.0 6.0 8.3 13 22 42

random_50_kac 5.3 4.2 4.4 5.1 6.2 8.5 13 23 44

random_100_kac 4.6 4.8 5.0 5.7 7.1 9.7 16 28 53

random_20_kss 4.1 4.3 4.4 5.2 6.1 9.2 15 26 48

random_30_kss 4.2 4.4 4.7 5.5 7.2 11 18 33 67

random_40_kss 4.2 4.5 5.1 6.2 8.7 15 36 145 718

Table 4: Computation times of scikit for different families of
polynomials with respect to the resolution.

N 128 256 512 1024 2048 4096 8192 16384 32768

random_20_kac 5.9 5.8 5.8 5.9 6.2 7.2 11 29 83

random_30_kac 6.6 5.8 5.8 5.9 6.2 7.4 12 32 100

random_40_kac 6.5 5.9 5.8 5.8 6.3 7.6 12 35 116

random_50_kac 6.5 5.7 5.7 5.9 6.2 7.8 13 36 132

random_100_kac 6.4 5.7 5.8 6.0 6.5 8.5 17 49 232

random_20_kss 6.6 5.8 5.9 5.8 6.2 7.3 11 29 78

random_30_kss 6.7 5.9 5.8 5.8 6.3 7.4 12 32 102

random_40_kss 6.6 5.9 5.9 5.6 6.3 7.7 12 35 114

Table 6: Computation times for random_20_kac (in seconds), with
our implementations highlighted in orange.

N 128 256 512 1024 2048 4096

M
e
t
h
o
d

scikit 5.8 5.7 5.8 5.9 6.3 7.3

MATLAB 12 19 49 167 636 >900

ImplictEquations 281 599 >900 >900 >900 >900

taylor 4.5 5.8 11 26 87 332

subdivision 3.7 4.2 4.4 4.9 5.9 8.1

Table 7: Computation times for random_100_kac (in seconds), with
our implementations highlighted in orange.

N 128 256 512 1024 2048 4096

M
e
t
h
o
d

scikit 6.2 5.7 5.8 6.2 6.6 9.4

MATLAB 79 283 >900 >900 >900 >900

ImplicitEquations >900 >900 >900 >900 >900 >900

taylor 7.4 11 20 46 128 413

subdivision 6.1 4.7 5.1 5.7 7.0 9.8

Table 8: Computation times for random_20_kss (in seconds), with
our implementations highlighted in orange.

N 128 256 512 1024 2048 4096
M
e
t
h
o
d

scikit 5.8 5.8 5.8 5.9 6.2 7.1

MATLAB 11 18 48 165 638 >900

ImplictEquations 693 >900 >900 >900 >900 >900

taylor 4.5 5.8 10 26 86 324

subdivision 4.1 4.2 4.4 5.1 6.5 9.1

Table 9: Computation times for random_40_kac (in seconds), with
our implementations highlighted in orange.

N 128 256 512 1024 2048 4096

M
e
t
h
o
d

scikit 5.8 6.0 6.0 6.1 6.3 7.5

MATLAB 20.3 48.7 169 651 >900 >900

ImplicitEquations >900 >900 >900 >900 >900 >900

taylor 5.0 6.6 12 30 94 345

subdivision 4.0 4.2 4.5 5.0 6.1 8.4

Table 10: Computation times for random_40_kss (in seconds), with
our implementations highlighted in orange.

N 128 256 512 1024 2048 4096

M
e
t
h
o
d

scikit 5.8 5.8 5.8 6.0 6.3 7.6

MATLAB 19 50 171 656 >900 >900

ImplicitEquations >900 >900 >900 >900 >900 >900

taylor 5.0 6.7 12 30 96 349

subdivision 4.2 4.4 5.0 6.2 8.7 15

(a) Subdivision (b) ImplicitEquations, where red
pixels are undecided.

Figure 8: random_20_kac,𝑁 =128
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