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ABSTRACT
Wildfires play a critical role in determining ecosystem structure
and function and pose serious risks to human life, property and
ecosystem services. Burn probability (BP) models the likelihood
that a location could burn. Simulation models are typically used
to predict BP but are computationally intensive. Machine learning
(ML) pipelines can predict BP and reduce computational intensity. In
this work, we tested approaches to reduce the set of input features
used in an ML model to estimate BP for the state of California,
USA, without loss of predictive performance. We used Principal
Component Analysis (PCA) to determine the optimal set of features
to use in our ML pipeline. Then, we mapped BP and compared
model performance when using the reduced set and when using
the whole set of features. Models using optimized input achieved
similar prediction performance while using less than 50% of the
input features.
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1 INTRODUCTION AND BACKGROUND
Wildfires play a critical role in determining ecosystem structure
and function and pose serious risks to human life, property, and
ecosystem services [3][11][13]. Thus land management agencies
are keenly interested in assessing wildfire potential and risk [1][28].
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Burn probability (BP) indicates the likelihood of fire for a given
region and time interval [9], and has been predicted using simu-
lation models for more than two decades [19]. BP modeling uses
weather data, topography, availability of vegetation/fuels, and igni-
tion patterns as basic inputs to estimate fire spread [19], although
other input data can also be used. After simulating spread for thou-
sands of individual fires, burn probabilities are then calculated as
the mean number of times a pixel burned across all simulations.
Modeled BP can be used to assess vulnerability for a given commu-
nity and estimate hazards and risks from wildfires [28].

Simulating wildfire spread and growth can assist incident com-
mand teams to control wildfires [2], and modeling several wildfires
in a region can depict landscape-scale patterns of wildfire behavior
[19]. However, predicting BP is extremely challenging, because
fire behavior varies strongly among landscapes and with changing
weather conditions and wildfire spread simulations are computa-
tionally intensive and require integration of data with large spatial
and temporal variability [1].

Using machine learning (ML) models to predict BP is an alter-
native approach to simulation models; however these approaches
can also be data intensive. Reducing the data volume or number
of features these models use can increase computational efficiency.
Currently available solutions to estimate BP rely on manual analy-
sis to determine the features to use [21], use all available data [19]
or are constrained to a limited time span with limited number of
features [17]. The goal of this work was to determine an approach
to effectively reduce the number of input features in a BP ML model
without reducing model performance. To address that goal, we ap-
plied two well known techniques to determine the optimal set of
spatio-temporal features for predicting BP while reducing input
data requirements.

Feature selection and feature extraction are two techniques used
to reduce the size of the inputs in an ML model; thereby reduc-
ing its complexity. Feature selection is the process of selecting the
best features among all the features that are useful to discriminate
classes [15]. This can be achieved, by determining which features
are highly correlated to the target class and removing those with
low correlation, i.e., keeping those features that provide more infor-
mation to the classification task. Feature extraction transforms the
original features into new, more informative features [15]. Hybrid
models that combine both feature selection and feature extraction
can also be used to develop an ML pipeline.
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Figure 1: Overall Methodologic Workflow Using Feature Selection by Correlation and Principal Component Analysis (PCA)

1.1 Feature Selection
Identifying which set of features are relevant for a classification task
is an important step in extracting knowledge from data [23]. Feature
selection improves model performance and efficiency when mod-
eling complex systems with a large number of predictors known
to be important but highly correlated. Correlation-based feature
selection (CFS) places features in subsets according to the degree of
redundancy among the features [15]. Different metrics have been
used to determine the significance of the features to select, includ-
ing chi-squared, Euclidean distance and information gain. In the
context of information gain, metrics such as mutual information,
are used to analyze the dependence between two random features,
and therefore quantifies the amount of information provided about
one of the features by knowing the value of the other [7]. Total cor-
relation, introduced by Watanabe [33], extends the idea of mutual
information, measuring the amount of information shared by a set
of features and as a result measures the interactions among a set of
features [29]. The information obtained by these metrics can help
identify which features are most relevant to predicting the values
of another random variable.

1.2 Feature Extraction
For ML models, it is important that the data are represented in
a manner that facilitates analysis. Principle Component Analysis
(PCA) is an unsupervised technique used to transform the input
features into a set of more meaningful features. It uses orthogonal
transformations to convert samples belonging to correlated fea-
tures into samples of linearly uncorrelated features, or principal
components (PC) [15].

1.3 Contributions
We tested a suite of different feature extraction and selection rou-
tines. A large number of features related to weather, vegetation, hu-
man activity, topography, and disturbance history have been shown
to be important to predict wildfire occurrence [12][18][20][22][26].
However, efficient MLmodels must be able to identify and make use
of only the most informative predictors. In the following sections
we present the data preprocessing conducted, focusing on the suite
of feature extraction and selection routines we tested. Then we
present the model implementation, training, and evaluation, and
finally we discuss the performance of these techniques towards the
goal of predicting BP.

2 METHODOLOGY
The overall workflow used in this study is depicted in Figure 1. We
used bagged decision tree classifiers to predict the probability a
location burning each month in a wildfire [5] and evaluate different
approaches to feature extraction and selection. Given the temporal
nature of the data, we used data from 1984 through 2014 as our
training dataset and from 2015 through 2019 as the test split. The
train split was used for feature selection and model fitting while
the test split was used for the final model performance evaluation.

For each approach, we tuned hyperparameters for a bagging clas-
sifier using cross validation with the training data split, including
the number and depths of trees. Specifically, we used 5−fold time
series cross–validation to maintain the temporal order of the data
for the training and validation splits within each cross–validation
fold as shown in Figure 2.

We tested two general approaches. The first one transformed the
data using PCA and used the PC as inputs for the model (PCA-base
Learning). The second approach, used these PCA results to select
features. Then, we used the set of selected features to train another
PCA and used the new PC as model inputs (𝑇𝑜𝑝𝑘 -Features PCA
Learning) or used the raw features as model inputs (𝑇𝑜𝑝𝑘 -Features
Learning).

We built a pipeline for each technique, extracting and selecting
features, then fully training the bagging classifier, and selecting
hyperparameters using the train data split. We conducted a final
evaluation using the test data split with area under the receiver
operating characteristic curve (ROC-AUC) and F1 scores.

Figure 2: Years Spanned in Each Time Series Cross–validation
Split
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2.1 Study Area
We selected the state of California, USA (CA) as a study area to
test our feature extraction and selection routines. The terrestrial
extent of California is 423, 970𝑘𝑚2, of which 5% is developed land,
11% is cropland, 5% is barren, and the remaining 79% is wildland
vegetation (55% grass/shrub, 23% forest, and 1% wetland; [6]). Wild-
fires occur most years in California’s wildland vegetation. Between
1984 and 2019, 1, 687 large fires (≥ 4𝑘𝑚2) occurred and burned
72, 000𝑘𝑚2 [8]. These large fires are of concern because of the se-
vere risks they present to human lives, property, and ecosystem
services [4][16]. In places like California, where wildfires are com-
mon, predictive models of the potential for wildfire occurrence can
help communities and government agencies assess and evaluate
wildfire risks and target actions to mitigate risk. However, building
such predictive models is challenging as there are many areas with
wildland vegetation that can potentially burn in wildfires but only
a small portion of those places actually burn each year.

2.2 Datasets
We acquired geospatial data layers for past wildfire occurrence and
all predictive features considered in this study. A spatial grid within
the state’s boundaries was constructed using 1𝑘𝑚2 pixels. We used
the Monitoring Trends in Burn Severity (MTBS) burned area dataset
for observed burned locations [8]. The MTBS data included fire
perimeters for large fires (≥ 4𝑘𝑚2) from 1984 through 2019. We
selected a suite of features to represent weather and landscape
patterns that influence BP. We averaged weather-related features
such as daily precipitation, daily minimum and maximum relative
humidity, daily minimum and maximum temperature, and daily
wind speed, for each month from the GridMET dataset [8]. We also
calculated 1−, 2−, 3−, 6−, 9−, 12-, 18−, and 24−month lagged means
of each monthly weather-related predictor except wind speed.

We also included land cover from the Land Change Monitoring,
Assessment, and Projection (LCMAP) primary land cover data for
1985–2019 [6]. Because LCMAP data were not available for 1984, we
used the 1985 LCMAP data for that year. We assigned the nearest
National Forest Inventory and Analysis (FIA) forest type group
[27] to pixels classified as forest in the LCMAP data to represent
variability in forest types. We excluded water, snow/ice, or barren
land cover in the LCMAP primary land cover data [6] from all
analyses. Additionally, we simplified the LCMAP land cover data to
an additional layer representing wildland vegetation (grass/shrub,
forest, or wetland). To represent fuel connectivity and potential for
large fire spread, we calculated the density of wildland vegetation
within 2, 4, 6, 8, 10, and 12 km of each pixel.

We added several features to represent potential human influ-
ences on ignitions, including a wildland-urban interface (WUI)
category, distance to edges of protected areas, wilderness areas, and
developed areas, and distance from powerlines, railroads, and roads
[6][30–32]. Other landscape-related features such as topography,
including slope, aspect, and elevation, and previously burned areas
were also included in the input data. Finally, we included indicators
of burning within the previous 5−, 10−, and 15−years using MTBS
perimeters. In total, we considered 155 features.

We standardized or scaled continuous non-weather features to
z-scores by subtracting their mean and dividing them by their stan-
dard deviation. We scaled weather-related predictors to z-scores
based on the mean and standard deviation of each pixel’s time series.
We converted all categorical features to binary indicators.We resam-
pled all data to 1-km resolution using nearest-neighbor resampling
for categorical variables and bilinear interpolation for continuous
features. Given the imbalance in the data towards non-events (i.e.,
2, 820 non-events for every fire occurrence), we applied an under–
sampling strategy. Thus, for any given month𝑚, we determined
𝑛𝑒𝑚 , the number of events in that month, and included all events in
the sample. In addition, we randomly sampled𝑚𝑎𝑥 (𝑛𝑒𝑚, C) non-
events for every month𝑚, with C a constant that was determined
based on the monthly average of events. Hence every month con-
tained data samples whether events were observed or not.

The sampled dataset contained 155, 038 samples of which 71, 603
were events and 83, 435 were non-events. Of these, 116, 926 (75%)
were used for training and the remaining 38, 112 were used for
testing.

2.3 Proposed Methodology
2.3.1 Feature Selection by Correlation. For the first pipeline,
we used correlation among features to determine which were re-
dundant and could be removed from the set of input features prior
to fitting a bagging classifier.

Figure 3 shows the pipeline used to determine the most rele-
vant features using correlation and the bagging classifier (CLF ).
Algorithm 1 depicts the correlation analysis algorithm to select the
features including the final set of features with low correlations.

Figure 3: Feature Selection by Correlation

Features were combined into three groups based on their simi-
larities. Monthly weather features were placed in the first group
and a second group was formed by features not related to weather
(elevation, distance to roads, etc.). Using the training data split, we
analyzed the CLF prediction score for each feature in each group
with respect to the other features in the same group. We retained
the feature with the lower logloss score, and removed those that
were highly correlated to those retained (𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 > 0.7), thus
reducing the size of features to fit the bagging classifier.

Once the initial groups of features were obtained, we considered
laggedweather features. For eachweather feature (e.g., temperature,
humidity, etc.), a new group with the 1−, 2−, 3−, 6−, 9−, 12−, 18−
and 24−month lags was generated and analyzed for correlations.

2.3.2 PCA-based Traditional Feature Extraction Pipeline.
The second pipeline incorporated a PCA to transform the origi-
nal data to reduce dimensionality while maximizing the variance
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Figure 4: Feature Determination by Principal Component Analysis (PCA)

Algorithm 1: Correlation Analysis
Data: List of feature sets, threshold
Result: Reduced dimension feature set
begin

for a_set in list_feature_sets:
for var in a_set:

compute_CV_prediction_score(var)
for var2 in list_feature_sets:

if var != var2:
compute_CV_prediction_score(var, var2)

for var in a_set:
corr_preds =
get_corr_features_for(var,threshold)

a_set.remove(corr_preds)

return list_feature_sets

explained by each PC. Using all samples and features, except the
response (class) in the training data split, we fit a PCAmodel, 𝑃𝐶𝐴1,
as shown in Figure 4 step A. We determined 𝑡 , the number of com-
ponents required to explain 95% of the data variance using the PC
obtained by 𝑃𝐶𝐴1. Then, we incorporated, as the first stage in the
pipeline, 𝑃𝐶𝐴2 model to transform the dimensional space of the
data using 𝑡 principal components, and the bagging classifier (CLF)
model as the second stage (Figure 4 step B.).

After fitting and hyper–parameter tuning for the pipeline, sum-
marized by steps A and B in Figure 4, we evaluated the pipeline
using the test data split.

2.3.3 𝑇𝑜𝑝𝑘–Feature PCA Learning. The third pipeline we tested
used the same fitted PCA model as in Section 2.3.2, 𝑃𝐶𝐴1. The
PC were ordered based on the variance they explained. For each
PC, we then determined which feature contributed most to the
transformation by analyzing the PC eigenvectors and producing

a mapping between the PC and the input features. Algorithm 2
depicts the method used to this end.

Using the mapping between PC and input features, and the order
obtained before for the PC, we selected the top-𝑘 features required
to explain 95% of the cumulative variance. We projected the train
split with these top-𝑘 features and using this projection we fitted
a new PCA model, 𝑃𝐶𝐴3. We included 𝑃𝐶𝐴3 as the first step in
the pipeline to obtain the PC and as second step the same bagging
classifier described in Sections 2.3.1 and 2.3.2. After fitting and
tuning hyper–parameter for the pipeline summarized by steps A
and C in Figure 4, we evaluated it using the test data split.

Algorithm 2: Most Significant Features for Principal Com-
ponents
Data: PCA model, original features
Result: List of most significant features
begin

variance_csum = np.cumsum(pca.explained_var_ratio_)
pca_pcs = pca.components_
pcs = range(pca_pcs.shape[0])
main_featur = [np.abs(pca_pcs[i]).argmax() for i in pcs]
main_names = [features[main_featur[i]] for i in pcs]
items = list()
for i in pcs::

items.append(i,main_names[i], variance_csum[i] )
return items

2.3.4 𝑇𝑜𝑝𝑘–Feature Learning. For the fourth, and final pipeline,
we used the same top-𝑘 features as determined in Section 2.3.3.
Then, we used the untransformed data for these top-𝑘 features from
the training split as input to train and tune the hyper–parameters
for the bagging classifier. The pipeline is summarized by steps A
and D in Figure 4. Finally, we evaluated the performance using the
test data split.
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2.4 Burn Probability Spatial Mapping
After the best performing pipeline was identified, BP was pre-
dicted using the selected pipeline and mapped for each month
from 2015 − 2019. Additionally, as a baseline for BP, we trained the
same bagging classifier using all available features. Burn probabil-
ity was calculated as the average of the inverse logit of the sum of
the correction factor (𝜖) and the predicted probability (𝑝) of every
estimator in the bagging classifier as shown in Equation 1 [12][14].

𝐵𝑃 =𝑚𝑒𝑎𝑛
©« 1

1 + 𝑒
𝜖+ln

(
𝑝

1−𝑝

) ª®¬ (1)

The correction 𝜖 was computed as ln (𝛼 / 𝛽), the log ratio be-
tween non-events sample rate 𝛼 = 𝑁𝐸𝑠𝑎𝑚𝑝𝑙𝑒/𝑁𝐸𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 and
events sample rate 𝛽 = 𝐸𝑠𝑎𝑚𝑝𝑙𝑒/𝐸𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 . With 𝑁𝐸𝑖 , 𝐸𝑖 the
number of non-events and events in sample 𝑖 respectively.

We mapped the BP of each pixel in the map using both the
baseline and the selected pipeline with reduced input. Then, we
computed the difference between the prediction of both models for
visual comparisons.

3 EXPERIMENTAL RESULTS
3.1 Feature Determination
Feature selection by correlation (pipeline 1) selected a total of 28
features of which 16 were related to weather. Elevation and terrain
aspect were included but not slope. Selected features related to
human development included housing density, and distance to
power lines and roads. Indicators of fire occurrence within the past
5−, 10−, and 15−years were also included.

Figure 5 shows the cumulative variance explained by the fitted
𝑃𝐶𝐴1 model components described in Section 2.3.2. From this, we
determined that 69 PC explained 95% of the data variance. Thus,
𝑃𝐶𝐴2 in pipeline 2 (Section 2.3.2) was set to use 69 PC.

Using the information provided by the first 69 PC of 𝑃𝐶𝐴1 we
constructed the PC – Feature mapping based on Algorithm 2. Both
pipeline 3 (Section 2.3.3) and pipeline 4 (Section 2.3.4) were trained
with the top–54 features extracted from those 69 PC. The top-20
features are shown in Table 1. A comprehensive list is available in
our source code repository [25].

The top-10 features were related to vapor pressure deficit, on a 6−
and 1−month lag, type of vegetation, temperature, relative humidity
and other one-hot features identifying ecoregions. Additionally, the
top-20 included weather features like wind speed and precipitation
(on a 2−month lag), features describing the terrain like slope, and
human development such as distance to power lines.

3.2 Pipeline Performance
Based on the CV-test AUC values, pipeline 1 (feature selection by
correlation AUC 0.72 ± 0.03) had the best training performance,
followed by pipeline 4 (𝑇𝑜𝑝𝑘 -feature learning; AUC 0.61 ± 0.07),
then pipeline 3 (𝑡𝑜𝑝𝑘 -features PCA learning; AUC 0.57 ± 0.10). All
3 pipelines performed better than a bagging classifier fit using PCA
transformed space (pipeline 2; AUC 0.55 ± 0.11).

CV-test AUC also varied depending on the number of years
included in the CV-training fold (Figure 6a). CV-test AUC varied
little for pipeline 1 (feature selection by correlation) until the 5th

Figure 5: Cumulative Sum of Explained Variance by Principal
Component for 𝑃𝐶𝐴1 Model

CV fold when the greatest number of years were included in the
training fold (number of years = 24). In contrast, CV-test AUC
was greatest for other pipelines for the 3rd CV fold, potentially in
response to an increase in the proportion of events in the sample.

Although the feature selection pipeline using correlation pro-
duced the better results on the training data, it underperformed
when evaluating the model with the test data. The 𝑇𝑜𝑝𝑘 feature
learning (pipeline 4), however, maintained a performance in the
test data split comparable to the one achieved during training. Fig-
ure 6b shows the evaluation performance on the test data for all
four pipelines. Based on this, we concluded that the 𝑇𝑜𝑝𝑘 feature
learning selected features were the most informative for the model
compared to the other three methods. However based on the vari-
ability in CV-test AUC across CV folds, we recognize that the test-
AUC values may be dependent on fire activity in the years used to
train the pipeline (1984 − 2014) and the years used to evaluate it
(2015 − 2019).

3.3 Performance and Input Size Trade-off
After determining that the 𝑇𝑜𝑝𝑘 feature learning pipeline per-
formed best with the test evaluation data, we further analyzed the
performance of the model as we reduced the cumulative explained
variance in the PCA model.

We conducted 17 experiments using between 5 and 69 PC with
a cumulative explained variance between 39% and 95% respectively
(Figure 7). Based on these experiments, by selecting 20 PC (an ex-
plained variance of 66%), the𝑇𝑜𝑝𝑘 feature learning model (pipeline
4) achieved an AUC of 0.73± 0.03 and an F1–score of 0.72± 0.05 re-
spectively. This model’s performance was comparable to the model
trained with 69 PC (an explained variance of 95%) but required 34
less input features.

3.4 Burn Probability
We mapped predicted burn probabilities from the baseline and
the 𝑇𝑜𝑝𝑘 feature selection pipeline (pipeline 4). Figure 8 shows
the mapped burn probability estimates for both models for July
through October 2019. These months often have higher rates of
wildfires in the state, and 2019 is the most recent period for which
data were available. Predicted BP for both models during the 2015 –
2019 period is available at our data repository [24].
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Figure 6: A) Validation AUC for Each CV–fold vs. Event/Non-Event Distribution B) AUC Performance on Test Data

Figure 7: Test Area Under the Curve (AUC) vs. Input Size. FS:
Feature Selection, PCA: Principal Component Analysis

The baseline predictions are shown on Figure 8𝑎 − 𝑑 (top row),
and the proposed pipeline on Figure 8𝑒 − ℎ (bottom row). Figure
8𝑖 − 𝑙 (middle row) show the hotspots where the baseline and the
proposed pipeline predictions are different (Δ(𝐵𝑃) ≥ 1×10−3). The
statewide average of BP differences for July through October 2019
were between −1.37 × 10−5 and 1.6 × 10−5.

We further analyzed the hotspots of the differences in the pre-
dictions. In most cases, the baseline model predicted a higher BP
for areas where there was limited fuel for a fire to burn, or where
the area was highly developed. Moreover, in other cases such as
January 2019, shown on Figure 9, the baseline model predicted even
higher BP for areas in, or close to the Death Valley National Park,
Mojave National Preserve and Joshua Tree National Park. These
areas did not experience extensive burned area in the past, but
Joshua Tree did experience a large wildfire in 2020.

Considering these patterns, we concluded that the 𝑇𝑜𝑝𝑘 fea-
ture selection pipeline, predicted more stable and realistic burn
probabilities compared to the model that used all the features.

4 CONCLUSIONS AND FUTUREWORK
Modeling wildfire burn probability (BP) is a challenging task due
to large class imbalance, high year–to–year and month–to–month

variability, and the large number of potential features. Here, we an-
alyzed different methodologies to reduce spatio–temporal features
needed as input to model BP for the state of California, USA.

Based on the analysis, we concluded the best pipeline was the
𝑇𝑜𝑝𝑘 feature learning, using a PCA to determine the most informa-
tive features to predict BP. Using this pipeline, the bagging classifier
predicting burn probability achieved a 74% AUC based on the test
data. We presented the spatial BP predictions and demonstrated
that they contained less noise than predictions from a baseline
model which used all available features.

There are several limitations to our approach that could be im-
proved in future studies. First, multiple features may have con-
tributed to each PC. However, our approach only considered the
top feature from each individual PC. Second, predictive perfor-
mance was moderate. Finally, in this study we relied on 1𝑘𝑚2 pixel
grid and monthly–lagged temporal data, which may limit predictive
performance.

Future work may consider selecting features that have individual
PC contributions above a threshold, or cumulative contributions,
instead of the most important feature for each PC to ensure these
interactions are retained. Furthermore, performance may be im-
proved by considering other types of models such as deep neural
networks. Fire potential and behavior varies temporally, over min-
utes, hours, days, and months, and predictive performance may
also be improved by incorporating features that better represent
the temporal range of weather important to fuel conditions and
fire spread. In addition to these potential improvements, this study
could be expanded to predict other components of fire occurrence
such as fire size and burn severity, which would provide additional
information about the impact of fires on ecosystems. For exam-
ple, burn severity is critical for estimating the amount of biomass
consumed in fires [10].

The pipelines considered here demonstrated that machine learn-
ing models can effectively predict burn probability with a reduced
set of features. Even though the predictive performance was mod-
erate (𝐴𝑈𝐶 = 0.74), the models captured well–known spatial and
temporal patterns of fire occurrence in California. Our efficient
modeling approach can provide information to communities and
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Figure 8: Burn Probability (BP) Spatial Mapping for Baseline Model (a-d) 𝑇𝑜𝑝𝑘 Feature Learning Model (e-h), and Difference
Hotspots Between Them (i-l)

Figure 9: Burn Probability (BP) Difference for January 2019

agencies concerned about wildfire occurrence and the impacts on
human and ecological systems.

Disclaimer: Any use of trade, firm, or product names is for
descriptive purposes only and does not imply endorsement by the
U.S. Government.
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