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ABSTRACT
We address the task of sentence retrieval for open-ended dialogues.
The goal is to retrieve sentences from a document corpus that
contain information useful for generating the next turn in a given
dialogue. Prior work on dialogue-based retrieval focused on specific
types of dialogues: either conversational QA or conversational
search. To address a broader scope of this task where any type of
dialogue can be used, we constructed a dataset that includes open-
ended dialogues from Reddit, candidate sentences from Wikipedia
for each dialogue and human annotations for the sentences. We
report the performance of several retrieval baselines, including
neural retrieval models, over the dataset. To adapt neural models to
the types of dialogues in the dataset, we explored an approach to
induce a large-scale weakly supervised training data from Reddit.
Using this training set significantly improved the performance over
training on the MS MARCO dataset.
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1 INTRODUCTION
There has been a rapid increase in the last few years in research of
tasks related to dialogue (conversational) systems [8, 12, 14, 15, 35,
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Figure 1: Test example of a dialogue created fromReddit with
sentences judged as relevant and non-relevant by human
annotators.

50]. Prominent examples include response generation [12, 16, 31, 55]
or response selection [3, 17, 33, 36, 39, 44, 45, 53] with respect to
the last turn in the dialogue, conversational question answering
[13, 23, 55] and conversational retrieval (of passages) [8, 15, 34, 50].

In this paper we focus on open-ended dialogues: two parties
converse in turns on any number of topics with no restrictions to
the topic shifts and type of discussion on each topic. In addition,
the dialogue is not grounded to a specific document, in contrast
to the setting used in some previous work (e.g., [25]). The task we
address is retrieving sentences from some document corpus that
contain information useful for generating (either automatically or
by humans) the next turn in the dialogue. We note that the dialogue
turns can be questions, queries, arguments, statements, etc.

Existing dialogue/conversational datasets are not well suited for
evaluation of the task we pursue; we discuss this point in length
in Section 2. Hence, we developed a novel dataset reported here.
The dataset includes 846 dialogues created from Reddit threads.
For each dialogue, 50 sentences were retrieved from Wikipedia
using an unsupervised initial retrieval method. These sentences
were judged by crowd workers for relevance, that is, whether they
contained information useful for generating the next turn in the
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dialogue. Figure 1 depicts one such dialogue, with two sentences an-
notated by the raters, one as relevant and one as non-relevant. The
dataset is available at https://github.com/SIGIR-2022/A-Dataset-
for-Sentence-Retrieval-for-Open-Ended-Dialogues.git.

Neural-based retrieval methods require lots of training data —
whether for learning from scratch or for fine tuning a pre-trained
model. Hence, we used a weak supervision approach to induce
pseudo relevance labels for a few sentences for each of ∼73,000
additional dialogues. To this end, we fused rankings induced by
several methods over an initial sentence list. These methods are ei-
ther unsupervised or are based on distant supervision. For example,
we used a BERT-based model [11] trained for query-based passage
retrieval on the MS MARCO dataset [29].

We report retrieval performance over the dataset for several
methods. The evaluation demonstrates the clear merits of using the
pseudo relevance labels induced using the weak supervision to fine
tune BERT-based retrieval methods.

Our contributions can be summarized as follows:

• A dataset for open domain dialogue systems with data la-
beled for the task of retrieving sentences that contain useful
information for response generation.

• A procedure to induce a large scale weakly supervised train-
ing data using the metadata of Reddit dialogues.

2 RELATEDWORK
There are two main lines of work related to ours. The first is on
devising datasets for conversation systems. The second line is on
using weak supervision for retrieval.

2.1 Conversational Datasets
Existing conversational datasets were built for two main tasks. The
first is to compose the next turn in a dialogue, either via genera-
tive language models or by retrieving full responses from an index.
Therefore, related datasets [1, 9, 12, 16, 21, 24, 26, 32, 42, 44, 47,
52, 54] serve to evaluate the offered responses compared to gold
responses, not the retrieval of relevant information for composing
such responses. The second task focuses on conversational passage
retrieval and question answering (QA), where information needs
are conveyed by a user to a search engine or a question answering
system via a series of queries/questions that should be considered
a single session. Prominent conversational QA datasets include
CoQA [35], DoQA [2] and QuAC [3]. In these datasets, all evalua-
tion sessions are grounded to a single passage or section that the
participants are allowed to ask and answer about. In contrast, we
address dialogue-based sentence retrieval from a document corpus.

The only conversational passage retrieval dataset we are familiar
with is from TREC’s CAsT tracks [7, 8]. However, CAsT’s queries
reflect explicit intents, while we are also interested in more open di-
alogues where the information needs can be in the form of implicit
intents, as shown for example in Figure 1. In these datasets, the
user conducts a query session on a specific single topic. The queries
in the session may co-refer and reflect prior queries in the session.
However, in most of these datasets, the returned search results are
not viewed as part of the dialogue. Finally, in both conversational
passage retrieval and conversational QA datasets, there is a user

asking questions or queries that reflect explicit intents with infor-
mation needs, as opposed to natural dialogues where intents may
be only implicitly represented, e.g., in affirmative statements.

To sum, existing conversational datasets do not combine natu-
ral human-human conversations with relevance annotations for
sentences retrieved from a large document corpus. We therefore
constructed such a dataset and present it in Section 3.

2.2 Weak Supervision for Retrieval
A standard approach for using neural models in IR (and text-based
tasks in general) , specifically dense retrieval models [22], is to first
pre-train the neural model, either on a different target task but with
a lot of training data, such as masked language modeling, or on a
similar task as the end-goal, but on a different domain. Then, the
pre-trained model is fine-tuned on training data for the target task
or domain [11, 18, 29]. For example, Yilmaz et al. [46] fine-tuned a
sentence retrieval model by first training a retrieval model on the
MS MARCO retrieval task, and then fine-tuning it on a Microblog
retrieval dataset.

Fine-tuning of retrieval models requires relevance labels for
training examples in a target task. These are sometimes scarce or
unavailable. One approach to circumvent this is to automatically
generate labels and train a weakly supervised model on these an-
notations. Wu et al. [43] trained a response selection model for
conversations using a weak signal induced from a matching proba-
bility offered by a seq2seq model trained on human conversations.
Li et al. [20] used weak annotators based on search logs to train a
Search Ads matching model. They automatically selected pseudo
negative examples by optimizing the distance between a pseudo
negative example from a retrieved pool and a given positive ex-
ample. Dehghani et al. [10] used Okapi BM25 rankings to induce
pseudo relevance labels so as to train a neural model ranker. Zamani
and Croft [48] then provided a theoretical analysis for the merits
of using such weak supervision for ad hoc retrieval. Weak super-
vision was also used for other related retrieval tasks; for example,
expanding the last dialogue turn for passage retrieval [40] and for
query performance prediction [49].

We follow the weak supervision paradigm in our model training,
with a novel weak Reddit annotator for retrieval in a dialogue
context.

3 A DATASET FOR OPEN DIALOGUE
RETRIEVAL

As described in Section 2.1, we are not aware of a dataset that can
be used to evaluate retrieval in an open-ended dialogue context. We
therefore constructed such a dataset. To this end, we used dialogues
from Reddit, due to its large variety of topics and styles. We then
retrieved candidate Wikipedia sentences for these dialogues. Each
candidate was judged for relevance by crowd-source human anno-
tators; it was marked as relevant if it contained information useful
for generating the next turn in the dialogue. We next detail the
way we collected dialogues from Reddit and the manual annotation
process and construction of the dataset.
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3.1 The Reddit Collection
Reddit is a multi-party discussion platform, where users add turns
in a conversation that can be replied to by several users. Each
discussion is therefore a tree structure of turns, and a path from the
initial turn (the tree’s root) to a turn without followup replies (a leaf)
is called a thread. We collected 263, 986, 046 conversation threads
from Reddit after preprocessing the submission and comment files
provided by the Pushift.io archives1. All threads are in English,
none of them belongs to topics (called subreddits in Reddit) on
offensive content, and they do not contain missing turns, i.e., turns
that have been removed and their text is not displayed. We refer to
the collection of these threads as the Reddit collection.

We enriched the context of each thread by prepending to the
first turn: (a) the name of the subreddit the discussion was issued
under, and (b) the title of the discussion (if provided by the user
who initiated the thread). We split the threads by dates: test set
candidates (discussed in Section 3.2) were limited to dates between
Feb-2011 and Dec-2013, and training set candidates (discussed in
Section 4.2) were limited to dates between Jan-2014 and Aug-2019.

Some turns in Reddit offer one or more links to Web pages that
the author considers related to the written text. We only considered
links to specific sections on Wikipedia pages that are found in
our downloaded version of Wikipedia; we refer to these turns as
Wikipedia grounded turns.

3.2 Test Set Construction
To construct a test set, we randomly sampled threads from the test
set part of our Reddit collection which was described in Section
3.1. A single thread in Reddit represents a multilogue. Hence, to
distill dialogue-like conversations from threads, we considered only
threads in which the user who initiated the discussion, called here
the initiator, is the author of each odd turn of the thread. All other
users in the thread, who author the even turns, are considered the
responders. These threads are thus interleaving turns between the
initiator and the responders. Threads with less than 4 turns were
discarded, since we want a meaningful dialogue context. We refer
to the remaining threads as Reddit dialogues. In each candidate
dialogue, we refer to the last responder turn as the target turn. A
test dialogue was constructed by trimming the candidate dialogue
to include turns up to, but excluding the target turn.

We used an initial sentence retrieval method (henceforth also
referred to as an initial ranker), described in Section 3.3, to re-
trieve 50 candidate sentences fromWikipedia for each test dialogue.
The retrieval method utilizes all turns in the test dialogue. We
then recruited master2 workers from Amazon Mechanical Turk to
judge the relevance of each retrieved sentence. Our instructions,
presented in Figure 6, were to mark a sentence as relevant to a
dialogue if it contained information useful for generating the next
turn in the dialogue that would be a natural continuation. We pro-
vided the annotators with the dialogue turns, including its topic and
title, and the Wikipedia sentences including their page’s title. The
definition of sentence relevance — as conveyed to the annotators —
does not indicate the correctness or soundness of a turn that might
be generated based on information in the sentence.

1https://files.pushshift.io/reddit/
2https://www.mturk.com/worker/help#what_is_master_worker

Table 1: Test set statistics (average, median and standard
deviation) of the number of relevant sentences and the rank
of the first relevant sentence (the highest rank is 1) retrieved
by the initial ranker per dialogue.

Dialogue type Ungrounded Wikipedia Grounded
Avg Med Std Avg Med Std

# Relevant 4.43 3 4.45 5.68 4 5.09
Rank of 1st Relevant 11.3 6 12.5 9.395 4 12.14

Every Mechanical Turk worker had to annotate 10 dialogues and
5 retrieved sentences for each dialogue. We truncated the turns
and sentences to the first 30 words for ease of use; the workers
had access to the whole text by hovering the cursor over it. At
most three workers judged a sentence for relevance. We started
with a majority vote between two workers, and if no majority
agreement was achieved, the third vote was then used. We used
honeypots to identify and disqualify raters that seemed to not follow
our guidelines. An example dialogue from our test set with one
sentence judged as relevant and one as non-relevant is shown in
Figure 1.

Since we show candidate test set dialogues to humans, we filtered
out test dialogues whose content includes one or more words from a
public list of dirty words3. We also expanded this list by concatenat-
ing phrases in the list to detect hashtags and titles consisting dirty
words without spaces. In addition, we filtered out dialogues whose
turns contain URL references (with the exception of the Wikipedia
grounded target turns, which are not shown to the raters), and
those with turns shorter than 5 tokens and longer than 70 tokens,
as they resulted in difficult relevance annotations. We only kept test
dialogues for which at least one sentence was judged as relevant.

We noticed that sentences retrieved for dialogues whose target
turn is a Wikipedia grounded turn (i.e., it includes a reference
to a Wikipedia section) were somewhat more likely to be judged
as relevant than those retrieved for dialogues whose target turn
was not Wikipedia grounded. See Table 1 for details. Following,
we denoted dialogues with Wikipedia grounded target turns as
Wikipedia grounded dialogues, and balanced our test set between
such dialogues and ungrounded dialogues. As a result, the test
set includes 846 dialogues with relevance-judged sentences: 400
ungrounded dialogues and 446Wikipedia grounded dialogues.

We found that using the thread’s subreddit name and title (if
exist) is highly important for the initial retrieval method described
in Section 3.3, since many times the first turn might be missing
or very redundant since the user provided the needed information
in the thread title. For example, 202 and 155 dialogues out of 446
Wikipedia grounded dialogues and 400 ungrounded dialogues, have
an empty first turn.

Figure 2 shows that most of the test dialogues have a history
of 3 turns. Dialogues with a history of 5 turns have more relevant
sentences in the initially retrieved list than dialogues with 3 turns
in the history, as shown in Figure 3. Dialogues with with history
longer than 5 turns are not considered in Figure 3 since the test set
includes only a few of them (see Figure 2).

3https://github.com/LDNOOBW/List-of-Dirty-Naughty-Obscene-and-Otherwise-
Bad-Words/blob/master/en
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Figure 2: Dialogue count breakdown by the number of turns
in the dialogue history (excluding the target turn).

Figure 3: Percentage of relevant candidate sentences for dia-
logues with a history of 3 or 5 turns.

3.3 Initial Sentence Retrieval
Let 𝑔 denote a dialogue composed of the turns: 𝑡1, . . . , 𝑡𝑛 ; 𝑡1 is the
first turn and 𝑡𝑛 is the last turn. To retrieve sentences for 𝑔, we
follow common practice in work on passage retrieval [5, 27] and
first retrieve documents. We then rank their sentences. The re-
trieval methods we present are unsupervised; they utilize unigram
language models [6].

We start by describing notation. We use 𝑝𝑀𝐿𝐸
𝑥 (𝑤 ) to denote the

maximum likelihood estimate (MLE) of term𝑤 with respect to the
text, or text collection, 𝑥 . 𝑝𝐷𝑖𝑟

𝑥 (𝑤 ) is the probability assigned to𝑤
by a Dirichlet smoothed unigram language model induced from 𝑥

[51]. We compare two (unigram) language models, \1 and \2, using
the cross entropy:

𝐶𝐸(𝑝(·|\1) | | 𝑝(·|\2))
𝑑𝑒𝑓
= −

∑︁
𝑤

𝑝(𝑤 |\1) log𝑝(𝑤 |\2).

3.3.1 Retrieval Method. For document retrieval, we represent the
dialogue 𝑔 as a linear mixture of language models induced from its
turns:

𝑝(𝑤 |𝑔𝐷𝑜𝑐 )
𝑑𝑒𝑓
= (1 − 𝛽)𝑝𝑀𝐿𝐸

𝑡1 (𝑤 ) +
𝛽

𝑛 − 1

𝑛∑︁
𝑖=2

𝑝𝑀𝐿𝐸
𝑡𝑖

(𝑤 ); (1)

Table 2: Number of words and the Initial Ranker retrieval
score for candidate relevant and non-relevant sentences in
the initially retrieved list.

Dialogue type Label # Words Initial Ranker score

Ungrounded Non-relevant 30 0.53
Ungrounded Relevant 28.83 0.57

Wikipedia grounded Non-relevant 31.7 0.55
Wikipedia grounded Relevant 31.37 0.59

𝛽 is a free parameter. Since the first turn, 𝑡1, also contains the
dialogue title and the subreddit, we assign it a specific weight. The
document corpus is Wikipedia. A Wikipedia document, 𝑑 , is scored
with respect to 𝑔 using:

𝑆𝑐𝑜𝑟𝑒(𝑑 ;𝑔)
𝑑𝑒𝑓
= −𝐶𝐸(𝑝(·|𝑔𝐷𝑜𝑐 ) | | 𝑝𝐷𝑖𝑟

𝑑
(·)).

The outcome of the document retrieval step is D: the set of top-𝑘
retrieved documents.

The next step is to rank the sentences 𝑠 in S: the set of all sen-
tences of documents in D. For sentence retrieval, we represent the
dialogue using a mixture model again. But, in contrast to Equation
1, the emphasis now is on the last turn, 𝑡𝑛 :

𝑝(𝑤 |𝑔𝑆𝑒𝑛𝑡 ) 𝑑𝑒𝑓= (1 − 𝛽)𝑝𝑀𝐿𝐸
𝑡𝑛

(𝑤 ) + 𝛽
𝑛−1∑︁
𝑖=1

𝛼𝑖𝑝
𝑀𝐿𝐸
𝑡𝑖

(𝑤 ); (2)

𝛼𝑖
𝑑𝑒 𝑓
= 𝛿𝑒−𝛿 |𝑇−𝑖 |∑

𝑗∈I 𝛿𝑒−𝛿 |𝑇−𝑗 | ; 𝑇 = 𝑛 − 1, I = {1, ..., 𝑛 − 1} and 𝛿 is a free

parameter (cf., time-based language models [19]). The rationale
is that the next turn to be generated for the dialog should be, to
some extent, a response to the last turn 𝑡𝑛 . The preceding turns
serve as the dialogue context and their induced language models are
weighed using an exponential decay function. The direct retrieval
score of 𝑠 is defined as:

𝑆𝑐𝑜𝑟𝑒(𝑠;𝑔)
𝑑𝑒𝑓
= −𝐶𝐸(𝑝(·|𝑔𝑆𝑒𝑛𝑡 ) | | 𝑝𝐷𝑖𝑟

𝑠 (·)).
Finally, following common practice in work on sentence retrieval

[27], we integrate the direct retrieval score of 𝑠 with the retrieval
score of its ambient document 𝑑𝑠 :

𝐹𝑖𝑛𝑎𝑙𝑆𝑐𝑜𝑟𝑒(𝑠;𝑔)
𝑑𝑒𝑓
= (1 − 𝛾 )𝑆𝑐𝑜𝑟𝑒 ′(𝑑𝑠 ;𝑔) + 𝛾𝑆𝑐𝑜𝑟𝑒 ′(𝑠;𝑔), (3)

where 𝑆𝑐𝑜𝑟𝑒 ′(𝑑𝑠 ;𝑔) and 𝑆𝑐𝑜𝑟𝑒 ′(𝑠;𝑔) are the min-max normalized
𝑆𝑐𝑜𝑟𝑒(𝑑𝑠 ;𝑔) and 𝑆𝑐𝑜𝑟𝑒(𝑠;𝑔) with respect to D and S, respectively;
𝛾 is a free parameter.

Table 2 shows that candidate sentences retrieved forWikipedia
grounded dialogues contain more words on average than sentences
retrieved for ungrounded dialogues. Relevant (non-relevant) sen-
tences retrieved for grounded dialogues receive higher retrieval
scores by the Initial Ranker than relevant (non-relevant) sentences
retrieved for ungrounded dialogues. For both grounded and un-
grounded dialogues, the average retrieval score for a relevant sen-
tence is higher than that for a non-relevant sentence.

Figure 4 presents the percentage of relevant sentences in the
initially retrieved list as a function of the number of terms in the last
turn of the dialogue (𝑡𝑛). We see an overall increasing trend with
the main exception being very long turns for ungrounded dialogues.
The upward trend can be explained as follows. The sentence ranker
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Figure 4: The effect of the number of terms in the last turn
(𝑡𝑛) in the dialogue on the percentage of relevant sentences
in the initially retrieved list.

puts emphasis on the last turn (𝑡𝑛). With more information in this
turn, the higher the likelihood to retrieve sentences that contain
useful information to produce the next response. These are the
sentences that are deemed relevant.

4 SENTENCE RETRIEVAL MODELS FOR
OPEN-ENDED DIALOGUES

To provide some sentence retrieval performance results on our
proposed dataset, in addition to those of the initial retrieval method
described in Section 3.3, we used a fewmethods described in Section
4.1. Some of these (e.g., neural-based) require a (large) training set.
However, generating a large scale manually annotated training set
is a laborious effort. Therefore, we instead propose in Section 4.2 a
weakly supervised method for automatic labeling.

4.1 Retrieval Methods
We employ a two step sentence retrieval approach. First, we apply
the initial sentence retrieval method described in Section 3.3. Then,
we re-rank the top-𝑘 retrieved sentences using one of the methods
proposed below. In contrast to the ad hoc retrieval task, where
the information need is explicitly expressed via a query, in open-
ended dialogues we have no explicit expression. One proxy to
the presumed information need is the last turn 𝑡𝑛 : in many cases,
as noted above, the next turn to be generated is a response to
𝑡𝑛 . Accordingly, herein we use 𝑡𝑛 as a query for (re-)ranking the
sentences in the initially retrieved list. Utilizing the dialogue context
in the retrieval methods described below, as was the case for the
initial sentence retrieval method, is left for future work.
LM. We score sentence 𝑠 using −𝐶𝐸(𝑝𝑀𝐿𝐸

𝑡𝑛
(·) | | 𝑝𝐷𝑖𝑟

𝑠 (·)).
Okapi. We assign 𝑠 its BM25 retrieval score with respect to 𝑡𝑛 [38].
IREPBERT. Inspired by a study of a few BERT [11] architectures
for ad hoc document retrieval [30], the Independent Representation
method, IREPBERT in short, uses a pre-trained BERT to produce two
vectors: (i) for the query (𝑡𝑛), and (ii) for the sentence 𝑠 . Specifically,
the inputs to BERT for generating the two vectors are “[CLS] 𝑡𝑛
[SEP]” and “[CLS] 𝑠 [SEP]”, respectively. The output vectors, which

correspond to contextual top-level representation of the [CLS] to-
ken, and which are denoted 𝑣𝑡𝑛 and 𝑣𝑠 , respectively, are used to
compute the retrieval score of 𝑠 via cosine similarity,𝐶𝑜𝑠𝑖𝑛𝑒(𝑣𝑡𝑛 , 𝑣𝑠 ).
RANKBERTX. Following Nogueira et al. [29], the RANKBERTX
method is a BERT model which is fine-tuned on a retrieval task
using dataset X. RANKBERTX produces a relevance score for sen-
tence 𝑠 with respect to the query 𝑡𝑛 through a softmax layer. It
gets “[CLS] 𝑡𝑛 [SEP] 𝑠 [SEP]” as an input, and outputs a vector
𝑣𝑜𝑢𝑡 , which corresponds to the contextual top-layer representation
of [CLS]. The output 𝑣𝑜𝑢𝑡 is then fed into a softmax function to
estimate the relevance score for 𝑠:

𝑆𝑐𝑜𝑟𝑒(𝑠; 𝑡𝑛) = 𝑆𝑜 𝑓 𝑡𝑚𝑎𝑥(𝑊𝑠𝑐𝑜𝑟𝑒 𝑣𝑜𝑢𝑡 + 𝑏𝑠𝑐𝑜𝑟𝑒 ); (4)

𝑊𝑠𝑐𝑜𝑟𝑒 and 𝑏𝑠𝑐𝑜𝑟𝑒 are learned parameters.

4.2 A Weakly Supervised Training Set
As discussed in Section 2.2, a common practice for training neural
retrieval models is to further fine-tune a ranking model for the end
task. Since obtaining large scale manually annotated training set is
expensive and time consuming, we useweak supervision instead. To
this end, we propose an automated method for generating pseudo
relevance labels for sentences with respect to conversations created
from Reddit. The constructed training set is used in our experiments
to fine-tune the RANKBERT (X) neural retrieval model in a weakly
supervised manner.

As training data, we considered every thread that includes
Wikipedia grounded turns, each considered as a target turn, within
the training part of our Reddit collection (see Section 3.1), resulting
in 766,334 threads. We filtered out threads with target turns of 5
words or shorter, which we found difficult to automatically label.
For each training example (thread), the initial sentence retrieval
method (Section 3.3) is used to retrieve 1000 sentences. We only
retained threads for which at least one retrieved sentence appears
in the Wikipedia sections linked by the Wikipedia grounded target
turn. Last, we observed that in threads in which the target turn is
followed by more turns in the thread, which we refer to as future
turns, the Wikipedia section linked in the target turn was of more
use within the target turn itself. We therefore kept only threads in
which the target turn is followed by additional turns in the thread,
ending with 72, 953 threads for training. We refer to these threads
as Reddit conversations.

Next, each candidate sentence is assigned a pseudo relevance
label using a weak annotator. To this end, we rely on a real exam-
ple of natural continuation of the thread: the target turn and the
Wikipedia sections that the author indicated as helpful in writing
it. If the turn’s author referenced a specific Wikipedia section but
not the entire document, we view this as an indication that other
paragraphs are less relevant. We note that this assumption does
not hold with high confidence for other documents not referenced
by the turn’s author, because the author might not be familiar with
them. Therefore, our weak annotator labels only sentences in the
documents containing the pointed sections.

Unlike inference time, where only the conversation history is
available, during training set construction the target turn and the
future turns are also accessible and can be used to help the pseudo
relevance labeling process. Let 𝑔 of length𝑚 denote a conversation
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composed of three parts: (a) the conversation history 𝑡1 . . . , 𝑡𝑛 , (b)
the target turn 𝑡𝑛+1, and (c) the future turns 𝑡𝑛+2 . . . , 𝑡𝑚 . To in-
duce pseudo relevance labels using these turns, we used Reciprocal
Rank Fusion (RRF) [4] to fuse the scores assigned by four retrieval
methods:
Term-based cosine similarity. Cosine similarity between the TF-
IDF vectors of a sentence and the target turn 𝑡𝑛+1. We use the RSJ
IDF version [37] with stopword removal and Krovetz stemming.
BERT-based cosine similarity. Similarly to IREPBERT (see Sec-
tion 4.1), we use a pre-trained BERT [11] to separately embed the
candidate sentence 𝑠 to 𝑣𝑠 and the target turn 𝑡𝑛+1 to 𝑣𝑡𝑛+1 . We then
compute the cosine similarity 𝐶𝑜𝑠𝑖𝑛𝑒(𝑣𝑡𝑛+1 , 𝑣𝑠 ).

Fused LM. Let 𝑝𝑀𝐼𝑋
ℎ

(𝑤 )
𝑑𝑒𝑓
= ∑𝑛

𝑖=1 𝛼𝑖𝑝
𝑀𝐿𝐸
𝑡𝑖

(𝑤 ) denote the prob-
ability assigned to 𝑤 by a mixture of language models induced
from the turns in the conversation history. The language models
are increasingly weighted with the exponential decay function 𝛼𝑖
from Section 3.3.1 where 𝑇 = 𝑛 and I = {1, ..., 𝑛}. Similarly, let

𝑝𝑀𝐼𝑋
𝑓

(𝑤 )
𝑑𝑒𝑓
= ∑𝑚

𝑖=𝑛+2 𝛼𝑖𝑝
𝑀𝐿𝐸
𝑡𝑖

(𝑤 ) denote the probability assigned to
𝑤 by amixture of languagemodels induced from future turns, where
𝑇 = 𝑛+2 and I = {𝑛+2, ...,𝑚} for the 𝛼𝑖 ’s. We score a sentence 𝑠 us-
ing −𝐶𝐸(𝑞(·) | | 𝑝𝐷𝑖𝑟

𝑠 (·)), where 𝑞(·) ∈ {𝑝𝑀𝐼𝑋
ℎ

(·), 𝑝𝑀𝐼𝑋
𝑓

(·), 𝑝𝑀𝐿𝐸
𝑡𝑛+1

(·)},
resulting in the ranked lists 𝐿ℎ, 𝐿𝑓 and 𝐿𝑡𝑛+1 . Let 𝑟𝑎𝑛𝑘𝐿𝑗

(𝑠) be the
rank of sentence 𝑠 in 𝐿𝑗 ; the highest rank is 1. The final score of 𝑠
is:

𝑆𝑐𝑜𝑟𝑒(𝑠) =
_

2
1

a + 𝑟𝑎𝑛𝑘𝐿ℎ (𝑠)
+(1−_) 1

a + 𝑟𝑎𝑛𝑘𝐿𝑡𝑛+1 (𝑠)
+
_

2
1

a + 𝑟𝑎𝑛𝑘𝐿𝑓 (𝑠)
,

(5)
where _ and a are free parameters.
Fused BERT. We utilize a fine-tuned RANKBERT (X) from Section
4.1 to rank the sentences against each of the𝑚 turns in conversation
𝑔. As a result, we obtain𝑚 ranked lists 𝐿𝑖 , 𝑖 ∈ {1, ...,𝑚}; 𝑟𝑎𝑛𝑘𝐿𝑖 (𝑠)
is the rank of sentence 𝑠 in 𝐿𝑖 . Let 𝐿ℎ denote a list fused from the
ranked lists induced by the turns in the conversation history. The
fusion score of 𝑠 is∑𝑛

𝑖=1 𝛼𝑖
1

a+𝑟𝑎𝑛𝑘𝐿𝑖 (𝑠)
, where the 𝛼𝑖 ’s are computed

with𝑇 = 𝑛 and I = {1, ..., 𝑛}. Similarly, we create a list 𝐿𝑓 by fusing
the ranked lists induced by the future turns (𝑖 ∈ {𝑛+2, ...,𝑚}) where
𝑇 = 𝑛 + 2 and I = {𝑛 + 2, ...,𝑚} for the 𝛼𝑖 ’s. Finally, we assign each
sentence 𝑠 a score which results from fusing 𝐿ℎ , 𝐿𝑡𝑛+1 and 𝐿𝑓 as in
Eq. 5.

Once all sentences in a document with a referred section are
assigned a retrieval score, the 𝑘 sentences in the pointed sectionwith
the highest retrieval scores are labeled as pseudo relevant; the 𝑘 sen-
tences in the document with the lowest retrieval scores, excluding
sentences in the pointed section, are labeled as pseudo non-relevant.
This selection of pseudo non-relevant sentences strikes a balance
between the fact that the sentences might be topically related to
the conversation by the virtue of being part of the same document,
and the lower likelihood of their relevance due to being the bottom
ranked in the document. Figure 5 exemplifies an outcome of the
auto-labeling algorithm.

Figure 5: Training example of a conversation created from
Reddit with pseudo relevant and non-relevant sentences.

5 EXPERIMENTS
We evaluated the models presented in Section 4 on our novel testset
described in Section 3.2. We next describe the setting and the results
of these experiments.

5.1 Experimental Setting
5.1.1 Data Split and Metrics.

We randomly split the the test set dialogues (Section 3.2) 50 times
into two equal-sized sets: validation set, for hyperparameter tuning,
and test set. In each split, the number of grounded and ungrounded
dialogues is equal between the validation and test sets.

We measure Mean Average Precision (MAP), NDCG of the 5
highest ranked sentences (NDCG@5) and Mean Reciprocal Rank
(MRR) of the highest ranked relevant sentence. The results we
report are average and standard deviation over the 50 test sets.
Statistically significant performance differences are determined
using the two tailed permutation (randomization) test with 10, 000
random permutations and 𝑝 ≤ 0.05. The tests are performed with
respect to the performance attained for each of the 50 test sets. We
use Bonferroni correction for multiple hypothesize testing.

5.1.2 Initial Ranker.
As document collection we use the Wikipedia dump from 2020-

01-014. Parsing was mainly done by Wikiextractor5 with a few
manual improvements. We indexed with Indri6.

We use the Initial Ranker (Section 3.3) with Krovetz stemming
for documents and dialogues, and stopword7 removal only for di-
alogues. We did not include candidates that become empty after
stopword removal. We retrieve the top-1000 documents for each
dialogue and the top-50 sentences for each retrieved document. We
4https://dumps.wikimedia.org/enwiki/20200101/enwiki-20200101-pages-articles-
multistream.xml.bz2
5https://github.com/attardi/wikiextractor.git
6http://www.lemurproject.org/indri
7http://www.lemurproject.org/stopwords/stoplist.dft
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Table 3: Model performance on the testset. ’𝑖’ and ’𝑟 ’ mark
statistically significant differences with the Initial Ranker
and RANKBERTMS→R, respectively. Boldface marks the best
performance in a column.

MAP NDCG@5 MRR

Initial Ranker .238±.007 .355±.012 .353±.012

LM .185±.006
𝑖𝑟

.253±.012
𝑖𝑟

.256±.011
𝑖𝑟

Okapi .185±.006
𝑖𝑟

.259±.010
𝑖𝑟

.258±.009
𝑖𝑟

IREPBERT .172±.004
𝑖𝑟

.236±.009
𝑖𝑟

.240±.008
𝑖𝑟

RANKBERTMS .328±.008
𝑖𝑟

.457±.012
𝑖𝑟

.444±.012
𝑖𝑟

RANKBERTMS→R .345±.009 .480±.013 .461±.012

set 𝛽 to 0.3 in Eq. 1 and 2, 𝛾 to 0.75 in Eq. 3, and the Dirichlet prior
was set to 1000 [51]. For computing 𝛼𝑖 (Section 3.3.1), 𝛿 was set to
0.01, following [41].

5.1.3 Training Settings. In all experiments, BERT-Large [11] was
used as the pre-trained BERT model. We experimented with two
trained RANKBERTX variants with the same architecture (Section
4.1). The first, denoted RANKBERTMS, takes a pre-trained BERT
model and fine tunes it on the passage retrieval task in MS Marco
[28]. The input is “[CLS] 𝑞 [SEP] 𝑝 [SEP]”, where 𝑞 is the query and
𝑝 is the passage in the MS Marco dataset. The model is trained with
a pointwise classification loss8 [28]. The second variant,
RANKBERTMS→R, is a version of RANKBERTMS further fine-tuned,
end-to-end, using our weakly supervised training set (Section 4.2),
with input as described in Section 4.1. We note that this two stage
fine-tuning of BERT-based rankers was also explored in [18].

5.1.4 Hyper-Parameter Tuning.
All hyper-parameters were tuned on the validation sets with

MAP as the optimization criterion. We list the hyper-parameters
and their corresponding tested value ranges. The Dirichlet smooth-
ing parameter used in LM, `, is set to values in {1000, 2000} [51]. For
Okapi BM25, we used𝑘1 ∈ {1.2, 2, 4, 8, 12} and𝑏 ∈ {0.25, 0.5, 0.75, 1}.

We fine-tuned a pre-trained BERT on MS Marco using the Adam
optimizer with learning rate ∈ {3𝑒 − 6, 3𝑒 − 8} and batch size ∈
{64, 128}. As in [29], we trained on 12.8M query-passage pairs from
the dataset. We further fine-tuned RANKBERTMS with the same
training scheme for 10 epochs on our weakly supervised training
set, with the hyper-parameter values mentioned above, to obtain
RANKBERTMS→R. The maximum sequence length is 512. All turns
were truncated to 70 tokens, which is the maximum length of turns
in the test set, affecting less than 0.1% of the training set candidates.

For automatic labeling of the training set (Section 4.2), we used
RRF with default parameter a=60, empirically set𝑚 future turns
to 4, _ to 0.3 in Eq. 5, and and 𝛿 to 0.01, when computing 𝛼𝑖 for
the Fused LM and Fused BERT methods. We select the top-3 and
bottom-3 sentences to serve as the pseudo relevant and non-relevant
sentences, respectively. In BERT-based weak annotators, turns and
sentences were truncated to contain 64 and 112 tokens, respectively.

5.2 Results
The performance of all evaluated models on the proposed dataset is
presented in Table 3. We see that IREPBERT, LM and Okapi, which
8Training with pairwise loss showed no improvement.

Table 4: MAP performance for ungrounded and Wikipedia
grounded dialgogues. ’𝑖’ and ′𝑟 mark statistically significant
differences with the Initial Ranker and RANKBERTMS→R,
respectively. Boldface marks the best result in a column.

Ungrounded Wikipedia Grounded

Initial Ranker .223±.009𝑟 .252±.010𝑟

LM .170±.009
𝑖𝑟

.197±.009
𝑖𝑟

Okapi .168±.009
𝑖𝑟

.197±.009
𝑖𝑟

IREPBERT .159±.008
𝑖𝑟

.184±.008
𝑖𝑟

RANKBERTMS .311±.012
𝑖𝑟

.340±.012
𝑖𝑟

RANKBERTMS→R .323±.014
𝑖

.362±.012
𝑖

only match the last turn 𝑡𝑛 with a sentence perform statistically
significantly worse than the Initial Ranker that matched the sen-
tence with the entire dialogue history. This is a clear evidence that
using the dialogue history is important to effectively represent the
information need behind the last turn. This finding echoes a sim-
ilar insight from prior work on response selection for dialogues
[44]. It is surprising to see that pre-trained BERT (IREPBERT) under-
performs compared to the token-based language models: LM and
Okapi. This indicates the importance of fine-tuning BERT models
to ranking tasks.

However, once fine-tuned for a retrieval task, a BERT model sta-
tistically significantly outperforms all token-based retrieval meth-
ods: compare the performance of RANKBERTX methods to that of
the other methods in Table 3. This shows that once the dialogue
context is taken into consideration in the initial sentence retrieval,
re-ranking can improve results with fine-tuned models even when
only the last turn and the sentence are matched. In future work, we
plan to investigate whether neural models that consider also the
dialogue history can further improve performance as indicated in
some prior work on conversational search [15, 50].

Table 3 also shows the performance gain of further fine tuning a
model on the specific task at hand. Indeed, while RANKBERTMS out-
performs all non-fine-tuned models, the RANKBERTMS→R model,
which was further fine-tuned using our weakly supervised training
set, improves the performance. This method attains the highest
performance with all performance gains over other methods being
statistically significant. This finding also demonstrates the effec-
tiveness of our weak annotator and weakly supervised training
set, showing that performance can be improved without manual
annotation for training.

To offer more insight on the types of dialogues in our testset,
we computed the MAP of the tested models only on Wikipedia
grounded dialogues and only on ungrounded dialogues (see Section
3.2). The performance results, presented in Table 4, show that all
models perform better on the Wikipedia grounded dialogues; yet,
the relative performance order of methods for ungrounded and
grounded diagloues is the same9. Thus, we conclude that Reddit
conversations that include references to Wikipedia have structure,
and embody information, that allow for more effective retrieval
than conversations with no such references. In future work we

9Results for MRR and NDCG@5 show the same patterns as for MAP, and are omitted
as they convey no additional insight
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plan to investigate whether different model architectures should
be applied to each conversation type.

6 CONCLUSIONS AND FUTUREWORK
We introduced the task of sentence retrieval from a document
corpus for open-ended dialogues. The goal is to retrieve sentences
that contain information useful for generating the next turn in
a given dialogue. Sentences that meet this criterion are deemed
relevant to the dialogue.

To evaluate retrieval models for the dialogue-based sentence re-
trieval task, we created a dataset consisting of 846 Reddit dialogues
and candidate retrieved sentences from Wikipedia. The dataset
also includes human relevance judgments for each sentence. The
dataset is available at: https://github.com/SIGIR-2022/A-Dataset-
for-Sentence-Retrieval-for-Open-Ended-Dialogues.git.

We are not aware of other publicly available datasets suitable for
the evaluation of retrieval effectiveness for open-ended dialogues. A
unique characteristics of the task is the fact that there is no explicit
statement of an information need in the form of questions or queries.
Accordingly, the relevance definition we use for sentences is not
based on satisfaction of an information need or on being an answer
to a question. Rather, as noted above, it is based on the usefulness
of the information included in the sentence for generating the next
response in the dialogue.

We evaluated several retrieval models on the the novel dataset, in-
cluding (unigram) language modeling, probabilistic retrieval (Okapi
BM25) and neural rankers. To fine-tune neural rankers to the pro-
posed open-dialogue retrieval task, we presented a weak annotator
that automatically assigns pseudo-relevance labels to training set
sentences. We show that a neural ranker which was fined-tuned us-
ing our weakly supervised training set outperforms all other tested
models, including a neural ranker fine-tuned on the MS Marco
passage retrieval dataset.

In future work, we would like to devise BERT-based retrieval
models that are trained based on weak supervision alone, using a
pre-trained BERT, without the need for large annotated training sets
like MS Marco. We would also like to ground generative language
models with our retrieval models and study the conversations that
emerge from such grounding.
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A ANNOTATION INSTRUCTIONS
Figure 6 presents the instruction form provided to the annotators.
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