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ABSTRACT

Math Word Problems (MWP) aims to automatically solve mathe-
matical questions given in texts. Previous studies tend to design
complex models to capture additional information in the original
text so as to enable the model to gain more comprehensive features.
In this paper, we turn our attention in the opposite direction, and
work on how to discard redundant features containing spurious
correlations for MWP. To this end, we design an Expression Syntax
Information Bottleneck method for MWP (called ESIB) based on
variational information bottleneck, which extracts essential features
of expression syntax tree while filtering latent-specific redundancy
containing syntax-irrelevant features. The key idea of ESIB is to en-
courage multiple models to predict the same expression syntax tree
for different problem representations of the same problem by mu-
tual learning so as to capture consistent information of expression
syntax tree and discard latent-specific redundancy. To improve the
generalization ability of the model and generate more diverse ex-
pressions, we design a self-distillation loss to encourage the model
to rely more on the expression syntax information in the latent
space. Experimental results on two large-scale benchmarks show
that our model not only achieves state-of-the-art results but also
generates more diverse solutions. The code is available.!
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1 INTRODUCTION

Math Word Problems (MWP) is challenging and draws much atten-
tion from researchers in the field of natural language processing
[3, 25] and information retrieval (e.g., mathematical understanding)
[8,26]. MWP aims to automatically answer mathematical questions
given in a natural language, which requires the model not only
understand what facts are presented in a text, but also possess the
reasoning capability to answer the mathematical question. Table 1
shows three examples of MWP with three mathematical problems
and their solution expressions with answer.

Inspired by the success of deep learning [14, 21], the encoder-
decoder framework with attention mechanisms [2] have been dom-
inated in MWP [18-20], which bring the state-of-the-art to a new
level. The key idea is to use an encoder to learn representations
of problem text and employ a decoder to generate the correspond-
ing solution expression and answer. Subsequently, several studies
propose sequence-to-tree models, which explore the tree structure
information presented in the text and improve the generation of
solution expressions [23, 24, 28].

However, the previous MWP methods appear to rely on spurious
correlations between the shallow heuristics in problem and solu-
tion expression [15]. For example, as shown in Table 1, previous
models may associate Problem 1 and Problem 2 with the mathe-
matical formula “xxy+z”, since these two problems have similar
semantic patterns, e.g., calculating the speed. Based on this asso-
ciation, the models could generate wrong solution expression for
Problem 3 which has similar semantic problem expression like the
text segment "place A to place B" in Problems 1-2. In particular,
the models that learn spurious correlations are more likely to gen-
erate wrong solution expression “220 X 25% + 30%”, rather than
“220+(25%+30%)” for Problem 3. We define such a false association
as spurious correlation. Some recent studies have revealed that
MWP solvers relying on spurious correlations could achieve high
accuracy [9, 15]. These models can even compute correct answers
without paying attention to the question part in the problem such as
the text segment “how many kilometers is the total length of the two
places?” in Problem 3 calculating the distance. In addition, the solu-
tion expression is sensitive to the perturbed latent representations
[10], since the semantically similar mathematical problems, even
with totally different solution expressions and questions, can be
encoded closely in the latent space. We believe it is an evidence that
redundant information containing spurious correlations is encoded
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Table 1: Three examples of MWP.

Problem 1: From place A to place B, if a bicycle travels 16 kilometers
per hour, it can be reached in 4 hours. If it only takes 2 hours by car,
how many kilometers per hour does the car travel?

Solution Expression 1: 16xX4+2 Answer: 32

Problem 2: Uncle Jack drove from place A to place B, and it took 6
hours to arrive at the speed of 70 kilometers per hour. When I returned,

I accelerated the speed due to the task. It only took 4 hours to return to
the first place. What was the speed when I returned?

Solution Expression 2: 70x6+4 Answer: 105

Problem 3: A car travels 25% of the whole journey from place A to
place B in the first hour, 30% of the whole journey in the second hour, a

total of 220 kilometers in two hours, how many kilometers is the total
length of the two places?

Solution Expression 3: 220 + (25% + 30%) Answer: 400

Wrong Solution Expression 3: 220 X 25% <+ 30%

in the latent representation. Therefore, it is necessary to alleviate
the spurious correlations by compressing the latent representations
for math expressions while filtering latent-specific redundancy.

To solve the above challenges, we design a Expression Syntax
Information Bottleneck method for MWP based on variational in-
formation bottleneck (VIB) [1], which aims to discard redundant
information containing spurious correlations [7, 13]. Our key idea
is to encourage multiple models to predict the same math expres-
sion with different problem representations of the same problem
so as to capture consistent information about expression syntax
tree in expressions and discard latent-specific redundancy contain-
ing syntax-irrelevant information. In addition, we leverage mutual
learning [29] for learning variational information bottleneck, which
can effectively reduce the latent-specific redundancy. Inspired by
the observation that there are usually multiple solutions to solve a
problem, we also design a self-distillation loss which encourages the
decoder to rely on the syntax information in latent space, enabling
the model to generate diverse solutions.

We summarize our main contributions as follows. (1) We are the
first to reduce spurious correlations so as to improve the perfor-
mance of MWP. (2) We propose a novel expression syntax informa-
tion bottleneck method for MWP, which extracts essential syntax
information of math expression and filters redundant information
containing spurious correlations. (3) We design a self-distillation
loss to encourage the model to generate more diverse solution ex-
pressions. (4) Extensive experiments on two benchmark datasets
show that our model outperforms the strong baselines in a notice-
able margin.

2 METHODOLOGY

A math word problems (MWP) can be denoted by a projection F :
x — z > y, where x = {wy, Wy, ..., Wy, } is the problem sequence
with m words, z is the compressed representation of the original
problem x and y = {01,02,...,0,} is the solution expression of the
problem with n words. The goal of MWP is to establish a model F
which generates a correct solution expression y and calculates the
correct answer for the problem x.
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Figure 1: Overview of the proposed method ESIB.

As illustrated in Figure 1, the proposed ESIB is composed of a
source network (denoted as SN) and a collaborator network (de-
noted as CN). The two networks are optimised collaboratively and
capture consistent information across different problem representa-
tions throughout the training process. We use the deep variational
information bottleneck (VIB) framework as the backbone of both SN
and CN. The VIB aims to generate problem representation z € R®
by compressing and discarding redundant information in latent
representation o € R¢ without reducing essential information re-
lated to the target y, where d denotes hidden size of decoder and
s denotes the dimension of problem representation. So the above
projection F can be rewritten as F : x — v +— z +— y, where v
denotes latent representation and z denotes problem representation
sampled from e (v) ~ N (e (v), €% (v)) (e denotes a dense layer).

2.1 Encoder-Compressor-Decoder Architecture

Encoder. We adopt the RoBERTa model [11] as our encoder. We
pass the problem sequence x into the RoBERTa model and obtain
latent representation v ([CLS] vector output by the pre-trained lan-
guage model (PLM) and its dimension is converted from 768 to d by
a dense layer). In order to model the relationship between the quan-
tities in the PLM, we set up a learnable quantity embedding matrix
Q; ={q1.92, - -, qn}, similar to the learnable position embedding
in BERT [5]. When passing the sequence x into the encoder, we
replace the each quantity in the sequence x (i.e., the numbers in
the problem) with a embedding g; € Q;.

Compressor. Our model takes the encoder output v and feeds it
into a variational information bottleneck [1] module which outputs
a sampled vector z. This part removes redundant information by
optimizing a variational upper bound V. We will detail how to
optimize Vyp in Section 2.2.

Decoder. Our decoder follows the GTS model [24]. We use the
sampled representation z to initialize the initial state of the de-
coder and the recursive operation of the decoder to construct y by
the order of pre-order traversal. First, the root node groot (middle
operator part) is first generated. Then, we generate the left child



node g;. Finally, we generate the right child node g;,. This process
has been iterated until the leaf nodes are generated. The attention
mechanism is applied to learn the global context vector G; which
is utilized to generate the current node token g;. Here we denote
the digital embedding after being encoded by the encoder as Q.
Mathematically, we define the attention mechanism as follows:

Attention (X, gyoop 97), @1 £ 0.

G; =1{ Attention (X, Gyoor 4s1)s 91 € 0. (1)
Attention (X, g,oo)> 91 451 € 0.
Ji. hi = Predict(G;, Q), ()

where Predict(-) is prediction layer for producing tree nodes 7j; and
hidden state of decoding step i (denoted as hi € RY).

If the current node is an operator, we will generate the left and
right child nodes and push them into the stack in the tree decoder
according to the top-down method. If it is a number, we will perform
the merge operation until the leaf nodes in the stack pop out, and
the result of the merge is pushed into the left child node stack for
attention operation. The merge operation will pop the required
node g, and ggpree from an embedding stack. Finally, the merge
operation outputs the answer of the mathematical expression. This
recursive construction process can be defined as follows:

q = Left(é, i, Groot)- ®)
qr = Right(é, is Groot)- &)
qm = Merge(%p, Gsubtree> qm—l)' (5)

2.2 Information Bottleneck

Our ESIB method is driven by Information Bottleneck (IB) [1, 17]
that forces features to be concise by filtering the task-irrelevant
information (i.e., syntax-irrelevant spurious correlations for MWP).
Specifically, suppose we know the joint distribution p(x, y), our goal
is to learn a problem representation z that maximizes its predictive
power for generating y, subject to the constraints of the amount of
information it carries about x:

Lip =1(y;2) — M(x;2), (6)

where I(-;-) denotes the mutual information. A is a Lagrangian
multiplier that controls the trade-off between the sufficiency (the
task performance quantified by I(y;z)) and the minimality (the
complexity of the representation quantified by I(x; z)). In this paper,
we focus on compressing the redundancy in latent representation v
(denoted as a substitute for the problem x). Following [1], Equation
(6) can be variationally upper bounded by:

N
Vig =+ > {ADxa (e (21 0") [6(2)) — Eclogd (4" | ¢ ("))},

n=1

7
where N is the number of data, e (z", €) transforms the z into initial
state of the decoder (denoted as Z € R™9) and e (z | v™) transforms
the representation v into two tensors: e#(v) denotes the features-
mean and e (v) denotes the diagonal features-covariance. We use
the reparameterization to obtain the compressed representation
z=e(v,€) = e#(v) +€e? (v) with e ~ N (0, 1). The prior distribution
of z (denoted as b(z)) is a standard normal distribution. The de-
coder d converts the sampled representation z into a mathematical
expression y, and calculates the answer.

With the compression capability of VIB, it is possible to lose
the necessary information about the target y in the feature z when
optimizing the trade-off between the compression and redundancy.
We will introduce how to identify the syntax-irrelevant information
in Section 2.3.

2.3 Latent-specific Redundancy

In this section, we demonstrate that the latent-specific redundancy
containing syntax-irrelevant information can be effectively reduced
by using mutual learning [29]. Inspired by the method forcing two
networks to learn from each other [29], we encourage two networks
to produce compressed representation z filtered latent-specific re-
dundancy for keeping all predictive information about expression
syntax trees in expression y by passing an representation of expres-
sion syntax tree (denoted as y;ree Obtained by concatenating each
h; defined in equation(2) when decoder predicts the expression
syntax tree of the math expression) to each other.

We attempt to learn a vector z that contains expression syntax
tree information about solution expression y as much as possible
and achieve this goal by optimizing the mutual information of v and
z. We take CN as an example, and factorize the mutual information
[6] between v1 and z; as follows:

I(v1;21 | 02) + I (v2;21) . (3
[ — —_———
Latent-specific Redundancy ~ Consistent Information

I(v1;21) =

where v7 and z; denote latent and problem representation for CN
respectively; vz and zz denote that of SN. I (v1;2z;1 | v2) indicates
that the information contained in z; is unique to v; and cannot be
inferred by representation vy [6]. We call I (v1;21 | v2) as latent-
specific redundancy or syntax-irrelevant information. It can be dis-
carded by minimizing I (v1;z1 | v2)[6] which can be upper bounded
by the following inequality:

p(z1 ] 01)]

p (21| v2)
p(z1]o)p (22| 02)]

p(z2 | v2) p (21 | v2)

=Dk [p (21 | v1) llp (22 | v2)] = Dkr [p (22 | v1) llp (22 | v2)]
< Dir [p (21 | o1) lIp (22 | v2)] -

I(v1;21 | 02) = Evl,vz~51(le)EZ1,Zz~52(Z|0) [log

= Eo,,0,~8, (0]%) Bz1,20~5 (2] 0) [IOg

©)
Inspired by [6], we approximate the upper bound above by re-
placing z with ysree. Since ysree generated from z contains all the
information of the representation z and all the latent-specific re-
dundancy to be discarded. In addition, the parameters to be opti-
mized about z are included in the decoder. Considering the above
points, we utilize Dgy, (le ||P22) (P2, denotes p (ym;e1 | zl) and
P,, denotes p (yrree, | z2) right) as an upper bound to approximate
Dkr [p (21 | v1) |lp (22 | v2)]. Similarly, we can use Dgy, (P, ||Pz,)
to minimize I (v2;z3 | v1) for SN. We introduce the objective Lsxr,
to minimize the latent-specific redundancy for both z; and z;:

LskrL = Igiql;lEvl,vz~Eg(v|x)Ezl,zg~E¢,(z|v) [Dskr [Pz, IPz,]]  (10)

where 6 and ¢ denote the parameters of CN and SN. The two net-
works are optimized alternately during training. P;, = pg (y1 | z1)
and Pz, = py (y2 | z2) denote the concatenation of the output
distributions at each step of the model prediction of CN and SN



respectively. Dsg denotes symmetrized KL divergence obtained by
averaging the expected value of Dg, (P2, [|P2,) and Dy, (P2, [Pz, ).
We calculate this loss by mutual learning [29] between CN and SN.
In the mutual learning setup, in an iteration, the model will compute
Lskr, and Lggy, for CN and SN respectively. In addition, we need
to maximize I (v2; z1) to ensure that the compressed representation
z1 has enough information to predict y. We use the chain rule to
decompose I (v2;z1) into the following two terms:

I(vg;21) =1(v2521 | y) + I(z15y) , (11)
[ — N —
Redundancy  Predictive Information

where y represents ground-truth solution expression. In practice, we
can maximize I (z1;y) = E¢ logd (y" | e (x", €) (included in V;p)
which is calculated to compress redundant information I (vg; 21 | y)
and indirectly maximize I (v2;21). Ideally, I (v2;21 | y) should be
zero. As suggested in [6], we minimize latent-specific redundancy
by jointly minimizing I (v1;2; | v2) and maximizing I (v;z1). We
define the redundancy terms in Eq. (8) and Eq. (11) as the syntax-
irrelevant information.

2.4 Self-distillation Loss

In this section, we introduce a novel self-distillation loss to increase
the diversity of generated expressions. Suggested by [7], the I(v; z |
y) in conditional information bottleneck can be variationally upper
bounded by:

Dy (e (z [ 0") 1 (= [ y")). (12)

where e (z | ™) defined in equation (2) is moved towards the con-
ditional marginal b*(y) ~ N (b*(y), b° (y)). We modify equation
(12) as:

N
1
Vspr =3 D, Dske (@l12). (13)
n=1

where 7 denotes that averaging the all hi. Intuitively, Vspr, make
the decoder more rely on latent space of z which contains expres-
sion syntax tree information for all expressions when predicting
expression y. Benefiting from the randomness of z, the model can
generate more diverse solution expressions. Finally, we calculate
the loss functions £ for SN and £ for CN as follows:

Ly =V, +Vspr, + a X Lsk1,- (14)
Ly =V, + Vspr, + a X Lskr,. (15)
where « is a proportional coefficient. Vig,, Vspr,, Lsk1, are the
training objectives for SN. Vig,, Vspr,, Lsk1, are the training
objectives for CN. Based on empirical observation, although Vspr

can increase the diversity of solution expressions, it also reduces
accuracy of the final answer.

3 EXPERIMENTAL SETUP

Datasets. We conduct experiments on two benchmark MWP

datasets: Math23k [22] and Ape210k [30]. Math23k contains 22162/1000

questions for training/testing, respectively. Ape210k is composed
of 166,270 questions for training, 4,157 questions for validation, and
4,159 questions for testing.

Implementation Details. The word embedding size of decoder is
set to 1024 and proportional coefficient « in loss function is set to
0.005. We set the dimension of vectors z to 50. When the encoder
is BERT, we set the dimension of z to 32. We adopt RoBERTa [11]
as the problem encoder. Following RoBERTa’s setting, the hidden
size of the encoder is set to 768, and we set the hidden size of the
decoder to 1024. We used Adamw [12] as the optimizer with the
learning rate as 5e-5. The mini-batch size is set to 16. We adopt
a beam search with the size of 5. Dropout (dropout rate = 0.5) is
employed to avoid overfitting. For Ape210K, we set the maximum
sequence length of questions as 150 and that of solution expressions
as 50, similar to [23]. Our model takes 80 epochs on Math23k and
50 epochs on Ape210k for convergence.

Baselines. We compare our model with several strong baseline
methods, including NumS2T [23], TSN-MD [27], MATH-EN [18],
Multi-E/D [16], GTS [24], StackDecoder [4], KAS2T [23], Graph2tree
[28], and Ape [30].

4 EXPERIMENTAL RESULTS
4.1 Main Results

The evaluation metric is answer accuracy. Table 2 show the perfor-
mance comparison of our model with baseline methods on Math23K
and Ape210k, respectively. In Table 2, since there is a trade-off be-
tween the variety of expressions and the correctness of the answer,
we do not add Vspy into the source network (SN) and the collabo-
rator network (CN). From Table 2 we can observe that our models
(both CN and SN) achieve consistently and substantially better per-
formance than the compared methods. In addition, the accuracy
of CN is higher than that of SN. This is because, in one iteration,
CN is provided with y;yee predicted by SN when SN has not been
trained by ground-truth then SN is provided with y;,¢e predicted
by CN when CN has been trained by ground-truth.

We also measure the accuracy of solution expression. We con-
sider a solution expression as correct when the predicted expression
exactly matches the ground truth solution. Generally, the math-
ematical expression generated by the tree decoder conforms to
the syntactic specification. As long as the answer obtained by the
expression operation is consistent with the ground-truth, then we
consider the expression to be a valid solution. We take the subtrac-
tion value between answer accuracy (denoted as Answer-Acc) and
solution expression accuracy (denoted as Expression-Acc) as the
diversity evaluation metric (denoted as Diversity) of the generated
solution expressions. As shown in Table 3, our model can generate
more diverse solution expressions that are not included in ground-
truth expressions. As expected, the model with Vspy has better
diversity but lower answer accuracy.

4.2 Ablation Study

We conduct ablation test on Math23k to analyze the impact of
different components in ESIB. Since the best results are produced
by CN, we only conduct ablation study on CN. First, we remove the
mutual learning, denoted as CN w/o MT. Second, we remove the
VIB from SN and CN to evaluate the impact of VIB (denoted as CN
w/o VIB). In addition, we report the results by removing both MT
and VIB (denoted as CN w/o MT+VIB). To evaluate the impact of



Table 2: Solution accuracy of ESIB and various baselines. Note
that Math23K denotes results on public test set.

Models Math23k Ape210k
StackDecoder - 52.2
GTS 75.6 67.7
KAS2T 76.3 68.7
TSN-MD 77.4 -
Graph2Tree 77.4 -
Ape - 70.2
NumS2T 78.1 70.5
Multi-E/D 78.4 -
SN 84.2 76.3
CN 85.9 76.8

Table 3: Accuracy of diversity generation on Math23k with
Self-distillation Loss.

Models Answer-Acc Equation-Acc Diversity
MATH-EN 66.7 60.1 6.6
GTS 75.6 64.8 10.8
TSN-MD 77.4 65.8 11.6
CN with Vspr. 85.4 71.9 13.5
CN 85.9 73.5 12.4

Table 4: Ablation study on Math23k.

Models Math23k
CN 85.9
CN w/o MT 85.2
CN w/o VIB 84.8
CN w/o MT+VIB 83.1
CNBERT 84.3

CNggrT W/0 MT+VIB 82.4

Table 5: Case study from Math23k. Demonstrates the ability
of the model to generate multiple solutions.

Problem Text: A train leaves from place A at 7
o’clock and arrives at place B at 17
o’clock. The train travels 75 kilome-
ters per hour. How many kilome-

ters is the distance between the two

places?
Ground-truth: (17 =7)x 75
Source Network: (17 -7) x 75

Collaborator Network: | 17 X 75 — 7 X 75

the pre-training model, we also replaced the RoBERTa encoder with
BERT [5] (denoted as CNggrT). We summarize the results in Table
4. Both the VIB strategy and mutual learning contribute greatly to
the performance of ESIB.

4.3 Case Study

As an intuitive way to show the performance of ESIB, we randomly
choose one problem form Math23k and show its solution expres-
sion generated by our model. As shown in Table 5, we observe
that our model can produce two different but equivalent solutions.
In addition, our model can correctly solve the problems in Table
1, which proves that our model does effectively reduce spurious
correlations.

5 CONCLUSION

In this paper, we proposed an expression syntax information bot-
tleneck method for MWP with mutual learning, which discards
redundant features containing spurious correlations. Furthermore,
we designed a self-distillation loss to encourage the model to rely
more on the syntax information in the latent space. Extensive ex-
periments on two benchmark MWP datasets demonstrated the
effectiveness of our model.
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