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ABSTRACT

Image retrieval with hybrid-modality queries, also known as com-
posing text and image for image retrieval (CTI-IR), is a retrieval task
where the search intention is expressed in a more complex query
format, involving both vision and text modalities. For example, a
target product image is searched using a reference product image
along with text about changing certain attributes of the reference
image as the query. It is a more challenging image retrieval task
that requires both semantic space learning and cross-modal fusion.
Previous approaches that attempt to deal with both aspects achieve
unsatisfactory performance. In this paper, we decompose the CTI-
IR task into a three-stage learning problem to progressively learn
the complex knowledge for image retrieval with hybrid-modality
queries. We first leverage the semantic embedding space for open-
domain image-text retrieval, and then transfer the learned knowl-
edge to the fashion-domain with fashion-related pre-training tasks.
Finally, we enhance the pre-trained model from single-query to
hybrid-modality query for the CTI-IR task. Furthermore, as the con-
tribution of individual modality in the hybrid-modality query varies
for different retrieval scenarios, we propose a self-supervised adap-
tive weighting strategy to dynamically determine the importance
of image and text in the hybrid-modality query for better retrieval.
Extensive experiments show that our proposed model significantly
outperforms state-of-the-art methods in the mean of Recall@K by
24.9% and 9.5% on the Fashion-IQ and Shoes benchmark datasets
respectively.
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1 INTRODUCTION

With the continuous emergence of a large amount of multimedia
data on the Internet, multimedia retrieval has become a basic tech-
nology to meet the needs of users for information access, such as
searching for a product image similar to the query picture [23],
or retrieving images via descriptive text queries [9, 10, 35]. The
query can be in the same modality as the retrieval target or in a
different modality as in cross-modal retrieval [9, 30, 35]. However,
in either case, the query from a single modality is limited to express
complex search intentions, such as searching an image similar to a
reference image but with some modifications described in the text.
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Figure 1: Illustration of image retrieval with hybrid-
modality queries. The importance of each modality in the
hybrid-modality query varies for different retrieval inten-
tions.

In such case, the search intention is expressed in a more complex
query format with hybrid-modality that involves both vision and
text modalities as illustrated in Figure 1. This is especially common
in the fashion e-commerce scenario, where users tend to search for
a similar fashion product when seeing a reference picture, but at
the same time wanting certain changes over the reference, such as
changing the color, length, style, etc. In addition, composing text
and image for image retrieval also enables multi-round retrieval
with text feedback [13, 37, 40], which has a great application po-
tential in the dialog-based interactive retrieval scenario [13]. In
this paper, we focus on the image retrieval with hybrid-modality
queries problem, also known as the composing text and image for
image retrieval (CTI-IR) task [34].

Previous approaches [5, 12, 15, 18, 19, 34, 36, 39] for this task
can be categorized into two types. The first type of works [5, 15,
19, 34, 36] mainly focus on designing complex components for the
multi-modal fusion between text and image queries. For example,
Vo et al. [34] propose a TIRG model with gated residual connec-
tion to modify partial image regions with text guidance and keep
others unchanged. Wen et al. [36] propose to combine local-wise
and global-wise composition modules for both local and global
modification demands. The second type of works [12, 18, 39] focus
on enhancing the semantic embedding space by combining the
image&text-to-image matching and image&image-to-text matching
with multi-task learning. For example, Yang et al. [39] propose an
auxiliary module to align the difference between reference and
target images with the modification text by joint prediction.
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Figure 2: Concept illustration of the proposed three-stage
progressive learning for the CTI-IR task.

However, due to the scarcity of supervised data which needs to be
in the triplet format as <reference-image, modification-text, target-
image>, and the complexity of CTI-IR task which requires both the
semantic space learning for target retrieval and cross-modal fusion
between hybrid-modality queries, it is hard to effectively learn
the complex knowledge together and thus the existing methods
in both two types achieve marginally satisfactory retrieval results,
with only about 30% of queries retrieving the correct image in the
top-10 rank. Based on our analysis, we consider three challenges
to be tackled in this task. First, similar to other image retrieval
tasks, a semantic embedding space needs to be learned, in which
instances with similar semantics even in different modalities are
closer, while irrelevant ones are away from each other. Second,
since the CTI-IR task mainly focuses on the fashion domain, the
domain-specific triplet training examples are rather scarce, making
it difficult to learn effective multi-modal fusion for hybrid-modality
queries. Last but not least, the individual modality contribution in
the hybrid-modality query varies for different retrieval intentions.
As shown in Figure 1, the vision modality is more important than
text when the users expect to search for a fashion product much
similar to the reference product image, while the text modality is
more important when more detailed descriptions for the target
image are provided. Therefore, the model needs to learn how to
adaptively assign different importance on the image and text queries
according to their characteristics.

Considering that the above three challenges are difficult to solve
perfectly together, in this paper, we decompose the CTI-IR task into
a three-stage learning problem to acquire the knowledge step by
step progressively. Inspired by the prominent success of CLIP [27]
(Contrastive Language-Image Pre-training) on the open-domain
image-text cross-modal retrieval due to its pre-training on large-
scale image and text pairs, we propose to leverage the open-domain
semantic joint embedding space learned by CLIP. As shown in Fig-
ure 2, we first utilize the capability of CLIP on the open-domain
single-query image retrieval, which can project semantically rel-
evant images and texts closer, while the irrelevant instances far-
ther away. Then, we transfer the learned knowledge from open-
domain to the fashion domain by further pre-training the model
with fashion-related pre-training tasks. Finally, we adapt the model
from single-query to the CTI-IR task with hybrid-modality query
on the limited <reference-image, modification-text, target-image>
triplet data. With the three-stage progressive learning, our model

can easily exploit rich resources in other data format and from
other domains, and learn the complex knowledge progressively for
the CTI-IR task. To dynamically fuse the image and text queries for
different retrieval intentions, we propose an adaptive weighting
strategy learned by self-supervised pseudo labels to dynamically
assign different focuses on the image and text queries. Extensive
experiments on the Fashion-IQ [37] and Shoes [13] benchmark
datasets show that our simple but effective model significantly out-
performs existing methods. Additionally, qualitative visualization
shows that our model can indeed adaptively focus more on the
image or text query to better retrieve the target image.

The main contributions of this work are as follows:

e We decompose the CTI-IR task into a three-stage learn-
ing problem to acquire the complex knowledge progres-
sively, and fully exploit the open-domain and open-format
resources to alleviate the data scarcity of fashion-domain
triplet data.

e We analyze the roles that image and text queries play for
different retrieval intentions, and propose an adaptive multi-
modal weighting strategy to dynamically compose image
and text queries.

e Our model significantly outperforms state-of-the-art meth-
ods on Fashion-IQ and Shoes benchmark datasets, with the
mean of Recall@K improved by 24.9% and 9.5% respectively.

2 RELATED WORK

2.1 Image Retrieval

Image retrieval is an important research problem in both computer
vision and information retrieval, which searches for an image from
a large-scale database given a query. The query can be an image
[23], or in other modalities such as the descriptive text [9, 35] or
a sketch [16, 30], which is called cross-modal image retrieval. The
mainstream approach is to learn a joint semantic embedding space,
in which the query and retrieval candidates with similar semantics
will be projected closer, and otherwise farther away. Although ex-
cellent results have been achieved, the single-query has a poor per-
formance in expressing complex retrieval intentions. Recently, Vo
et al. [34] propose composing text and image for the image retrieval
(CTI-IR), where the image query stands for a reference and the text
query describes some modification requests of the reference image.
Subsequently, more and more works focus on this CTI-IR task. The
previous works [4, 5, 12, 15, 18, 19, 34, 36, 39, 41] can be categorized
into two types. The first type of works [5, 15, 19, 34, 36] mainly
focus on the multi-modal fusion between image and text queries.
The TIRG [34] model fuses the reference image features and the text
representation with a gated residual connection to modify parts of
the image and keep others unchanged. The VAL [5] model exploits
fine-grained local image feature maps and fuses them with the text
representation via attention mechanism. The recently proposed
CLVC-Net [36] combines local-wise and global-wise image-text
compositions for various image modification demands. The second
type of works [12, 18, 39] propose to train the model with both
image&text-to-image matching and image&image-to-text matching
objectives to improve the semantic space learning. However, both
types of approaches attempt to simultaneously learn the semantic
embedding space for target retrieval and the multi-modal fusion



between hybrid-modality queries, which is hard especially when
the supervised data is limited. Moreover, the previous works also
do not consider that the importance of each modality in hybrid-
modality queries is different for different retrieval intentions. In this
work, we propose a progressive learning strategy to fully exploit
the single-query image retrieval knowledge in open-domain and
fashion-domain, and adaptively adjust the roles of image and text
queries for the CTI-IR task.

2.2 Vision-Language Pre-training

Inspired by the success of large-scale transformer-based pre-training
models [7, 28] in the field of Natural Language Processing, similar
attempts are also conducted in vision and language research. There
are mainly two types of architecture choices for Vision-Language
Pre-training (VLP) models, including single-stream and two-stream
architectures. The single-stream VLP models [6, 20-22] encode
image features and text embeddings with a single transformer en-
coder, which explores the multi-modal interactions at an earlier
stage. The two-stream VLP models [24, 32] however first encode
the two modalities separately, and then combine the features from
the two branches with a cross transformer encoder for the multi-
modal fusion. Although impressive results have been achieved in
many vision-and-language downstream tasks, e.g. VQA [1, 2, 11]
and image captioning [1, 17, 33], both the single-stream and two-
stream methods suffer from the low retrieval efficiency problem
due to the cross fusion encoder, and thus are inappropriate for
the image retrieval task. Radford et al. [27] propose a Contrastive
Language-Image Pre-training (CLIP) model with only two indepen-
dent encoders and achieve superior retrieval results in open-domain
image-text retrieval task. Therefore, we fully exploit the advantages
of CLIP and propose to transfer the semantic alighment between
image and text from open-domain to the fashion-domain.

There are also some fashion-domain VLP models related to our
work, such as FashionBERT [10] and Kaleido-BERT [42]. However,
both of them adopt the single-stream architecture and thus have
low efficiency for the retrieval inference. Additionally, they only
focus on the single-query image-text retrieval tasks (text-to-image
and image-to-text) without considering the hybrid-modality query
scenario that composes both vision and text modalities. In this work,
we conduct the fashion-domain pre-training with two different pre-
training tasks based on CLIP for the image retrieval with hybrid-
modality queries.

3 METHODOLOGY

Given a hybrid-modality query (I, T) composing a reference image
I and a descriptive text T, the goal of CTI-IR task is to retrieve the
corresponding target image I; from a large candidate image set ©y.
The model is optimized to pull the embedding of F (I, T) closer to
the embedding of I;, while push it away from the embedding of I ; €
Oy in the semantic joint embedding space, where ¥ (-) denotes the
hybrid-modality query composing module. Since both the hybrid-
modality query composing module 7 (+) and the semantic joint
embedding space have high impact on the final retrieval result,
directly optimizing them together from scratch can achieve sub-
optimal result. Therefore, we decompose the task into a three-stage
learning problem, which progressively learns from open-domain

to fashion-domain, and then from single-query to hybrid-modality
query for image retrieval. Specifically, we leverage CLIP [27] as the
source of our first-stage open-domain image retrieval knowledge
to initialize the model, and then pre-train it on the fashion-domain
vision-language data via two fashion-related tasks to transfer the
knowledge into the fashion domain. Finally, we further optimize
the model with self-supervised adaptive query composing on the
limited < I, T, I; > triplets for the CTI-IR task.

3.1 Model Architecture

Due to the characteristics of CTI-IR task, which takes a reference
image and a descriptive text as the query input to search for relevant
target images, our model contains two image encoders and one text
encoder. The two image encoders share parameters, with one for
the reference image encoding and the other for the target image
encoding. A hybrid-modality query composing module F(-) is
applied on the reference image encoder and the text encoder to
combine the multi-modal queries for the target image retrieval.
Following the CLIP [27] setting, we use the 12-layer BERT [7]
as the text encoder, ResNet-50 [14] or ViT-B/32 [8] as the image
encoder for our base and large model respectively.

3.2 Multi-Stage Progressive Learning

To learn the semantic embedding and multi-modal fusion knowl-
edge progressively and fully leverage the open-domain and open-
format resources, we propose to optimize our CTI-IR model through
three stages. It first leverages the open-domain image retrieval
capability from pre-trained vision-language models, then learns
the domain-specific image retrieval capability through designed
domain-specific pre-training tasks, and finally masters the capa-
bility for image retrieval with hybrid-modality queries through
task-specific fine-tuning.
Stage-One: We first initialize the image encoder and text encoder
using the CLIP backbone, so that our model has the initial ability
to encode open-domain (image, text) pairs into closely matching
vectors.
Stage-Two: Since CLIP is pre-trained on the open-domain (image,
text) corpus, it performs poorly in the fashion scenario. Therefore,
we further pre-train the model on fashion-domain vision-language
data with two pre-training tasks: Fashion Image Retrieval (FIR) and
Fashion Attribute Prediction (FAP), as shown in the Figure 3 (a).
We train the FIR task on the fashion-domain image-text pairs

(I}i), Tf(i)) € Dy, where I](pi) is a fashion product image and T;i) is
the description of the corresponding fashion product. We feed the
image I () and text T;l) into the image encoder and text encoder

!
respectively, and optimize their global encoding vectors zI(l) and

2D via contrastive learning with bi-directional InfoNCE [25] loss

T
as follows:
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Figure 3: Illustration of our model with progressive learning for the CTI-IR task, (a) shows our model pre-trained with fashion-
related tasks in Stage-Two, (b) shows our model adapted for the hybrid-modality image retrieval in Stage-Three.

where B is the mini-batch size, s(-) denotes the cosine similarity
function and 71 is the learnable temperature. The FIR task helps to
learn the fashion-domain semantic embedding space for fashion
image retrieval.

To further enhance the image encoder for capturing more local
details of the fashion product which is important for the CTI-IR
task, we propose a FAP task to predict the attributes of the fashion
product image with an additional multi-label classification head on
the image encoder. We train the FAP task on the fashion product

images with multiple annotated attribute labels (I}i) s A(i)) € Dy,

where A() = {aii), aéi), S ,a,(ii)} refers to the multiple attributes.
We optimize the FAP task with cross entropy loss as follows:

p@ = oWz +b), @)

Leap=-3 g(a}j) logp” + (1-a\")log(1 - p)),  (3)
13

;i) is the encoded vector

where o denotes the sigmoid function, z

of Ij(f), W and b are parameters of the attribute classification layer.
We iteratively pre-train the model with the FIR and FAP tasks at
a 1:1 ratio to transfer the knowledge of CLIP from the open-domain
to the fashion-domain image retrieval.
Stage-Three: Through the first two stages of training, the model
has the capability of single-query image retrieval in the fashion
domain. However, it cannot yet handle the image retrieval with
hybrid-modality queries. Therefore, in the third stage, we adapt the
model to the CTI-IR task on the downstream < Ir(i), T(i), It(i) >e Ds3
triplet data as shown in Figure 3 (b). We equip the model with a

hybrid-modality query composing module ¥ (-) and further opti-
mize the model end to end via contrastive learning for the composed

query feature T(z}i), z(Ti)) and the target image feature zg) as fol-
lows:
zg) = T(z;:),zg)), 4)
B @ )
1 exp(s(z)2") /2)
Ler = B Z ) (5)

g —— ,
T Ih ep(s(zg) 5 /m)
(1)
I
and text encoders for I,(i), T and It(i) respectively. s(-) denotes
the cosine similarity function, 73 is the learnable temperature and
B is the size of mini-batch.

Through the multi-stage learning and specific pre-training tasks
designed for each stage, the model can not only progressively learn
the knowledge required by the CTI-IR task, but also make full use
of extra data to facilitate learning, such as 91 and Ds, even though
they are not in the triplet format required by the CTI-IR task.

where z}i), Z(Ti) and z;’ are the global encoded vectors from image

3.3 Self-Supervised Query Adaptive Weighting

The query composing function 7 (-) that fuses the multi-modal
queries is important for the CTI-IR task. Although the previous
works [5, 19, 36] design complex multi-modal fusion approaches
with attention mechanism, the importance weights of image and
text queries are not explicitly explored in these methods, which can
be different for different retrieval intentions. Therefore, we propose
a query adaptive weighting strategy to dynamically assign different
weights for image and text queries based on their importance to
the retrieval intention via self-supervision.



Specifically, we concatenate the encoded feature vectors of I,(l)
and T into a one-layer MLP to get the importance weights for
image and text queries. Then, the predicted weights are multiplied
to the vectors to get the final composed query feature, which is

expressed as follows:

w® =MLp([z", 2], w0 e R2, ©)
2y = w0 [T ()T )

To make the model learn effective modality weights w® we auto-
matically generate pseudo labels for the weight matrix supervision.
To evaluate the roles of image and text queries played in different
retrieval cases, we pre-train three models: image-only model, text-
only model and fusion model. The image-only model is trained to
retrieve the target image It( )
1t

only based on the reference image
, while the text-only model is to retrieve It(i) only based on the
descriptive text T The fusion model is similar to our base model
except that the composing module 7 (+) is just the mean pooling.

We use the three models to infer the rank of ground-truth target
image It(i) respectively, and produce three ranks (ri(r;)age’ rt(;)(t, rf(ljZe

for each triplet example. The model who ranks the ground-truth tar-
get image higher (the rank number is smaller) means that the model
performs better for this retrieval case. Therefore, the performances
of image-only and text-only model can reflect the importance of
the image and text queries. We denote the retrieval performance of
each model for the i-th example as the inverse of normalized ranks
as follows:

) = g/ NS5 =GN @
s = (il /N, ©)

where N is the number of total candidates. Since the retrieval diffi-

culty of different queries can vary greatly, the absolute disparity
(i) (i)
I T

formance and thus cannot reflect the relative divergence. Therefore,

between s; ’ and s;.” is also influenced by the overall retrieval per-

we further divide them by the score s from the fusion model.

Finally, we acquire the pseudo importance weight labels as follows:
() = 1D (D) (D) ()
w' = softmax(rs [SI, /sf ,ST /sf D, (10)

where N is the number of total candidates, and 3 is the temperature
hyper-parameter.

With such pseudo labels, we optimize the learning of the hybrid-
modality query composing via KL divergence loss as follows:

Lxr = Y Drr(wP|[wD). (1)
i

Finally, we combine Lk and Ly with a hyper-parameter 1 as
the total loss for stage-three:

Liotal = LcL + ALkL. (12)

Table 1: The statistics of different retrieval candidate sets for
evaluation in the Fashion-IQ dataset.

Split ‘Dress Shirt Tops&Tees

Original split [37] | 3,817 6,346 5,373
VAL split [5] 2,628 3,089 2,902

4 EXPERIMENTS

In this section, we evaluate our model on image retrieval with
hybrid-modality queries. There are two versions of our model in-
cluding the base model and the large model, corresponding to using
the ResNet-50 and ViT-B/32 image encoder backbones respectively.

4.1 Datasets

Thanks to our multi-stage progressive learning strategy, we can
easily leverage other available fashion domain data to alleviate
the scarcity of fashion-domain triplet examples in the CTI-IR task.
We conduct the stage-two fashion-domain pre-training on three
datasets, including FACAD [38], FashionGen [29] and DeepFashion
[23]. The FACAD and FashionGen datasets are used to train the
FIR (Fashion Image Retrieval) task, and the DeepFashion dataset is
used for the FAP (Fashion Attribute Prediction) task.

FACAD [38] contains 126,753 English fashion product descrip-
tions, with each product description accompanied by average 6
~7 product images of different colors and poses. We remove the
redundant examples and those with too long or short descriptions,
finally acquiring 853,503 image-text pairs in total.

FashionGen [29] is widely used in fashion-domain pre-training
works, such as the FashionBERT [10] and Kaleido-BERT [42]. It
contains 67,666 fashion product descriptions with 1 ~6 product
images from different angles. Following the FashionBERT [10], we
use 260,480 image-text pairs for training, and 35,528 for test.

DeepFashion [23] is a large-scale clothes dataset which are
annotated with categories, attributes, landmarks, etc. In this work,
we only use the image and attribute data, which contains 209,222
images with average 3.3 attribute labels per image. The total number
of attribute classes is 1,000.

We evaluate our model on two benchmark CTI-IR datasets, in-
cluding Fashion-IQ [37] and Shoes [13].

Fashion-IQ [37] is a natural language based interactive fashion
image retrieval dataset involving three common product categories:
Dress, Shirt, and Tops&Tees. It contains 18,000 <reference-image,
modification-text, target-image> triplets for training, 6,016 for vali-
dation and 6,118 for the test. Since the ground-truth of the test set
is reserved for the challenge*, we follow previous works [5, 19, 36]
to evaluate our model on the validation set. The original Fashion-
1Q dataset provides retrieval candidate image set for each product
category, with 3,817, 6,346 and 5,373 images respectively. However,
the VAL [5] model is evaluated with the self-constructed candidate
set, which is the union of the reference and target images with
redundancy removed. It is smaller than the original candidate set
as shown in the Table 1. For a fair comparison with other methods,
we report the retrieval results on both candidate sets.

“https://sites.google.com/view/cvcreative2020/fashion-iq



Table 2: Comparisons with the state-of-the-art methods for image retrieval with hybrid-modality queries on Fashion-IQ
dataset. We report the results of our base and large models on the two retrieval candidate splits. “I” denotes the result is

significantly better than the best baseline at p < 0.05. The best results are in bold and the second best are underlined.

. Dress Shirt Tops&Tees Avg
Split Method

R@10 R@50 R@10 R@50 R@10 R@50 | R@10 R@50 Rmean

Film [26] 1423 3334 1504 3409 1730 37.68 | 1552 3504  25.28

TIRG [34] 14.87 3466 1826  37.89  19.08  39.62 | 17.40  37.39  27.40

Relationship [31] | 1544  38.08 1833  38.63  21.10 4477 | 18.29 4049  29.39

VAL [5] 2253 4400 2238 4415 2753 5168 | 2415 4661 3538

VAL split [5] DATIR [12] 2190 4380 21.90 4370  27.20 51.60 | 2370 4640  35.05
JPM [39] 2138 4515 2281 4518 2778 5170 | 2399  47.34 3567

CoSMo [19] 2564 5030 2490  49.18  29.21  57.46 | 2658 5231  39.45

CLVC-Net [36] 29.85 5647 2875 5476 3350 6400 | 3070 5841 4456

Ours-base 33.227  59.99"  46.177  68.79" 46.46"7 73.84"7 | 41.987 67547 54.767

Ours-large 38.18" 64.50" 48.637 71547 52327 76.907 | 46.377 70.987 58.68"

TIRG [34] 1413 3461 1310 3091 1479 3437 | 1401 3330  23.6

CoSMo [19] 2139 4445 1690 3749 2132 4602 | 19.87 4262  31.25

Original split [37] | DCNet [18] 2895  56.07 2395 4730 3044 5829 | 2778 5389  40.84
Ours-base 29.00 5394 35437 58887 39.167 64567 | 34537 59.137  46.837

Ours-large 33.60" 58907 39.457 61.787 43.96" 68.337 | 39.027 63.007 5101

Shoes [13] is another natural language based interactive fashion
image retrieval dataset, where the images are crawled from like.com
website [3]. The fashion products are all about shoes. There are
10,000 images in the training set and 4,658 in the test set, with
10,751 triplets annotated in total. All the images in the test set are
used as retrieval candidates for evaluation.

4.2 Evaluation Metrics

Following previous works [5, 34, 36], we evaluate the model perfor-
mance with Recall@K (R@K), which refers to the ratio of queries
that correctly retrieve the ground-truth target image in the top-K
ranking list. The value of K is 10 and 50 on Fashion-IQ dataset,
and 1, 10, 50 on Shoes dataset. We also report the mean of all R@K
values as Rmean for the overall retrieval performance.

4.3 Implementation Details

For the base model, we use ResNet-50 [14] as the image encoder,
and 12-layers BERT [7] as the text encoder. We initialize them with
the CLIP(RN50) [27]. For the large model, we upgrade the image
encoder with Vision-Transformer [8] and initialize the model with
the CLIP(ViT-B/32). The hidden dimensions of the semantic joint
embedding space for our base and large models are set as 1024
and 512 respectively. The learnable temperature r; and 73 in the
InfoNCE losses are both initialized as 0.07. The hyper-parameter
73 for pseudo label construction is set as 4. The A in Eq.(12) is set
as 0.5. We set the initial learning rate for pre-trained encoders as
le-6, for the modules trained from scratch as le-4 in all the training
stages. As the training steps increase, we decay the learning rates.
The mini-batch size B is set as 32 and we train the model with
100K and 20K iterations for stage-two and stage-three respectively.
We implement the whole model with PyTorch and conduct all the
experiments on a single NVIDIA GeForce RTX 2080 Ti GPU.

Table 3: Comparison with the state-of-the-art models on the
Shoes dataset. “i” denotes the result is significantly better
than the best baseline at a significance level p < 0.05. The
best results are in bold and the second best are underlined.

Method R@1 R@10 R@50 ‘ Rmean
Film [26] 10.19 3889 6830 | 39.13
TIRG [34] 1260 4545  69.39 | 42.48
Relationship [31] 1231  45.10 7145 | 42.95
VAL [5] 17.18 5152  75.83 | 48.18
DATIR [12] 1720 5110  75.60 | 47.97
CoSMo [19] 1672 4836  75.64 | 46.91
DCNet [18] - 53.82  79.33 -
CLVC-Net [36] 17.64 5439  79.47 | 50.50
Ours-base 19.537  55.657  80.58" | 51.927
Ours-large 22.88" 58837 84.167 | 55.297

4.4 Comparison with State-of-the-art Methods
We compare our model with the following state-of-the-art methods.

e TIRG [34] is the first model proposed for the CTI-IR task,
which composes image and text query features through gating
and residual connection to modify partial image features while
keep others unchanged.

e Film [26] is proposed to inject text features into the image
map from CNN by feature-wise affine transformation.

¢ Relationship [31] concatenates the text and image feature
maps and learns cross-modal relationship with MLP.

e VAL [5] composes image and text features at multiple layers
of CNN by attention mechanism to capture the multi-scale
image information and match them hierarchically. An auxiliary



Table 4: Ablation study of our base model with different training stages in progressive learning on the Fashion-IQ dataset.

Row Progressive Learning Dress Shirt Tops&Tees Avg
Stage 1 Stage?2 Stage3 | R@10 R@50 R@10 R@50 R@10 R@50 | R@10 R@50 Rmean
1 v 5.75 13.04 11.73 2198 11.22 2193 9.57 18.98 14.27
2 v v 16,51 35.05 18.01 36.02 2040 4299 | 1831 38.02 28.16
3 v 19.78  44.22 1850 40.82 2438 48.80 | 20.89  44.62 32.75
4 v v 24.69 49,53  30.86 53.29 3330 60.17 | 29.62  54.33 41.97
5 v v v 28.16 53.45 33.81 57.80 37.28 63.44 | 33.08 58.23 45.65
visual-semantic matching objective between the image and 4.5.1 Multi-stage Progressive Learning. Table 4 shows the ef-

textual side information is also used to help learn the semantic
embedding space better.

e DATIR [12] is proposed to combine attention mutual infor-
mation maximization and hierarchical mutual information
maximization to bridge the modality gap.

e JPM [39] is proposed with an auxiliary module to align the
difference between reference and target images with the mod-
ification text by joint prediction.

e CosMo [19] employs two modules including content modula-

tor and style modulator to perform local and global updates

to the reference image feature based on text.

DC-Net [18] proposes a dual network including a composi-

tion module which is a variant of TIRG [34], and a correction

module which computes the similarity between the difference
representation of reference and target images and the modifi-
cation text embedding.

CLVC-Net [36] combines local-wise and global-wise compo-

sition modules for both local and global modification demands,

and designs a mutual enhancement module to share the knowl-
edge between each composition module.

Table 2 reports the CTI-IR results from different methods on
the Fashion-IQ dataset. For a fair comparison with previous works,
we report the results of our base model and large model on both
retrieval candidate splits. The VAL’s candidate split contains fewer
candidate images as shown in Table 1, and thus leads to higher
retrieval performance than the original candidate split. Our model
significantly outperforms the state-of-the-art methods on both two
splits, improving the Rmean by 22.9% and 14.7% respectively, even
using only our base model. It demonstrates the benefits of open-
domain and fashion-domain single-query retrieval knowledge for
the CTI-IR task, and the effectiveness of our multi-stage progres-
sive learning strategy. In addition, our proposed adaptive weighting
strategy, which dynamically assigns importance weights on image
and text queries in different retrieval cases, also brings improve-
ments. Our large model achieves additional gains compared with
our base model, which shows the potential of our proposed method.
Similar results have also been achieved on the Shoes dataset as
shown in the Table 3. Both our base and large models outperform
other state-of-the-art methods.

4.5 Ablation Studies

In order to demonstrate the contributions from different compo-
nents in our proposed model, we conduct several ablation studies
on the Fashion-IQ dataset based on our base model.

fectiveness of different training stages in our mutli-stage progres-
sive learning. In order to exclude the impact of the composing mod-
ule, we only use mean pooling to compose image and text query
features. The Row 1 reports the results with only open-domain
pre-training, which is the zero-shot performance of CLIP on the
CTI-IR task. Since CLIP is only pre-trained with the open-domain
single-query image retrieval task, it achieves unsatisfactory results
on the CTI-IR task with an average recall of 14.27. It further verifies
the difficulty of the CTI-IR task which is quite different from the
conventional image retrieval. The Row 2 shows retrieval perfor-
mance with two-stage pre-training including open-domain and
fashion-domain pre-training with our proposed fashion-related
tasks, which is better than the Row 1, although the model has also
never been optimized by the CTI-IR task. Surprisingly, it even out-
performs the results of many previous works [26, 34] trained on
the CTI-IR task and data, which demonstrates that the single-query
domain-specific image retrieval knowledge is indeed helpful for the
CTI-IR task, while it has not been well exploited in previous works.
With the full multi-stage learning, our model achieves the best
results as shown in the Row 5. Comparing the Row 3-5, it shows
that single-query image retrieval pre-training in both open-domain
and fashion-domain brings improvements to our model, and each
training stage is necessary.

4.5.2 Pre-training Data and Tasks. Table 5 ablates the impact of
different pre-training data and tasks used for the stage-two fashion-
domain pre-training on the final retrieval performance. The zero-
shot setting means that the model has not been adapted to the CTI-
IR task by stage-three learning, under which the fashion-domain
pre-training is most critical for the performance. The fine-tuned
setting means that the model has additionally undergone the stage-
three learning on the triplet-format data. The first row stands for
the baseline without fashion-domain pre-training. The Row 2-4
show the results using only the FIR task for pre-training. Using
only FashionGen or FACAD dataset, our model outperforms the
baseline model under both zero-shot and fine-tuned settings. When
merging both datasets for the FIR task, the performance is further
improved to the Rmean of 45.38. The Row 5 shows the results using
only the FAP task for pre-training on the DeepFashion dataset.
Although the FAP task is very different from the CTI-IR task, it also
brings improvements with the Rmean of 45.35, which is competitive
with the model pre-trained with the FIR task. It demonstrates the
effectiveness of our proposed FAP task. When combining FIR and
FAP pre-training tasks in the stage-two learning, our model achieves
the best results with the Rmean of 45.65.



Table 5: Ablation study with different pre-training tasks and datasets in stage-two fashion-domain pre-training. Zero-shot
setting denotes the model has not been adapted to the CTI-IR task by stage-three training. The results are averaged from the

three (Dress, Shirt, Tops&Tees) subsets.

Row Pre-training Data Tasks Zero-shot Fine-tuned
FashionGen FACAD DeepFashion | FIR FAP | R@10 R@50 Rmean | R@10 R@50 Rmean
1 - - - | - | 957 1898  14.27 | 29.62 5433  41.97
2 v v 12.35 27.30 19.82 31.94 56.84 44.39
3 v Vv 16.34  35.76 26.05 32.76  57.53 45.15
4 v v v 17.35 36.92 27.14 32.67  58.09 45.38
5 v v 6.42 14.00 10.21 32.87 57.82 45.35
6 v v v vV v 18.31 38.02 28.16 | 33.08 58.23 45.65

Table 6: Ablation study with different composing methods for image and text queries on the Fashion-IQ dataset.

Row | Method Dress Shirt Tops&Tees Avg
R@10 R@50 R@10 R@50 R@10 R@50 | R@10 R@50 Rmean
1 Image-Only 4.12 12.79 8.29 18.60 7.19 16.06 6.53 15.82 11.17
2 Text-Only 1993  41.84 25.66 45.63 2876 53.49 | 24.78  46.99 35.89
3 Mean Pooling 28.16 5345 33.81 57.80 37.28 63.44 | 33.08 58.23 45.65
4 Concatenation 24.14 50.72  24.09 46.17 28.81 56.96 | 25.68 51.28 38.48
5 Residual Gating | 22.91 48.04 2252 45.00 29.02 55.02 | 24.81 49.35 37.08
6 Adaptive 29.00 5394 35.43 58.88 39.16 64.56 | 34.53 59.13 46.83

4.5.3 Query Composing Methods. In Table 6, we ablate the
model with different composing approaches for the hybrid-modality
queries. All of the models are equipped with the three-stage progres-
sive learning strategy, only the composing method 7 (+) is different.
The Row 1 and Row 2 are the image retrieval results using only the
image or the text query in the hybrid-modality query, which are the
models used for our pseudo importance weights generation as de-
scribed in Section 3.3. The text-only model is shown to outperform
the image-only model, which indicates that in most of retrieval
cases, the text query is more important than the image query on
the Fashion-IQ dataset. When simply adopting the mean pooling as
the composing method for the hybrid-modality queries, the model
achieves improvement compared with the single query models of
Row 1&2, which indicates that multi-modal queries are comple-
mentary and it is necessary to compose them for better retrieval.
The Row 4 and Row 5 are the two common composing methods,
namely concatenation and residual gating. The concatenation ap-
proach concatenates the image and text features and feed them
into a MLP to get the fused query vector, which is commonly used
for the multi-modal fusion in other cross-modal tasks. However,
it achieves much inferior results than the mean pooling. Similarly,
the residual gating approach which was used in TIRG [34] also
achieves worse retrieval results. We consider the reason is that the
complex fusion layers employed in previous methods will destroy
the semantic joint embedding space learned through the first two
stages, so that the learned knowledge cannot be fully exploited.
Our proposed self-supervised adaptive composing module however
makes full use of the knowledge learned in the open-domain and
fashion-domain pre-training stages and adaptively focuses on the

two modality queries for different retrieval intentions, thus achieves
the best results.

4.6 Qualitative Analysis

In addition to the quantitative results, we also show some qualitative
results to analyze the effectiveness of our proposed model.

4.6.1 Image Retrieval Results. In Figure 4, we show some re-
trieval examples of our base model on the Fashion-IQ and Shoes
datasets. Our model can successfully retrieve the target image based
on the combination of image and text queries. For the first row, the
model is asked to search an image very similar to the reference im-
age except with different words on the shirt. Our model successfully
retrieves the target image and ranks it first. Furthermore, we find
that the image ranked in the second, although not the ground-truth
target image, does satisfy the retrieval intention and is also ranked
high by our model. It demonstrates that our model has learned an
effective semantic embedding space for image retrieval. For the
second row, a more detailed and descriptive modification demand is
provided, which requires the model to fully consider both the image
and text queries in order to correctly retrieve the target image. Our
model also performs well on such cases and returns multiple pink
and black dresses with straps (the first, second and fourth ranks). It
demonstrates that our model can handle different retrieval demands
by dynamically paying more attention on the image or text query.
The same results are also observed on the Shoes dataset. In the last
row, we show an example where the model does not retrieve the
ground-truth image in the first rank. Although the ground-truth
target image is ranked in the third place, we find that the retrieved
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Figure 4: Qualitative results of our base model on the CTI-IR task. The first two rows are the examples from the Fashion-1Q
dataset, and the last two rows are from the Shoes dataset. The ground-truth image is highlighted with green box.
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Figure 5: Visualization of the predicted weights and pseudo
labels for text query on 50 instances from Fashion-IQ
dataset. The weight for image query is 1 minus that of text

query.

images in the top-4 all satisfy the retrieval demand, which further
demonstrates the effectiveness of our model.

4.6.2 Adaptive Query Weighting. In Figure 5, we visualize the
predicted text query weights and pseudo labels in our self-supervised
adaptive query weighting module. We sample 50 instances from the
Fashion-IQ dataset and show the weights of the text queries. It is
shown that for most of the retrieval instances in Fashion-IQ dataset,
the text query plays a more important role in the hybrid-modality
query image retrieval, which is consistent with the results that
Text-Only model performs better than the Image-Only model in the
Table 6. The predicted weights have a similar trend with the pseudo

labels, which demonstrates that our model can appropriately adapt
the modality importance weight for different retrieval intentions.

5 CONCLUSION

In this work, we focus on the more challenging image retrieval task
that involves composing text and image queries for image retrieval
(CTI-IR). Due to the complexity of the task and the data scarcity
of the <reference-image, modification-text, target-image> triplets,
we propose to decompose this task into a three-stage learning
problem to learn the knowledge step by step progressively. Specif-
ically, we first leverage the semantic joint embedding space for
open-domain image retrieval task from the CLIP, and then transfer
the knowledge to the fashion-domain with two proposed fashion-
related pre-training tasks. Finally, we adapt the single-query image
retrieval knowledge to the hybrid-modality query scenario with
self-supervised query adaptive composing module. We construct
pseudo weight labels for image and text queries to indicate which
modality is more important in each retrieval scenario, and teach the
model to dynamically focus on the two modality queries for differ-
ent retrieval intentions. Extensive experiments on two benchmark
datasets Fashion-IQ and Shoes show that our model significantly
outperforms state-of-the-art methods by 24.9% and 9.5% on the
mean of Recall@K respectively. Qualitative results also show that
the importance of image and text queries are indeed different in
different retrieval instances, while our model learns to dynamically
assign importance weights for better target image retrieval.
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