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A Computational Look at Oral History Archives

FRANCISCA PESSANHA and ALMILA AKDAG SALAH, Utrecht University

Computational technologies have revolutionized the archival sciences field, prompting new approaches to process the ex-

tensive data in these collections. Automatic speech recognition and natural language processing create unique possibilities

for analysis of oral history (OH) interviews, where otherwise the transcription and analysis of the full recording would be

too time consuming. However, many oral historians note the loss of aural information when converting the speech into text,

pointing out the relevance of subjective cues for a full understanding of the interviewee narrative. In this article, we explore

various computational technologies for social signal processing and their potential application space in OH archives, as well

as neighboring domains where qualitative studies is a frequently used method. We also highlight the latest developments in

key technologies for multimedia archiving practices such as natural language processing and automatic speech recognition.

We discuss the analysis of both visual (body language and facial expressions), and non-visual cues (paralinguistics, breathing,

and heart rate), stating the specific challenges introduced by the characteristics of OH collections. We argue that applying

social signal processing to OH archives will have a wider influence than solely OH practices, bringing benefits for various

fields from humanities to computer sciences, as well as to archival sciences. Looking at human emotions and somatic reac-

tions on extensive interview collections would give scholars from multiple fields the opportunity to focus on feelings, mood,

culture, and subjective experiences expressed in these interviews on a larger scale.
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1 INTRODUCTION

The introduction of computational technologies had an undeniable impact on archival sciences. The launch of
the database enforced a new approach in designing the relations of archival items [38]; the interface enabled
novel ways of interaction with the archive [10]; the ability to search through the full text of books and print
material prompted a completely new approach in thinking about the metadata; and last, the digitization of the
archival materials minimized the need to access the original items.

We observe a similar impact of technology on oral history (OH) archives, collections of interviews recorded
in audio/video format. How these collections were accessed have seen important changes: thanks to automatic

speech recognition (ASR), it was possible to generate transcriptions of these archives. Advancement in the
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natural language processing (NLP) domain not only gave the possibility to find specific topics in the tran-
scriptions but also offered insights that can only be achieved via machine learning approaches. This especially
applies to big collections where human effort to watch all interviews or to read all transcripts would be too time
consuming or even impossible. However, the transformation from audio recordings to print is seen by many oral
historians as a source of lamentation for the loss of aural (i.e., subjective) cues [6, 17, 36]. In this article, we argue
that advancement in automatic analysis of non-verbal cues have the potential to compensate for this loss, albeit
in a manner that will require a familiarity with computational tools and the interpretation of their application,
rather than offering an intuitive solution.

In 2006, a prominent oral historian, Michael Frisch, celebrated the digitization practices from old formats to
CDs and DVDs, and predicted a future of multi-access to the OH archival material, where everyone would be able
to generate their own “documentaries” out of the OH video/audio collections [36]. A year later, Thomson [98]
questioned whether the impact of digital revolution will amount to a new paradigm in OH archiving, asking
appropriately, “Is this technological revolution also a cognitive revolution?”

OH, as a discipline that has memory, narratives, and everyday practices at its focus, already shares common
interests and practices with many neighboring disciplines such as ethnography, anthropology, qualitative sociol-
ogy, literature and cultural studies, and psychology [69]. These neighboring disciplines have different approaches
to qualitative research and interview protocols, and generate audio/video collections similar to OH archives in
terms of data types, such as audio/video recordings with field notes and transcriptions. However, among all these
approaches that collect similar information, it was OR that embraced the subjective side of the interviewing pro-
cess, using the act of remembering not only as a tool to understand what happened but also as an object that
needs to be studied on its own—that is, how what happened is remembered [92, 98]. For example, an observation
of the factual errors of the interviewee can be very important, and the oral historian, instead of fixing the errors,
annotates them and interprets why they may be happening, adding footnotes to this history [92]. For the oral
historians who emphasize the shortcomings of memory and storytelling as the strong points of OH studies, the
non-verbal cues of the interviewees, as well as the dialogue between the interviewee and the interviewer, contain
important information that needs to be included in the archive and should be analyzed further to complete the
research.

The ability to look at human emotions, and somatic reactions while narrating important life events, both on an
individual level and on a collective level, gives scholars from many fields the means to focus on the feelings, mood,
culture, and subjective experiences on a mass scale. Naturally, such a computational approach also opens new
sources and challenges for data/artificial intelligence (AI) scientists as well. The goals of this work are multi-
fold: we offer a review of the computational practices in OH archives while discussing the role of computational
non-verbal analysis approaches, and their future potential within OH archival practices. We also aim to stimulate
social signal processing researchers to tap into the rich data in OH collections and thereby generate the tools
that will render OH archives and similar archives open to analyze for emotions and expressions.

The article is structured as follows. In Section 1, we give a brief overview to key technologies that are already
applied within OH archives, highlighting the advancements and the challenges in the state of the art of these
technologies and how that affects OH archival practices. Section 2 summarizes the non-verbal cue analysis tech-
nologies that are not widely used yet. Section 3 covers the main challenges of these computational approaches
to implement in OH archives. In our conclusion in Section 4, we also highlight how non-verbal analysis of oral
archives will effect the oral historical research and archiving practices.

2 THE COMPUTATIONAL TURN IN OH ARCHIVES: A SHORT OVERVIEW

OH archives mainly contain audio- or video-recorded interviews. These interviews can take various shapes
including autobiographical narratives by the interviewee, such as lifestyle interviews, or interviews with
semi-structured, open-ended questions following a research agenda, such as thematic interviews, or collective
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information sessions, where many persons participate in the conversation [99]. Usually, these interviews are
accompanied by field notes, interview questions, questionnaires, reports, and other materials. It is desirable to
maintain them in a format where in a given point of an audio or video file the correlated notes, materials, and
metadata are made available to the researcher [39]. The sheer size of the archive makes modern computer-based
search and retrieval applications and interactive interfaces designed for multimedia retrieval very relevant.1

The process of archiving and building suitable interfaces to the OH collections is an important challenge in
itself. In 2008, de Jong and Oard [49] proposed an excellent research agenda for this purpose while explaining the
key technological components already in use. They observed that the state of the art of many technologies were
applied for research in domains other than OH archiving but needed to be further developed to be effectively
used in archival interfaces. Here, we complement their review by first summarizing the new developments in
the key algorithmic advances in automatic speech and language processing. In the following sections, we first
focus on the relevant technologies, and we highlight both the advances and the challenges to give a glimpse of
what the present holds and what the future may hold in store for archival sciences.

2.1 Automatic Speech Recognition

The curation of large-scale interview collections benefits from a contextualization of each interview, namely by
extracting biographical metadata and events named [16]. This structure facilitates the search for related items in
the collection, contributing to meaningful research. For this purpose, transcription of the interviews is necessary.
Manually transcribing oral archival interviews is very demanding, both due to their duration (with manual tran-
scription time being around 10 times real time [49]) and their emotionally taxing content, frequently containing
descriptions of traumatic events. Thus, there is a clear advantage in automating the transcription process.

ASR consists of converting a speech signal into a textual representation. There are several types of natural
speech recognition tasks with different challenges associated, among them spontaneous speech—for example,
human-to-human dialogue is the most important for OH collections. Generally, ASR tools are based on a standard
version of the language. As expected, the training of ASR systems requires a lot of data, which is not available
for a lot of languages due to the cost of manual transcriptions and/or the lack of standardized writing systems.
In particular, when applied to large collections with multilingual content, where the recordings cover a wide
time span, such as found in OH collections, ASR proves to be a difficult task. A paradigm called transfer learning

is a potential solution to training complex ASR models for under-resourced languages [25]. In this approach, a
model trained on a well-resourced language serves as a basis. This layered model that processes the input in a
coarse-to-fine way is re-purposed for the new language, and some of the internal representations learned for
the basis language are retained. Many neural network models are suitable for transfer learning. Gref et al. [42]
proposed the application of neural networks to train robust acoustic models for speech recognition in German
OH interviews. The training set consisted of 128 hours from the GerTV1000h Corpus [94], and multi-condition
experiences were conducted to analyze the influence of different mixtures of noise-based data augmentation
strategies in the performance of the model on the OH archives interviews. These techniques proved to be efficient
to better represent the audio-recording conditions observed in the interviews. Later on, a second stage was added
to the pipeline, applying transfer learning to the resulting acoustic model to tackle particular challenges of the
OH interviews, focused on speech, especially speed, dialects, and pronunciation [41]. For this step, a “leave-one-
speaker-out” evaluation was used, utilizing part of the OH interviews to further train the initial acoustic model.
The introduction of this second training stage, with the target data, led to improvements in results, proving to
be an interesting approach to tackle the lack of large amounts of annotated speech in the OH archives field.

1The preparation of all the materials as an archive is different from analyzing them for research. For such qualitative data analysis, software

such as Atlas.ti and Nvivo offer a way to organize and connect all the notes to the audio/video recordings while at the same time offering

some basic analytical capabilities to researchers with no computational expertise [104].
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Like under-resourced languages, dialects pose a challenge to ASR systems. Particularly when analyzing inter-
views of older interviewees, the language will likely be non-standard, with a representation of different dialects.
Additionally, conversational speech has a greater variation in lexical choice than written text, which makes
it challenging to learn from one speaker how another would express a similar idea [49]. In general, sponta-
neous speech analysis will have a higher error rate than text readings, even when applied to widely studied
languages [49]. Ideally, a diverse set of audio recordings, with the dialects in the dataset, should be used for a
more accurate audio-to-text model [39]. An adequate vocabulary will be essential for a correct transcription and
should include domain-specific words, such as common names and entities expected for the interview topic as
well as unusual terms typical from the geographic region and/or socio-economic background of the intervie-
wees. A good vocabulary will reduce the number of out-of-vocabulary words, not recognizable by the system.
Furthermore, speaker diarization (i.e., automatic recognition and tracking of speakers in a given recording or in a
collection) is desirable for OH archive applications to separate the interviewer from the interviewee intervention.

2.2 Natural Language Processing

After manual or automatic transcription of speech, further operations can be applied to the resulting text for
archival processing purposes. A quick glance at how NLP technologies can assist the enhancement of audiovisual
collections brings a number of topics to the fore. One topic is the application of regular expressions (i.e., a formal
language for specifying a string) to the transcribed text for pattern matching—for instance, to detect national
identification numbers consisting of a set of characters with a specific pattern. Another research area is named
entity recognition to identify defined categories such as names, organizations, or geographic locations from
context. A third one is “topic modeling,” which aims to extract a finite set of topics from a collection of documents,
and represents each document in the collection as a mixture drawn from a small set of topics [45]. Finally, a
research area that closely relates to archives is to automatically generate metadata and structured summaries.

A recent trend in NLP is the use of Artificial Neural Networks (ANNs) [68]. Currently, the most commonly
used model is Bidirectional Encoder Representations from Transformers (BERT) [55] with the recently
proposed GPT-3 [18] showing strong performance on many NLP datasets and tasks. BERT is an example of a
pre-trained model, where a large corpus is used in the initial training, and the trained model is made available
as a system itself, or as a feature extraction module that can be used in another system. Pre-trained language
models for multiple languages based on the BERT model are available, which is a great development for under-
represented languages [24, 27, 78]. Further work in this area offers new solutions for information retrieval [59],
knowledge extraction [2, 54, 58], classification [1], and summarization [106].

Several software tools have been developed in the field of NLP with applications for archival processing, such
as ePADD [84] and the BitCurator NLP project [53]. These tools allow to extract, analyze, and produce reports
on features of interest in the text, and provide essential NLP functionalities. Although commercial software
packages may not include state-of-the-art models, their intuitive user interface makes them appealing to use in
the archival processing field.

Similar to what was described for ASR, suitable training data is needed for NLP, ideally produced with man-
ually annotated or corrected metadata. Due to the complexity of the interactions in recorded interviews, with
frequent interchanges in topic, location, and times, the search tools should allow complex queries to find implied
concepts in the speech [49]. Complex queries would also be desirable for context assessment, since keyword
searching tools will have added noise to single words with multiple meanings [45].

2.3 Bias in Artificial Intelligence Approaches

Today’s computational approaches, especially AI algorithms, thrive with big data and computing power. The rise
of AI not only happened due to the mathematical advancements in the field that made it possible to create more
powerful neural network based models but also benefited from the publication of domain-specific datasets that
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contained millions of images, words, and audiovisual materials [28, 57]. To demonstrate the state of the art in
ASR and NLP, we referred to these developments, which rendered improved performance and new capabilities
across the board. However, the advancement in AI also brings new problems and challenges.

For example, in the work of Koenecke et al. [51], five state-of-the-art ASR systems (Google, Amazon, Apple,
IBM, and Microsoft) for English language are tested on different user groups, and a racial parity is reported. All
the systems show nearly twice the word error rate for African American speakers compared to white speakers.
This is a common metric developed to measure speech recognition systems, where recognized words by the
system are compared to spoken words, and all the insertions, deletions, and substitutions of the system are
summed up and divided by the number of spoken words. We describe this study in some detail, as it illustrates
some of the techniques in this area.

In the work, a collection of socio-linguistic interviews with African Americans (Corpus of Regional African

American Language (CORAAL) ) and a collection of interviews done in urban and rural California (Voices of
California) are used. To analyze the reasons of the difference in word error rate, the work further checks three
measures: the dialect density measure (DDM), the proportion of the words used in the CORAAL and Voices
of California datasets to the vocabularies of the machine vocabularies, and the perplexity of sentences in each
corpus. The first measure focuses on African American vernacular speech features and checks how much is
present in a sub-group of CORAAL. The second feature looks at the number of words used in each corpus and
compares that to the underlying vocabulary in each ASR system. Both corpus vocabularies are well represented
within the machine vocabularies. If a high percentage of the words used only in CORAAL were not covered by
the machine vocabularies, this lack would have been explained the racial bias in the results. The last check (i.e.,
the perplexity measure) looks if the sentence structure in both corpora follows the statistical models used in the
underlying language model. ASR systems are based on language models that are trained with millions of words
and sentences, based on which the model predicts the next word that would be used in any given sentence. If
the sentences are too complex, and statistically not represented in the language model, that could trigger high
word error rates as well. The comparison of perplexity of both corpora shows lower rates for African American
speakers, which should result in better performance in ASR. Among the three measures checked, the DDM is the
most likely reason; the study concludes that the lack of African American speaker data for training the models
is the most likely reason for the bias in the results.

Similar problems are reported in the NLP literature, where especially a bias regarding gender is observed.
Various methodologies are developed to test the inherent bias in the pre-trained datasets [97]. In the case of NLP
systems, word embeddings that are used for such pre-training reflect the societal and cultural bias that comes
from the corpus from which they are generated. A well-known example is when a translation system renders
a gender-neutral expression like he/she is a doctor as a gendered text, such as he is a doctor. If the corpus has
higher statistics for jobs being carried by females, then the translation shows that as in the example she is a

nurse. A recent survey work on algorithmic bias in NLP reports other negative biases against “working-class
socioeconomic status, male children, senior citizens, Islamic religious faith, non-religiosity and conservative
political orientation,” among others [79]. These are the results from the most commonly used word embeddings,
and the bias will affect the results in both translation and correction tasks. These bias will be aggravated with
the rushed development of larger language models without careful consideration of diverse demographics [13].
As described previously, language can incode biases, such as gendered occupations (doctor vs female doctor),
contested framings (undocumented immigrants vs illegal immigrants), or derogatory terms that when included
in the dataset can lead to problematic associations. When doing large-scale data collection, for instance, from the
public domain, this subtly biased language or extreme ideologies may be incorporated into the system amplifying
abusive voices. Despite these risks, the perceived accuracy of machine translation (MT) by the consumers is high,
and therefore incorrect translations with a coherent structure can be easily overlooked by the user, proliferating
misinformation. As OH collections contain minority views, it is an open question how/if such biases would be
amplified in these interviews and how this problem can be solved.
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2.4 Diffusion of Technologies to OH Archives

The developments in ASR and NLP fields we have summarized in this section apply to many real-life scenar-
ios. From personal artificial assistants that process conversations on the fly to NLP models that are capable of
generating new text that matches a given style, many commercial applications are available. However, as de
Jong and Oard [49] observed a decade ago, it takes time until these developments are transferred to OH archival
practices. There are several reasons for that. A recent work [77] points out the difficulty in applying the latest
advancements in AI to record-keeping processes. One of the main reasons for this difficulty is seen (ironically)
as the lack of applied examples, which might be a sign of resistance on the side of the back-end users. A more
telling reason given is the amount of data annotation and computational resources that are needed to prepare
AI algorithms for the task. A last relevant reason is the time needed not only to configure machine learning
solutions but also the time and manpower needed for the evaluation of the results. Similarly, a recent survey on
the use of technologies within the domain of OH archives found that ASR and NLP are seen as problematic in
terms of accuracy and user-friendliness [103].

Today, technologies developed for non-verbal communication are at a stage where development and deploy-
ment of applications in various domains are thriving. However, the adaptation of these technologies for OH
archival research is not forthcoming yet. Once that stage is reached, it will still take a good while until a trans-
formation in the structure and interface of archives takes place. Hence, in the next section, we will only focus on
research practices of non-verbal communication and give examples of how they can be utilized in OH archival
(or related) research agendas.

3 HOW TO AUTOMATICALLY ANALYZE THE SUBJECTIVE SIDE OF THE ARCHIVES?

The interview collections in OH archives present us with a subjective perspective on historical events [52]. The
information is not solely in the narrative, but it also in the breaks and gaps of it; gestures, facial expressions,
periods of silences, and other non-verbal interactions carry as much information as the spoken word [52, 69]. It
is no wonder that Portelli [74], a leading oral historian, is widely cited in his observation that “transcripts not only
fail to convey the essence of the interview space, but also service to flatten the emotional content of speech” (p.
35). We argue in this article that the advancements in affective computing, social signal processing, and automatic
analysis of non-verbal communication is providing us with new tools that can capture the subjective and the
emotional content of the OH archives as well.

In this section, we will give an overview on the state of the art in social signal processing [70, 101], as well
as related advances in affective computing, which produces tools that automatically analyze emotional signals
from multiple modalities. A particularly relevant application of emotion detection of OH is finding correlations
between non-verbal signals and mental health problems, such as depression or post-traumatic stress disorder

(PTSD). Many OH collections contain narratives of traumatic events, told by survivors.2 Environmental triggers
such as natural disasters, war, mass migration, or other violent occurrences due to the unstable politic regimes
generate mass trauma, and oral historians take on the task of recording the survivors stories. In OH research,
trauma so often takes the focal point that trauma oral history has become a commonly referred term in the disci-
pline [76]. Hence, here we will use trauma as a topic or, better still, as a case study to demonstrate the potential
of non-verbal communication technologies for oral historians and data scientists, as well as psychiatrists.

3.1 Paralinguistics

Speech is a rich source of verbal and non-verbal information that offers glimpses on not only the mind-set of
the speakers but also how they feel. Furthermore, through an analysis of the voice quality, the mood and even

2Oral historians warn about the dangers of framing an OH archive collection as a source of “traumatic stories,” pointing out how refugees

or similar minority groups are expected to tell about their traumatic experiences. Especially refugees who search for a safe haven feel the

pressure to tell what the authorities want to hear [75].

ACM Journal on Computing and Cultural Heritage, Vol. 15, No. 1, Article 6. Publication date: December 2021.



A Computational Look at Oral History Archives • 6:7

the personality of the speaker can be categorized [85]. The research area of “paralinguistics” is the analysis of
voice quality, and although linguistic analysis explores what is said, paralinguistics researches how it is said.
Beside a large set of acoustic measures (called prosodic features) such as intonation, rhythm, tone, and stress,
paralinguistics also analyzes filler sounds such as coughs, laughter, moans, gasps, grunts, or utterances, and
the silences between speech instances. All these non-verbal signals have a great significance when we try to
understand the emotional state of a speaker, even if they are not always explicitly attended to.

Paralinguistic features are useful for many application domains from speech recognition, speakers’ intention
interpretation [15], and conversation analysis to health-related analysis, to name a few [4]. But they are most
commonly needed in emotion recognition. The analysis of linguistic cues can be used to evaluate emotional
stability and infer the personality of the speaker [64]. For example, voices from subjects with PTSD or depression
were found to have significantly tenser voice quality [83]. Moreover, depressed subjects are prone to possess a
low dynamic range of the fundamental frequency, a slow speaking rate, a slightly shorter speaking duration, and
a relatively monotone delivery.

Computational paralinguistics offers different feature sets and classification frameworks [86]. There are several
toolboxes, such as the openSMILE toolkit [34], or the COVAREP repository [26], which provide feature extraction
capabilities for the analysis of paralinguistic features in speech. These toolkits enable the extraction of a diverse
set of low-level descriptors (LLDs), such as pitch, Mel-frequency cepstrum coefficient features based on human
speech production, signal energy. and spectral features. The processing typically adds various filters, functionals,
and transformations to these low-level features. The LLDs are extracted by applying a windowing function to the
acoustic signal, either in the time, frequency, or time-frequency domain and by studying the characteristics of
the wavelength. LLDs can then be used, for instance, for classification or regression purposes, or model learning.

At the moment, there are very few existing scientific works on processing OH archives with the tools of
paralinguistics. Working on an OH dataset documenting war and violence in Croatia, de Jong et al. [23] modeled
the verbal and prosodic features of emotional expression in narrative data. The correlation between non-verbal
emotional expression in the voice (pitch, vocal effort, and pauses) and changes in the intensity of emotional
expressions during the interviews were analyzed under the hypothesis that the interviewee would be more
emotional after open-ended questions. Such open-ended questions are usually introduced in the latter part of the
interview. The emotional expression value was calculated with the percentage of emotion words. A correlation
in the intensity of the verbal expression and the pitch and pause duration was observed, but there was not a
correlation for vocal effort.

Studies like that of de Jong et al. [23] offer a new set of tools for OH research: during the early history of
OH research, to establish an objective approach to the object of study, the focus was in generating interview
protocols [90]. Even though with time the majority in the field of OH agreed that every interview is unique and
it is not always possible to exactly follow an interview protocol, the common practice still relies on them. Today
it is possible to analyze different OH collections focusing on the emotional state of the interviewees in relation to
interview protocols in general, and gain new insights to the design of interviews, where, for example, different
routes might prove better depending, for example, on the age, or gender of the interviewee.

3.2 Facial Expressions

Face expression recognition is a mature field with many applications for human-computer interaction, human
behavior understanding, and mental state recognition. Although the link between emotions and facial expression
displays is not contested, it is far from trivial. Even a simple smile expression, arguably the easiest expression
to detect, can reveal nuances when analyzed in depth, such as posed and spontaneous smiles [29] or smiles
signaling embarrassment [5].

Following Darwin, Ekman [32] proposed that there are basic facial emotional expressions that are recogniz-
able across cultures. For two decades, the basic emotions (i.e., happiness, fear, anger, surprise, sadness, disgust)
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dominated the affect analysis from faces, and many algorithms and toolboxes have been developed to automati-
cally classify facial images into emotional categories. More recently, these so-called categorical approaches were
supplemented by dimensional approaches, where the apparent emotion shown on the face is mapped to a contin-
uous, 2D (i.e., valence and arousal) or 3D (adding dominance) feature space [65]. There were attempts to detect
combinations of categorical expressions (e.g., happily surprised) instead of basic emotions [30], and arguments
that cross-cultural recognition of basic emotions is far from perfect [47]. An objective annotation system for
facial muscle movements, the Facial Action Coding System, was proposed by Ekman [33], and it remains a stan-
dard tool in face analysis. However, manual coding of facial movements with the Facial Action Coding System is
extremely time consuming and difficult, requiring highly trained coders. Subsequently, automatic analysis tools
that can do such a coding from arbitrary videos have been developed [12]. These tools can also provide head
pose analysis and gaze direction estimation, which are important social signals. However, the idiosyncratic vari-
ations in facial expressions, the highly contextual and semantic interpretation requirements, and the difficulty
of processing faces under non-ideal pose and illumination conditions (i.e., the so-called “in the wild” recording
conditions) make this problem far from solved. At the time of this writing, there are no algorithms that can detect
the traces of sarcasm in a smile.

The potential of face analysis to OH archives is clear, as many archives contain video recordings of speakers’
faces. Using visual information such as facial expressions, and how the interviewees gaze travel, it might be
possible not only to get a more complete understanding of the interviewee’s emotional state but also to recon-
struct the relationship between the interviewee and the interviewer. Normally, the position and the role of the
interviewer is hidden in these videos, and unless special attention is given, it is not possible to follow the com-
munication between the interviewee and the interviewer. Through such automatic processing tools, it becomes
possible to derive analytics of gaze and expressions, highlight distributions of affective moments in the archive,
search for patterns, and complement verbal analysis.

3.3 Body Language

An important part of non-verbal communication is hidden in the way we use our bodies. Body language conveys
mood and affective state, provides non-verbal communication signals, and regulates turn-taking and interactions.
Hand gestures can denote specific content, replacing or enhancing certain concepts, and provide indexing and
symbolic cues [72]. To decipher an interview and the communicative acts of an interviewee in their fullness, the
interpretation of body cues and hand gestures would be essential. Certain hand gestures, called self-adaptors, such
as hand tapping, stroking, or grooming, have been shown to be correlated to anxiety/depression disorders [35]. A
study in trauma oral archives for such hand self-adaptors, for instance, could generate insights about the cultural
codes and their relation to self-adaptors.

Body postures, gaze direction, and gestures contain rich signals into the attitude of the talking person, as well
as social cues such as agreement and disagreement. For example, in political speech videos, automatic analysis
approaches have been used successfully to gain insight into attitudes and the use of persuasive discourse, using
gesture and gaze cues [73]. Similar research in an OH collection could bring a new perspective into the discourse
of “shared authority” in OH interview protocols [91]. The concept was defined first by Frisch et al. [43], to stress
the importance of a dialogue between interviewee and interviewer, in which they negotiate their differences to
reach a common ground, to build trust. It was also used to acknowledge the fact that both interviewer and the in-
terviewee have their own agendas [48]. Shared authority is defined, discussed, and expanded to new definitions
such as “sharing authority”; however, how it should be applied in research is never explained [91]. A compu-
tational study to document the turn-taking, persuasion, and trust in OH interviews would generate a needed
example space of how sharing authority in practice is done.

The automatic approach to body language interpretation treats signs and gestures as a pattern classification
problem. Here, the analyst specifies a number of gestures, poses, or body postures of interest, and uses a computer
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vision based method to automatically detect them in video. For example, touching the face is a prominent signal
for certain states (e.g., confusion or concentration), and it is possible to implement a system that can automatically
detect when the interviewee is touching their face [14]. Such behavior is also monitored via wearable sensors,
but in interview settings, this may be impractical.

Human body analysis and pose estimation received a lot of attention in the past few years because of their
vast commercial applications (e.g., activity recognition in smart environments and pedestrian detection for au-
tonomous driving). Deep neural network based methods are developed for this purpose [40, 56, 107], and tools
are prepared that are relatively easy to incorporate into software systems. A frequently used tool is OpenPose,
which automatically fits a 3D skeleton model to the persons in an image, allowing the quantification of pose,
limb angles, and body movement speed [20]. Pose prediction is challenging due to the variety of conditions that
affect the appearance (e.g., different lighting conditions, clothing, camera angles, occlusions, and self-occlusions)
and requires additional assumptions for robust evaluation [7, 46, 100].

Model-based approaches to body pose estimation expect the full body to be visible. This causes a problem for
videos where only the upper body is visible. Unfortunately, many OH interview videos use a camera angle that
focuses on the face, and include the upper body only. Moreover, hand gestures may also be missed, especially
if the hands remain on the lower body, resting on the knees. We should also note that missing limbs will create
problems with many existing automatic approaches, precisely for the same reason.

Affect is also linked to the body pose in a general way. Although it is known that speech and facial analysis are
richer sources of affect estimation, the body is an additional source that can be used. Happiness and excitement
are revealed with more active body movements, and sadness is perceived by a shrunken body, bowed shoulders,
and a bent head [66]. Emotions can be recognized by modeling each body part independently for analysis, or by
implementing a structural body model, analyzing the entire pose for emotion recognition [82].

3.4 Breathing Analysis

Breathing is a physiological function that is regulated automatically, unless a person consciously focuses on it.
Although we do not use breathing to communicate explicitly, it still signals affective cues, as it is an anatomi-
cal action that changes with different emotions. Studies show a correlation between respiratory feedback and
emotions such as joy, anger, fear, and sadness [71]. Subsequently, looking at breathing patterns of subjects in
an archive can provide insights about the affective state of the subjects. For example, narrating painful events
can cause a conceivable change in breathing patterns. In a sense, remembering a traumatic event equals to “re-
experiencing” the old associations [31]. Salah et al. [3] investigated how breathing patterns change in survivor
testimonies and illustrated how these can be used to mark emotional moments during recordings. A broader
question they asked is whether traumatic experiences leave somatic traces in subjects that transcend languages,
cultures, and geographies. This requires a large-scale analysis of multi-cultural OH collections.

Breathing signals vary in intensity, length, and strength. For example, sighs are audible signals that denote
relief, desire, or boredom. On a physiological level, these deep and fast breaths help to gain respiratory con-
trol, playing a homeostatic role to restore calmness after an emotional state [102]. Deeper analysis of breathing
patterns can be revealing. Expressions such as laughter affect breathing patterns, resulting in large exhalations,
which help with “de-escalating” stressful reactions to negative emotions [88]. This may explain the use of hu-
mor in some survivor stories. Humor can reduce the intensity of the traumatic stress reactions, proving to be a
viable coping mechanism [37]. Personality difference and the level of personal anxiety also influence breathing
patterns, especially during mental stress [44].

Analyzing breathing patterns via machine learning approaches in non-verbal communication is a relatively
new research line. Most approaches focus on automatic breathing detection, which is especially challenging for
uncontrolled recording conditions. Because of the temporal nature of the problem, approaches that model the
sound dynamics are preferred, such as long short-term memory models [60, 61, 63]. Long short-term memory
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networks contain memory units to preserve and propagate information over time, rendering them especially
useful for audiovisual datasets.

There are recent studies that relate breathing patterns to emotional states and mental health. For example, us-
ing breath signal information, Cho et al. [21] proposed a neural network based classifier to discriminate between
levels of stress while performing a task. In the work of Kaya et al. [50], signals from non-verbal parts of the
recordings, such as breathing and silences, are combined with linguistic information for automatic depression
detection.

The interest on breathing signals is reflected in the recently organized INTERSPEECH 2020 Breathing Chal-
lenge, which was based on a new dataset of spontaneous speech, recorded in a studio setting [87]. The breathing
signals were collected with a piezoelectric respiratory belt that returns a continuous ground truth value. In the
absence of such a sensor (as is the case with most OH collections), annotation of breathing signals is a difficult
and time-consuming task. However, such annotated datasets can be used to develop supervised learning methods
that will work on archival data to approximate the functioning of the respiratory belt [60].

3.5 Heart Rate Detection

The heart rate (HR) is another physiological signal that changes due to physical triggers, as well as due to
emotional states. The heart rate variability (HRV) is similarly connected to emotional responses. A classical
example is the “fight-or-flight” reaction, with an increase in HR and HRV to activate mobilization responses.

The relationship between HR and non-verbal communication is not fully researched, but some direct associa-
tions are confirmed. HRV has been proposed as an important marker of emotion regulatory ability, particularly
as it relates to social processes and mental health [9]. For example war veterans, when presented with trauma-
related cues, such as imaginal material or sounds, experience an increased HR [22, 89]. Subsequently, automatic
extraction of HR and HRV can provide valuable insights into the mental state of a subject. Recent progress in
computer vision enables such analyses from archival material.

The beating of a heart is a familiar sound for all of us; however, we do not perceive the HR and related bio-
signals consciously. In medical settings, the HR is typically measured using an electrocardiogram (ECG) with
electrodes placed on the body. Recent advances in computer analysis of human behavior enabled non-contact
procedures, which can be used with pre-recorded archival videos. A technique called Eulerian video magnification

was introduced to amplify subtle color and movement changes on the face and the body to “amplify” the HR signal
to make it visible [105]. Other visual cues used in automatic approaches include subtle head movements [11],
facial features [80], and a combination of speech and facial features [8].

3.6 Challenges of Social Signal Processing in OH Archives

OH collections cover a wide range of languages and cultures. When working with data from diverse cultural
backgrounds, it is important to keep in mind that social signals vary across culture, gender, age, and identity.
There are even community-specific social signals, with variations according to the age and gender of their mem-
bers. Studies suggest some commonality that surfaces among such rich variations: for example, facial expressions
of basic emotions, as well as postures, are similar across cultures to some degree. However, how much emotions
are expressed is clearly affected by the cultural codes, and individuals learn how to express or control their
emotions [62].

The way culture influences individual behavior is not easy to assess. In an example presented in the work of
Summerfield [96], Australian and New Zealand veterans of the First War were observed to construct an ideal-
ized soldier, as loyal and patriotic, following the notions of Australian masculinity. However, this construction
necessitated them to suppress their painful memories that did not fit the cultural codes of the time. In contrast,
the testimonies of women involved in the Home Guard during the Second World War were often fragmented
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and deflected within the interview context, possibly due to the lack of a cultural frame of reference for women
working in warfare.

Gender has a significant influence on how the individual communicates. Either due to cultural expectations
or body composition, men and women tend to move and behave differently [66]. Dire emotional situations
like traumatic experiences are also processed differently by men and women. Hence, using gender-dependent
models for non-verbal communication cues to detect depression and PTSD raises the performance of automatic
approaches [95].

Age also has a considerable effect in verbal and non-verbal communication. For example, the state of the art
for both speech recognition and paralinguistic analysis are underdeveloped research lines when it comes to pro-
cessing the speech of elderly or children. Both age groups have significantly different acoustic features than the
norm that is represented in the available datasets, which are used to train the state-of-the-art models [93]. To
re-train these models, large datasets for the elderly and children need to be generated. Within the digital human-
ities studies, a similar (and recurring) problem comes to the fore when working with historical data: a face and
gender recognition algorithm trained with millions of images from the 21st century will fail to perform as good
in a collection of portrait paintings from the 18th century [81]. The OH collections host rich datasets of inter-
views done with elderly people. However, to prepare these collections as a training resource needs annotation by
field experts—that is, scholars who are familiar with the language, culture, community, and time period in ques-
tion. This calls for collaboration between many disciplines, and might be the biggest obstacle for the diffusion
of AI algorithms to OH archiving research, and similarly, to find new datasets to be used in training automatic
systems.

4 CONCLUSION

Computing social signals between the interviewee and the interviewer, as well as analyzing the subjectivity in
an audiovisual narration, will enrich OH archives and contribute to many audiovisual collections. One obvious
benefit lies in understanding the changes in emotions during remembering, storytelling, and conversing. Com-
bined with the transcriptions of a record, the scholars and the other end users of the archives will have a better
understanding of what is said, as well as how it is said. Better still, an augmented map of each record and maps
of a collection can be generated, with an ability to zoom-in to a specific time in a record or zoom-out to different
levels.

In this article, we highlighted the latest developments in key technologies for multimedia archiving practices
such as NLP and ASR. We furthermore introduced non-verbal signal processing as a potential source that would
enrich OH as well as neighboring domains. OH archives constitute only a portion of all audio/video collections.
There are various scholarly practices and communities that generate and maintain similar collections [19]. Even
though the research and archiving practices for these show differences, the benefits of developments at the inter-
section of social signal processing and archival practices will be felt within all these domains. Hence, throughout
the article, we argued that once utilized, this potential will have wider influences than OH practices, and by way
of concluding, we briefly summarize the expected impact for different domains.

For humanities scholars. As we have stressed more than once, the oral qualities of the OH collections are too
valuable to lose, too cumbersome to access in a user-friendly way, and too difficult to have an overview without
the help of computational technologies. As noted by Frisch [36]: “Everyone knows that there are worlds of
meaning that lie beyond words; nobody pretends for a moment that the transcript is in any real sense a better
representation of reality than the voice itself. Meaning inheres in context and setting, in gesture, in tone, in
body language, in expression, in pauses, in performed skills and movements. To the extent we are restricted to
text and transcription, we will never locate such moments and meaning, much less have the chance to study,
reflect on, learn from, and share them” (p. 2). The successful application of non-verbal computational tools in the
analysis of OH archives will generate new insights to oral historians. Similarly, humanities and social science
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scholars working with qualitative interview data, as well as multimedia resources such as movies, will find a
valuable toolkit. However, until these technologies can be integrated into the interfaces to audiovisual collections,
collaboration with data scientists, and a familiarity or, better still, a computational literacy might prove necessary.

For (OH) archivists. Collections that are transcribed (i.e., turned into a printed format) fit the traditional ap-
proach of archival studies where the document (i.e., written word) was the norm. The oldest archival principles
were formulated to accommodate the physical characteristics of the text. Hence, to generate easy access to the
oral and visual qualities of audiovisual collections was a challenging task. With the newest multimedia inter-
faces, it is possible to locate specific instances within collections, watch the corresponding instance in a video
file, or listen to it in an audio file. The introduction of non-verbal computational methodologies to OH collec-
tions and interfaces will bring new opportunities, as well as new challenges, as these will generate new datasets
of the collections that need to be added as data, metadata, and new layers to interfaces. In archival sciences,
arguments for the need of a modular, flexible, and agile infrastructure are already put to implementation and
discussion [67]. To adapt to new technologies such as non-verbal communication analysis asks not only for com-
putational and economical resources but also for new guidelines and maybe a new understanding in archival
studies. Adding emotional states as metadata to an audiovisual collection will not only enhance the information
retrieval experience of OH archive users but also will become a milestone in the archival science.

For AI/data scientists. AI technologies work with computational and data resources. In theory, thanks to social
media, many audiovisual datasets can be collected from the generously growing user-generated content. How-
ever, in practice, to collect, prepare, and generate metadata for such datasets is a very time consuming activity. It
is difficult to find a topically focused but subjectively diverse set of collections like OH archives can offer. More-
over, OH interviews are usually long and follow basic standards (the same point of view in camera angles, the
same recording equipment for all participants). These qualities make OH collections interesting and potentially
very informative datasets.

Each tool becomes an extension of its user and changes the physical or cognitive capabilities of the user. Social
signal processing approaches, as they mature, will be packaged into easy-to-use software tools that will give
scholars of audiovisual collections new ways of interacting with the archives. New technologies such as these
will offer not only novel ways of perusing the archives but also will generate new spaces within the archive,
where information retrieval can amount to doing research on various levels, bringing new patterns to the light
of day.
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