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ABSTRACT
Testbeds remain indispensable instruments for experimentally eval-
uating IoT-oriented low-power wireless networking solutions. With
the evolution of the field, they are increasingly expected to match
envisioned deployment conditions of such solutions, notably in
terms of scale. However, large-scale testbeds are scarce, likely be-
cause they have been believed to be expensive. This paper argues
that this belief need no longer be justified by presenting the archi-
tecture and basic properties of 1KT, our new smart-building IoT
testbed for solutions utilizing IEEE 802.15.4 and Bluetooth Low
Energy. It comprises 1000 experimental devices deployed directly
in human spaces of 168 rooms on all 5 floors of a sizable building.
At the same time, its cost is relatively low considering the scale.
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1 INTRODUCTION
Low-power wireless networking, notably utilizing IEEE 802.15.4
and Bluetooth Low Energy (BLE), is one of the key technologies
for the Internet of Things (IoT). However, communication enabled
by these two narrowband 2.4 GHz standards is peculiar in several
aspects. For instance, it proceeds over wireless links that are heav-
ily influenced by the ambient conditions, like temperature [5], and
various obstacles, notably humans [16]. Interference, from both
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coexisting links and other technologies, poses yet another chal-
lenge, especially for the ubiquitously used 2.4 GHz band. Although
many of such problems have been studied extensively and com-
pelling solutions have been proposed by the community to alleviate
them, the field has recently started facing a fundamental method-
ological challenge: our abilities to evaluate the performance of the
proposed solutions increasingly fail to meet their prospective in-
dustrial adopters’ expectations, which is a major impediment also
to further scientific progress [4].

To explain, given the inherent limitations of today’s simulators in
accurately yet efficiently modeling low-power wireless networking
at the lowest levels [4, 13], novel communication schemes have to
be extensively evaluated also on testbeds. One approach is to isolate
such testbeds from their surrounding environment as much as pos-
sible and to emulate external radio interference, human presence,
and other relevant phenomena on demand. Such highly control-
lable settings are indispensable especially for basic research at early,
small-scale stages of protocol development. However, given the pe-
culiarities of low-power wireless communication, experiments in
more realistic conditions often reveal unpredicted protocol behav-
iors, like performance deteriorations [6, 9] or, even more surprising,
improvements [14]. For these reasons, from an industrial perspec-
tive, especially when dependability is a core requirement [11], a
protocol considered for real-world deployments should first be eval-
uated in settings similar to the envisioned ones. Such results can
be obtained on testbeds that model as close as possible the target
conditions by being themselves located in similar environments
and having matching scales. Appropriate low-power wireless net-
working testbeds are scarce, though, likely because developing such
testbeds has simply been believed as overly expensive.

In this paper, we argue that this belief need no longer be justi-
fied and support the claim by introducing 1KT, our new testbed
dedicated to IoT-oriented networking research. It offers for exper-
imentation 1000 custom devices, featuring modern ARM Cortex-
M3s, radios for both IEEE 802.15.4 and BLE, and a range of other
functionalities, like continuous power consumption measurement.
It covers all floors of a sizable five-story faculty building, with the
devices deployed directly in human spaces (e.g., under windowsills,
behind desks, on file cabinets) of 168 rooms of virtually all types,
including offices, computer labs, lecture halls, and shared areas. In
effect, the low-power wireless network they form is volumetric,
nonuniform, and has a large diameter. Moreover, it is subject to
multiple short- and long-term phenomena that can be related to
specific events and processes occurring at the deployment site and
stemming from the intended building functions, which constitutes
yet another evidence for the need for experimentation on such
platforms. At the same time, the cost of 1KT is relatively low con-
sidering its scale, which refutes the common presumption that a
testbed, especially a large-scale one, requires an immense budget.
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Figure 1: System architecture

The rest of this paper is organized as follows. We start by dis-
cussing the design and implementation of 1KT (Section 2). Then,
we empirically assess its basic properties (Section 3). Finally, we
survey related work (Section 4) and conclude (Section 5).

2 DESIGN AND IMPLEMENTATION
Our testbed adopts a popular architecture that combines: exper-
imental devices, a control network, and an orchestration server
(cf. Figure 1). Yet, to reconcile the goal of the large scale with the
limited budget, its implementation requires trade-offs, such as lim-
iting the offered features to essential ones only.

At a high level, 1KT follows three primary decisions. First, it is
homogeneous to benefit from the effects of scale and to simplify
deployment and maintenance. Second, it is built out of off-the-shelf
components to be cost-effective. Finally, special care is committed
to the control network as non-remote operation and maintenance
are impossible when 1KT is already deployed.

The Experimental Devices (EDs). If any technology is worth in-
vesting in, it is certainly EDs, as they execute the experiments
aiming at studying particular phenomena of low-power wireless
communication. Texas Instruments CC2650 is chosen to this end,
as it is a modern industry-oriented SoC (Cortex-M3, 28 KB RAM,
128 KB Flash), with a built-in radio that supports both IEEE 802.15.4
and BLE. The choice of CC2650 is led also by its features that
support the process of experimentation itself, like an integrated
additional processor for offloading the CPU in some tasks. For in-
stance, we take advantage of it to provide highly efficient logging
for experimental applications running on 1KT. However, develop-
ing a custom CC2650-powered module would exceed the project’s
budget. Therefore, a CC2650EM-7ID Reference Design, which is a
ready-to-use evaluation module, is employed directly as ED.

The Control Network – Communication Links. The control net-
work allows the server and EDs to reliably exchange data and
commands by means other than the low-power wireless communi-
cation that is the subject of the experiments. However, deploying a
dedicated wired physical network would abuse the hospitality of
the testbed host and unjustifiably raise costs. In contrast, relying
solely on wireless technologies, whose quality may be affected by
factors beyond our control, could impair the dependability of the
testbed. Consequently, as the main medium for the control network,
1KT employs the Ethernet infrastructure already existing in the
building, but augmented with virtualization technologies, notably
VPN. As a result, however, the design of the testbed has to minimize
the consumed bandwidth and employ additional Ethernet switches
to prevent downgrading the network where the building occupants’

computers are connected. As a fail-over communication medium,
1KT maintains a private Wi-Fi network.

EDs cannot be connected directly to the control network, though,
as they lack proper interfaces and do not support remote supervi-
sion, and hence the need for extending the control network with
devices that manage the communication links and operate EDs.

The Control Network – Supervising Devices (SDs). Such devices
are combined one-to-one with EDs, as this approach has several
advantages. First, it allows for placing both devices in a single case,
which betters the overall appearance and simplifies deployment.
Second, it improves reliability, in particular because a failure of
SD can affect only one ED. On the other hand, the drawback of
the selected approach is a potentially larger cost compared to an
alternative scheme of managing a few EDs by one SD.

A single-board computer Olimex RT5350F-OLinuXino is chosen
as SD because it is the most cost-effective option that meets our
requirements. First, it supports low-level interfaces provided by ED,
thereby facilitating integration. Second, it has a built-in Ethernet
chip and Wi-Fi radio, so it can be configured to constitute a host
in the control network. Moreover, it supports two Ethernet ports,
allowing us to minimize the number of required Ethernet switches
by device chaining: an SD relays network traffic to a connected SD.

Using economic hardware involves some trade-offs. For instance,
RT5350F-OLinuXino features only 2.4 GHz Wi-Fi. Therefore, to
avoid unwanted interference, experiments employing the low-power
radios should be run on non-overlapping channels. Furthermore,
the highly limited persistent storage of RT5350F-OLinuXino re-
quires extending each SD with an external USB flash drive.

Regarding software, SD runsOpenWrt, a Linux-basedOS, thereby
empowering users with fine-grained control of their experiments,
especially the ability to launch custom scripts and programs on
SDs. At the same time, we provide a range of dedicated conve-
nience services, such as automatic transmission of logs received
from ED to the server. Moreover, the employment of well-known
Linux-based solutions allows us to minimize the effort required to
establish software that manages the control network.

When developing SD, a massive part of our efforts focused on
ensuring high dependability of the remote access to SD (and thus
to ED): 1KT was designed to troubleshoot potential problems en-
tirely remotely. To minimize the risk of losing this functionality
both standard and abnormal testbed operations had to be consid-
ered thoroughly. For instance, we ran multi-round tests to verify
network-loss scenarios and upgrades of the entire software. We
also aimed to envision users’ mistakes and intentional hostile ac-
tions, and evaluated those scenarios as well. Lessons learned in
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Figure 2: Visualization of links within the building established on a particular experiment day.

the course of hundreds of man-hours dedicated to ensuring relia-
bility of 1KT taught us, however, that not every problem can be
predicted [3]. Therefore we employed additional mechanisms en-
abling autonomous or remote recovery (e.g., a hardware-software
watchdog or a last-resort remote service).

CherryMote – the Package. Each ED and its SD are coupled by
being mounted on a PCB, which is the only component designed
specifically for 1KT. Aside from connecting ED with SD, the PCB
distributes power and provides additional connectors that allow for
plugging external hardware or debugging equipment. To provide
a way for each ED to interact with its surrounding environment,
the PCB hosts a thermometer, a LED, and GPIO lines (connected
to SD). The arguably limited set of sensors and actuators stems
from the fact that 1KT is designed to support primarily low-power
communication experimentation, and not to abuse the building’s
occupants’ privacy. Moreover, each PCB hosts also a power meter
(based on a design called iCount [7]), which can be queried in real
time by both SD and ED itself.

All the aforementioned components are enclosed in a single
case, constituting what we call CherryMote [3]. The choice of the
particular professional yet off-the-shelf case is driven equally by
purely technical requirements (protecting firmly all electronic com-
ponents but being small enough to fit certain deployment locations
like windowsills), and by visual taste (as the overall form of the
device, we argue, is crucial for deployments in human spaces).

The Orchestration Server. The goal of the orchestration server
is to coordinate all devices of 1KT so that they appear to their
users as a single system. This is accomplished by two types of
services. First, the server constitutes experimenters’ gateway into
the testbed, supporting launching and controlling experiments, as
well as collecting and storing their results. Second, it drives the
maintenance of the testbed, passing operators’ commands to the
devices, and providing real-time and historic information on their
health. Such a centralized approach is fairly common among IoT
testbeds, despite resulting in a single point of failure. Nevertheless,
even in case of a fatal incident, the single server can be relatively
easily replaced and restored from backups.

A user can access the testbed via a command-line tool, which
can both be used to launch simple commands and be incorporated
into scripts to execute more sophisticated experiments.

Maintenance and Costs. To date, virtually no significant main-
tenance tasks have been required. Despite some initial concerns,
CherryMotes do not cause network problems nor do they inter-
fere in any other intrusive way with the environment. Currently,
although individual devices get disconnected from time to time in
a partially uncontrolled manner, 1KT has been generally accepted
by the building’s occupants.

1KT was developed as an academic research project in which 18
people were involved (academic and administrative staff, graduate
and PhD students). The project was granted 0.27M USD for 4 years.

Each complete and ready-to-use CherryMote costed around
85 USD. The deployment itself consumed about 1300 Ethernet ca-
bles, 400 power strips and 200 Ethernet switches, which amounted
to about 11,000 USD for the whole 1KT. Physical arrangement of
the testbed took our research team approximately 240 hours in total.
It required neither specialized knowledge nor tools.

The only actual cost that has to be paid so far for operating
1KT is due to the consumed electricity, but it is relatively low: a
single CherryMote draws around 2 Watts, a single Ethernet switch
we used consumes around 1.5 W. Altogether, we estimate that the
whole 1KT, including the server, requires around 2.5 kW.

3 EMPIRICAL PROPERTIES
Having the testbed fully operational, we ran a series of preliminary
experiments to study its low-power wireless characteristic. In the
following discussion, we present just their tiny subset. More specifi-
cally, we analyze basic connectivity properties of 1KT, and whether
they are subject to changes in the environment, the knowledge of
which is crucial given the purpose of the testbed.

In the experiments, each ED broadcast one IEEE 802.15.4 packet
at a random moment in every fixed interval, nearly 300 packets
per day. The communication proceeded on a commonly adopted
channel 26, minimizing interference from other technologies. EDs
were configured to communicate at presumably themost interesting
transmission power value: the empirically identified minimal value
for which all nodes constituted a single connected network (-3 dBm).

Each transmission and reception event was recorded. Then the
data was processed to infer directed links between nodes (EDs),
and compute their packet reception rate (PRR) on each day of
every experiment. We focus on connectivity graphs induced by two
classes of links depending on their PRR: links with PRR > 0% (i.e.,
those over which at least one packet was received), referred to as
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all links, and links with PRR ≥ 90% (i.e., those of a high quality),
dubbed good links. The initial analysis was based on data covering
a full regular week. Throughout that time 1KT established over
60,000 all links and 30,000 good links.

Basic Properties. The data on the physical location of each device
allows us to visualize the links (cf. Figure 2) and calculate their
approximate lengths, if they were line-of-sight: an average all link
measures 8 meters while a maximal—50 m, an average good link is
6 meters and a maximal—30 m.

The density of the low-power wireless network of 1KT can be
estimated by the number of links coming into each node (in-degree)
in the connectivity graph (cf. Figure 3a). The in-degree values of the
all links graph are distributed over a relatively wide 5–175 range
with the median of 60. In contrast, the distribution of in-degree
over good links is concentrated in the 10–50 range.

A sequence of the minimal number of links (hops) a packet has to
travel from its sender to its recipient, if multi-hop communication
(e.g., routing) is employed, is called a minimal path (cf. Figure 3b).
Over the course of the week, the longest minimal path (i.e., the
diameter of 1KT) ranges from 10 to 12 hops over all links, and from
18 to 23 hops over good links only.

Environment Changes. The values presented hitherto are aggre-
gated over one week of the experiment. Analyzing each day sepa-
rately reveals noticeable changes in the wireless environment that
occur between a workday and a weekend. For example, the number
of all links, relatively constant over the workdays (around 60,000
links), drops below 50,000 during the weekend, whereas the number
of good links raises over the weekend from 20,000 to around 30,000.

An analysis of link PRR in both directions unveils more details
about the change with respect to quality and symmetry of the
observed links. In general, most of the links are indeed symmetric,
including a vast number of links with a high PRR (over 90%) in
both directions and a significant number with a low PRR (near 0%).
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Figure 3: Metrics averaged over all days of the experiment.

However, during a workday there are significantly more mid-PRR
links with varying level of symmetry than over a weekend.

A possible reason of the change of the wireless environment
between a workday and a weekend is that the physical environment
is more stable during the latter: far fewer people and Wi-Fi-enabled
devices in the building cause less interference but also fewer short-
lived alternative paths of radio signals. Moreover, similar changes
were observed both in a long term (links observed on workdays
during a COVID-19 lockdown resembled the ones observed during
the regular weekend) and a short term (local disturbances of the
wireless network correlated with classes schedule).

Result Discussion. The results suggest that 1KT establishes an
entire spectrum of links, in terms of PRR, a wide range of regions,
in terms of density, and numerous multi-hop paths, making it par-
ticularly suitable for evaluation of indoor networking protocols.
The stable and repeatable results of long-term experiments (not de-
tailed in this paper) indicate that 1KT is indeed capable of providing
scientific-grade data.

The close analysis of numerous metrics reveals that a low-power
wireless network, such as the one of 1KT, undergoes multiple micro
and macro-scale changes. In case of the experiment, the changes are
highly correlated with the physical changes occurring at the deploy-
ment site that closely follow both regular processes typical of the
faculty building and exceptional events. This observation supports
our claim that industry-ready IoT solutions should be evaluated in
conditions resembling their expected operational environments to
prove that they remain performant under such local phenomena. As
each target environment may display slightly different phenomena,
the requirement for real-world evaluations supports the need for
IoT testbeds being affordable for a variety of research groups.

4 RELATEDWORK
Testbeds have long been recognized as indispensable instruments
for studying low-power wireless communication. Many of them
have been built to date (cf. surveys by Tonneau et al. [17] or Kim
et al. [12]); many have also been decommissioned. As the field is
maturing, new testbeds are needed to address novel challenges that
emerge in the context of IoT. Prominent today’s examples include
testbeds associated with the IoTBench initiative [4], notably IoT-
Lab [1], FlockLab 2 [18], Indriya2 [2], and platforms that facilitate
protocol evaluation, like D-Cube [15] as well.

IoT-LAB is an open testbed originally featuring over 2,720 de-
vices of various types and spreading across 6 sites. The largest one,
Grenoble, hosts over 600 experimental devices (as of May 2021 [10]),
which is 40% less than 1KT. The devices are located in corridors
of a single floor, in raised floors and dropped ceilings, following
a regular scheme, unlike 1KT. A supervising device of IoT-LAB
provides multiple advanced capabilities (e.g., sniffing and injecting
wireless traffic). Based on the published schematics, we estimate
the price of its components as approximately 95 USD, whereas
the corresponding components of CherryMote amount to around
30 USD.1 This might make the cost of replicating IoT-LAB Grenoble
at the scale of 1KT too high for low-budget research groups.

1The comparison was made for a batch of 1000 devices using the Octopart BOM Tool
(https://octopart.com/bom-tool) as of May 2021. The original BOMs were modified to
substitute components that were no longer available.
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FlockLab 2 is built of 30 supervising devices (as of May 2021 [8])
deployed indoors on a single floor of an office building and outdoors
(at a few remote rooftop locations). Each supervising device can
host up to 4 experimental devices that can be of different types.
This approach might be particularly beneficial for heterogeneous
testbeds, as it reduces the total cost per experimental device and
simplifies management, but we do not find it advantageous in the
case of homogeneous testbeds like 1KT. Based on the published
bill of materials, we estimate the price of the supervising device’s
components to around 120 USD, which presumably results from
its exceptional features (e.g., high fidelity tracing and GNSS-based
time synchronization).

Indriya2 is deployed across 3 floors of a university building, with
the experimental devices placed mostly in hard-to-reach places like
ceilings. It originally featured 102 experimental devices, including
28 based on CC2650, which is the same microcontroller as in EDs
of CherryMotes. They are supervised by mini desktops, to which
they are connected via USB cables and hubs: a dozen devices per
mini desktop. While this approach reduces the total cost of required
supervising devices, it limits the supervising capabilities to mostly
only serial I/O. Moreover, in case of a smart-building deployment
targeting tens of rooms, it would introduce additional burden during
deployment and would require routing cables in-between rooms,
which might not be acceptable by the building owner.

To sum up, each of the aforementioned testbeds is a unique
experimental platform. They differ in scale, the environment they
are deployed in, the choice of IoT technology that can be put under
test, the level of control of the experimental process, insight into
executed experiments, etc. We do not aim to surpass or replace
any of them as our work has an orthogonal goal: exploring how
to deliver a large-scale testbed that has the potential to meet the
industrial expectations regarding empirical protocol evaluation at
costs that are affordable to many individual research groups.

5 CONCLUSIONS
Testbeds are vital for research and development of low-power wire-
less networking, which is in turn one of the building blocks for
IoT. This need is particularly reflected in the requirements of indus-
trial technology adopters, who expect novel IoT solutions to have
their performance confirmed in conditions and at scales resembling
intended target deployments. However, testbeds meeting these re-
quirements, for instance, aiming at large smart buildings, are scarce,
most likely because they have been presumed to be intricate and
expensive. Our work suggests that this presumption need no longer
be justified. To this end, it demonstrates that a 1000-node indoor
testbed, which establishes a large multi-hop network featuring a
full spectrum of links and regions with different characteristics,
as well as exhibiting various temporal phenomena due to its en-
vironment, can be accessible to multiple groups worldwide. We
thus hope that our work will facilitate evaluating novel low-power
wireless networking solutions at scale and inspire development of
new testbeds in a range of interesting settings. Accordingly, we are
open to collaboration on such projects. More information about the
testbed can be found on the project website:
https://www.mimuw.edu.pl/~iwanicki/projects/heni/1kt.html
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