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ABSTRACT

Structural data well exists in Web applications, such as social net-
works in social media, citation networks in academic websites, and
threads data in online forums. Due to the complex topology, it is
difficult to process and make use of the rich information within
such data. Graph Neural Networks (GNNs) have shown great advan-
tages on learning representations for structural data. However, the
non-transparency of the deep learning models makes it non-trivial
to explain and interpret the predictions made by GNNs. Meanwhile,
it is also a big challenge to evaluate the GNN explanations, since in
many cases, the ground-truth explanations are unavailable.

In this paper, we take insights of Counterfactual and Factual
(CF?) reasoning from causal inference theory, to solve both the
learning and evaluation problems in explainable GNNs. For gen-
erating explanations, we propose a model-agnostic framework by
formulating an optimization problem based on both of the two ca-
sual perspectives. This distinguishes CF? from previous explainable
GNN s that only consider one of them. Another contribution of the
work is the evaluation of GNN explanations. For quantitatively
evaluating the generated explanations without the requirement
of ground-truth, we design metrics based on Counterfactual and
Factual reasoning to evaluate the necessity and sufficiency of the
explanations. Experiments show that no matter ground-truth expla-
nations are available or not, CF2 generates better explanations than
previous state-of-the-art methods on real-world datasets. More-
over, the statistic analysis justifies the correlation between the
performance on ground-truth evaluation and our proposed metrics.
Source code is available at https://github.com/chrisjtan/gnn_cff.
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Figure 1: An example for extracting explanations for muta-
genic prediction. The sub-graph induced by the bold edges is
the explanation extracted by (a) factual reasoning, (b) coun-
terfactual reasoning and (c) counterfactual and factual rea-
soning. The sub-graph in (c) is also the ground-truth expla-
nation, i.e., Nitrobenzene structure is the cause of mutagen.

1 INTRODUCTION

Structured data widely exists in various domains such as social
networks [42], citation networks [14, 33] in Web applications, and
chemical molecules [9, 40] in biomedical research. Such kind of data,
which is commonly represented as graph, contains rich information.
However, conducting studies on graph data is exhausting for human
because both the topology information and the node features need
to be considered.

Fortunately, GNNs have shown great advantages on learning
graph representations because they aggregate both the feature and
structure information by passing the massages in the graph. Thus,
GNN-based models achieved promising results in graph prediction
tasks such as graph classification, node classification, and link pre-
diction. However, most of the GNN models are non-transparent,
which leads to the lack of explainability in model predictions. Ex-
ploring the explainability of GNNs is crucial because good explana-
tions not only help to understand the model predictions but also
help to identify potential flaws in the model and further refine the
GNN model.

In a high-level view, recent state-of-the-art GNN explanation
methods are based on either factual reasoning [24, 43] or counter-
factual reasoning [22, 23]. Methods based on factual reasoning seek
a sub-graph whose information is sufficient to produce the same
prediction as using the whole original graph, while methods based
on counterfactual reasoning seek a sub-graph whose information
is necessary which if removed will result in different predictions.

Both factual reasoning and counterfactual reasoning are impor-
tant approaches to explanation extraction, but each of them alone
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has its disadvantages. Factual reasoning favors sub-graph explana-
tions that contain enough information to make the same prediction,
but the extracted sub-graph may include redundant nodes/edges
and thus not compact enough. For example, an extreme case is to
take the whole graph as the “sub-graph,” which will definitely give
the same prediction, but such a “sub-graph” does not convey any
meaningful information as an explanation.

This disadvantage is also illustrated in Figure 1(a). We use a
real-world biochemical example since it has known ground-truth
explanation which is hardly accessible for most Web-based graphs.
In this example, a molecule is predicted to be mutagenic and we
want to extract explanations for the prediction. The explanation
sub-graph generated by factual reasoning may indeed cover the
essential reason—the Nitrobenzene structure (benzene-NO,) [9].
However, it also contains some extra edges from other carbon rings
because when these edges are included, the sub-graph leads to the
same mutagenic prediction. In a nutshell, the extracted explanation
tends to be sufficient but not necessary.

On the other hand, counterfactual reasoning favors the expla-
nations that only contain the most crucial information, i.e., if the
explanation sub-graph is removed, then the graph will result in
different predictions. However, because of the this, counterfactual
reasoning may only extract a small subset of the real explanation.

Take Figure 1(b) as an example, counterfactual reasoning gener-
ates a sub-graph with only three edges. These edges, if removed,
will indeed break the Nitrobenzene structure and thus lead to a
different prediction (i.e., non-mutagenic), however, such an explana-
tion does not cover the complete information about what makes the
target molecule mutagenic. In a nutshell, the extracted explanation
tends to be necessary but not sufficient.

To overcome the problems and to seek a balance between neces-
sity and sufficiency, we propose a Counterfactual and Factual (CF?)
reasoning framework to extract GNN explanations which brings
the best of the two worlds. CF? formulates an optimization prob-
lem to integrate counterfactual and factual reasoning objectives so
as to extract explanations that are both necessary and sufficient.
As shown in Figure 1(c), the counterfactual objective encourages
the necessary edges while the factual objective ensures that the
extracted explanation contains sufficient information, and thus an
ideal sub-graph explanation can be induced.

Another challenge in explainable GNN research is that most real-
world graph datasets lack ground-truth explanations, which makes
it difficult to evaluate the extracted explanations for these datasets.
Fortunately, the fundamental idea of CF? can also be adapted into
the evaluations. In this paper, we borrow insights from causal in-
ference theory and adopt the Probability of Necessity (PN) and
Probability of Sufficiency (PS) to evaluate the necessity and suffi-
ciency of the extracted explanations, which makes it possible to
conduct quantitative evaluation of GNN explanations. PN and PS
are aligned with counterfactual and factual reasoning respectively.
Details are formulated in Section 6.

In summary, this work has the following contributions:

o We show the relationship between factual (or counterfac-
tual) reasoning and the sufficiency (or necessity) of GNN
explanations.

e We propose a CF? framework to consider both factual and
counterfactual reasoning for GNN explanations.
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e We propose a set of quantitative evaluation metrics to evalu-
ate the GNN explanations.

e We conduct extensive experiments on 2 synthetic datasets
and 3 real-world datasets from different domains to justify
the proposed model and evaluation metric.

2 RELATED WORKS
2.1 Explainability in Deep Learning and Al

Explainable Al has been an important topic in recommender sys-
tems [5, 6, 13, 36, 41, 46, 47], natural language processing [8, 16, 20]
and computer vision [7, 10, 15, 25, 38]. To improve the transparency
of deep neural networks, many explanation techniques have been
proposed in recent years. Based on how to obtain the importance
scores, these approaches can be categorized into gradient/feature-
based methods, perturbation/casual-based methods, and surrogate
methods [26, 45]. Gradients/feature-based methods [19, 32, 35]
are the most straightforward way to achieve saliency maps as
explanations. They usually map the final prediction to the input
space by gradient back-propagation or by linking hidden features
to inputs via interpolation. Perturbation/casual-based methods
[11, 12, 15, 27, 36, 37, 39] learn the feature importance through
observing the change of predictions with respect to the input per-
turbation. The idea behind these methods are intuitive: determining
which part of the inputs are important by either removing the least
important information (i.e., pixels in image, words in text, nodes in
graph) to keep the model prediction the same (factual reasoning)
or removing the most important information to change the model
prediction (counterfactual reasoning). The representative of surro-
gate methods is LIME [31], which employs a simple linear model
to approximate the predictions on a bunch of nearby inputs and
provides explanations from the surrogate model.

2.2 Explainability in Graph Neural Networks

The aforementioned methods are developed mainly for images and
texts. Besides the individual features, graphs also contain important
topological structure. Such graph structures are highly related to
the functionalities in specific domains and should not be ignored
for GNN-based explanation approaches. In explainable GNN, early
attempts directly extend gradients/feature-based methods [1, 29] to
identify important input features. While simple and efficient, these
approaches either suffer from gradient saturation [34] or lack of
the ability to explain node classification predictions [45]. Another
line of work [17] follows LIME and adopts a surrogate model for
explaining deep graph models. But it ignores the graph structure
and cannot explain graph classification models. Hence, these ap-
proaches are not suitable for explaining the graph-level predictions
of GNNss. To solve the problem, Ying et al. [43] proposed GNNEx-
plainer which treats explanation generation as a mask optimization
problem. It follows the idea in perturbation/casual-based methods
and learns soft masks that cover the key nodes and edges while
maintaining the original prediction score. GISST [21] further ex-
tended GNNExplainer by identifying important sub-graphs and
generating importance scores for all nodes and edges through a
self-attention layer. The above two methods learn soft masks that
contain continuous values, which suffer from the “introduce evi-
dence” problem [45]. To solve the problem, PGExplainer [24] adopts
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the reparameterization trick and learns approximate discrete masks
that maximizes the mutual information between key structures
and predictions, and XGNN [44] generates a graph based on rein-
forcement learning to approximate the prediction of the original
graph. As generative models, they also facilitate the holistic expla-
nation for multiple instances. Apart from these factual reasoning
approaches, there are also recent works exploring counterfactual
reasoning. CF-GNNExplainer [23] introduces counterfactual rea-
soning to renovate GNNExplainer and is able to generate minimal
yet crucial explanations for GNNs. Gem [22] distills ground-truth
explanations based on Granger causality (a type of counterfactual
reasoning) and then trains an auto-encoder architecture to gener-
ate adjacency matrix as explanations based on supervised learning.
However, these GNN-based explanation approaches only consider
factual or counterfactual reasoning alone, and thus will bias towards
either sufficiency or necessity rather than achieving a balance when
extracting explanations. In this paper, we seek to integrate counter-
factual and factual reasoning to extract GNN explanations that are
both sufficient and necessary.

3 PRELIMINARIES AND NOTATIONS

In this section, we briefly introduce how GNNs learn the node
and graph representations, as well as its application in the node
classification and graph classification tasks. We also introduce the
basic notations to the used throughout the paper.

3.1 Learning Representations

Givenagraph G = {V, &}, and eachnode v; € V has a d-dimensional
node feature x; € R%. GNN learns the representation of v; by itera-
tively aggregating the information of its neighbors N (i). At the I-th
layer of a GNN model, v;’s representation h; = update(hg_l, hj\l(i))’

where hg_l is the representation of v; in the previous layer, and
hn (i) is aggregated from the neighbors of v; via an aggregation
function: hy(;y = aggregate(hﬁ._l, Yuj € N(i)). The implantation
of the update(-) and aggregate(-) functions can be different for dif-
ferent GNN models. For a GNN model with L layers in total, h{f is
the final representation of the node v;.

After aggregating the node representations, the graph repre-
sentation can be computed by taking the average of all the node
representations in the graph.

3.2 Graph Classification

Given a set of n graphs G = {G1,Gy,---,Gp}, and each graph
Gy € G is associated with a ground-truth class label yi € C, where
C ={1,2,---,r}is the set of graph classes. The graph classification
task aims to learn a graph classifier ¢ that predicts the estimated
label . for an input graph Gy.

Each input graph G; = {Vj, &} is associated with an adja-
cency matrix A € {0, 1HVeXIVel and a node feature matrix
X € RIVel¥d After the training process, the GNN model will
predict the estimated label g for G by:

Uk = argmax Pg(c | Ag, X) (1)

ceC

where @ is the trained GNN model.
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3.3 Node Classification

For the node classification task, the goal is to predict the class label
for each node in a given graph G = {V, &}. Each node v; € V
is associated with a ground-truth node label y; € C, where C =
{1,2,---,r} is the set of node classes. In node classification task,
since only the L-hop neighbors of the node v; will influence hl.L,
we define the L-hop sub-graph of the node v; as G,(;) which is the
computational graph that will be the input of the GNN model. A ;)
and X, ;) are the related adjacency matrix and feature matrix of
the computational sub-graph. The trained GNN model will thus
predict the estimated label ; for the node v; as:

§; = argmax Po (c | Ag(i)s Xs(i)) @)
ceC

4 PROBLEM FORMULATION

In this section, we first introduce the explainable GNN problem
for the classification task. Then, we mathematically define two
objectives for extracting explanations and adjust them into the
CF? framework. The two objectives are 1) an effective explanation
should be both sufficient and necessary, which are reflected by the
factual and counterfactual conditions, respectively; and 2) a good
explanation should not only be effective, but also be simple, which
is driven by the Occam’s Razor Principle [2]. We formulate the
Explanation Strength to reflect the effectiveness and formulate the
Explanation Complexity to reflect the simpleness. The above two
objectives are the foundation of the CF? framework for extracting
explanations.

We note that in the rest of the paper, all the concepts, examples
and mathematical definitions are introduced under the graph clas-
sification problem setting and they can be easily generalized to
the node classification task. We provide another version for node
classification in Appendix A.

4.1 Explainable Graph Neural Networks

Suppose a graph Gy = {V, Ex} has the predicted label gy, fol-
lowing the setup of Ying et al. [43], we generate the explanation
for this prediction as a sub-graph, which consists of a subset of
the edges and a subset of the feature space of the original graph.
The sub-graph can be either connected or unconnected. Thus, the
goal of CF? is to learn an edge mask M € {0, 1} VelxIVeel and a
feature mask Fy. € {0, 1}1Velxd which will be applied on the ad-
jacency matrix Ay € {0, 1}1VeXIVel and the node feature matrix
Xy € RIVelXd of the original graph Gy. After optimization, the
sub-graph will be Ay ® My with the sub-features Xj. © F, which is
the generated explanation for the prediction of graph Gy.

4.2 Counterfactual and Factual Conditions

As discussed above, an ideal explanation should be both necessary
and sufficient. CF? achieves this goal by considering both factual
and counterfactual reasoning.

Factual and counterfactual reasoning are two opposite but very
symmetric ways of reasoning. Factual reasoning asks the question
“Given A already happened, will B happen?” Counterfactual reason-
ing, on the contrary, asks “If A did not happen, will B still happen?”
[30]. Under the context of GNN explanations, factual reasoning
generates sub-edges/sub-features that satisfy the condition “With
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these sub-edges/sub-features, which is consistent with the fact, the
GNN prediction will be the same” Counterfactual reasoning gen-
erates sub-edges/sub-features that satisfy the condition “Without
these sub-edges/sub-features, which is inconsistent with the fact,
the GNN prediction will be different” Intuitively, factual reasoning
seeks a sufficient set of edges/features that produce the same pre-
diction as using the whole graph, while counterfactual reasoning
seeks a necessary set of edges/features that if removed will lead to
different predictions.

In CF? , both factual and counterfactual reasoning are formulated
into the model. The condition for factual reasoning is mathemati-
cally formulated as following:

Condition for Factual Reasoning :
arg maxP<p(c | Ap O My, X3 © Fk) = ﬁk (3)
ceC
Similarly, the condition for counterfactual reasoning is formu-
lated as:

Condition for Counterfactual Reasoning :
argmax Pp(c | Ap — Ap © My, Xi — Xi © Fy) # Ui )
ceC
These two conditions will be reflected as objectives for expla-
nation extraction in the loss function, which will be introduced in
Section 5.

4.3 Simple and Effective Explanations

According to the Occam’s Razor Principle [2], if two explanations
are equally effective, we tend to prefer the simpler one. To achieve
this goal, we introduce Explanation Complexity and Explanation
Strength for GNN explanations. These two concepts help CF? to
seek simple and effective explanations for GNN predictions.

Explanation complexity C(M, F) measures how complicated the
explanation is, which is defined as the number of edges/features
used to construct the explanation. Note that M and F are binary
matrices indicating which edges and features are included in the
sub-graph explanation. As a result, C(M, F) can be defined as the
number of 1’s in M and F matrices, i.e.,

C(M,F) = [[M]lo + [IFllo ®)

However, to make C(M, F) optimizable, we will relax it from 0-norm
to 1-norm. We will explain in Section 5.

Explanation strength S(M, F) measures how effective the ex-
planation is. As mentioned above, an effective explanation should
be both sufficient and necessary, which is pursued by the factual
and counterfactual conditions (Eq.(3) and (4)). As a result, the ex-
planation strength can be defined as two parts: factual explana-
tion strength Sp(M, F) and counterfactual explanation strength
S¢(M, F), both are the larger the better.

The mathematical definition of S¢(M, F) is consistent with the
condition for factual reasoning, which is:

S¢(M,F) = Po(Jy | Ak © My, Xg © Fi) (6)

On the contrary, S¢(M, F) is consistent with the condition for
counterfactual reasoning, which is:

Se(M,F) = —=Pop(fi | Ak — A © M, Xj = X © F)  (7)

Juntao Tan, Shijie Geng, Zuohui Fu, Yinggiang Ge, Shuyuan Xu, Yungqi Li, Yongfeng Zhang

Table 1: CF? generates explanations with two goals: 1) the
explanation should be simple, i.e., low in explanation com-
plexity, which means that the generated explanation sub-
graph should have a small number of edges and features,
which can be achieved by 0-norm or 1-norm regularization.
2) the explanation should be effective, i.e., high in explana-
tion strength. An effective explanation should be both suffi-
cient and necessary. Sufficiency can be achieved via factual
reasoning and necessity via counterfactual reasoning.

Objs Simple Effective

(I Complexity) (T Strength)
Measure | # edges, # features | Sufficiency | Necessity
Method | Regularization Factual Counterfactual

Explanation complexity and strength will serve as the learning
objective and learning constraint in the explanation extraction
algorithm, which will also be introduced in Section 5.

In Table 1, we provide an overview of the relationships among
the aforementioned concepts.

5 THE CF? FRAMEWORK

In this section, we first introduce the CF? constrained optimiza-
tion framework. Then we provide a relaxed version to make the
framework optimizable.

5.1 CF? Optimization Problem

CF? is able to generate explanation for any prediction made by a
GNN model. As mentioned before, CF? aims to find simple (i.e., low
complexity) and effective (i.e., high strength) explanations, which
can be shown as the following constrained optimization framework:

minimize Explanation Complexity

®)

s.t., Explanation is Strong Enough

According to the mathematical definition of explanation com-
plexity and strength in Section 4.3, for a given graph Gy with pre-
dicted label g, Eq.(8) can be rewritten as:

minimize C(My, Fy)
s.t., Sp(Mg, Fr) > Po(Jgs | Ak © My, X © Fi), )
Se(Mp, Fr) > —Po(Jrs | A — Ag © My, Xg — Xi © Fy)

where 7. ; is the label other than g that has the largest probability
score predicted by the GNN model. Intuitively, the constraint aims
to ensure that when only using the information in the explanation
sub-graph, the predicted label §;’s probability is higher than any
other label and thus the prediction does not change, while if infor-
mation in the explanation sub-graph is removed, g;.’s probability
will be smaller than at least one other label and thus the prediction
will change.

5.2 Relaxed Optimization

Directly optimizing Eq.(9) is challenging because both the objective
part and the constraint part are not differentiable. As a result, we
relax the two parts to make them optimizable.

For the objective part, we relax the masks My and Fj to real
values, which are MZ € RIVelXIVkl and FZ € RIVklxd Meanwhile,
since the 0-norm in the original equation is also not differentiable,
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we use 1-norm to ensure the sparsity of M]’; and F Z which has been
proven to be effective in [3, 4].

For the constraint part, we relax it as pairwise contrastive loss
Lf and L., where

Lf =ReLU(y + Pq;(ﬁk,s | Ap © MZ)Xk O F;)

- (10)
- Sp(M}LE}))

Similarly,

Le =ReLU(y — Sc (M., F})

X . . (11)
= Po(fks | Ax — Ap © M, Xx — Xi © Fy))

After relaxation, Eq.(9) becomes optimizable, which is:
minimize [|M;|l1 + [|Fglli + A(aLy + (1 - @)Lc) (12)

When solving the relaxed optimization equation, the margin
value y in Eq.(10) and Eq.(11) is set to 0.5. After the optimization,
0.5 is also used as the threshold to be applied on the optimized
masks to generate explanations (i.e., when the value in the masks
M*/F* is larger than 0.5, we keep the related edge/feature in the
generated explanation).

In Eq.(12), the hyper-parameter A controls the trade-off between
the explanation complexity and the explanation strength. By in-
creasing A, the model will focus more on the effectiveness of the
generated explanations but less on the complexity, which may result
in a bigger sub-graph and feature space. Another hyper-parameter
a controls the trade-off between the sufficiency and the necessity
of the generated explanation. By increasing (or deceasing) a, the
generated explanation will focus more on the sufficiency (or neces-

sity).

6 EVALUATING GNN EXPLANATIONS

Most of the real-world datasets for graph/node classification do
not have ground-truth explanations, which makes the evaluation
of GNN explanations a big challenge for the community. As men-
tioned in section 4, a good explanation should be both sufficient
and necessary, which is aligned with the factual and counterfactual
condition, respectively.

In logic and mathematics, necessity and sufficiency are terms
used to describe a conditional or implicational relationship between
two statements. Suppose we have S = N, i.e., if S happens then N
will happen, then we say S is a sufficient condition for N. Mean-
while, we have the logically equivalent contrapositive =N = =S,
i.e., if N does not happen, then S will not happen, as a result, we say
N is a necessary condition for S. In light of this idea, we adopt the
concepts of Probability of Sufficiency (PS) and Probability of Ne-
cessity (PN) from causal inference theory [28, p.112], which enable
us to conduct quantitative evaluation of the GNN explanations.

6.1 Probability of Sufficiency

For an explanation A that is generated to explain event B, suppose
A happens then B will happen, then A satisfies the factual condition
and A is a sufficient explanation. We define PS as the percentage of
generated explanations that are sufficient for the instance to acheive
the same prediction as using the whole graph. In explainable GNN
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problem, Probability of Sufficiency is defined as:

% s 1Lifg =9
PS = M, where ps; = Pk = Uk
|G| 0, else (13)
where §j; = argmax P (c | Ax © My, X © Fy)
ceC

Intuitively, PS measures the percentage of graphs whose expla-
nation sub-graph alone can keep the GNN prediction unchanged,
and thus it is sufficient.

6.2 Probability of Necessity

Similarly, suppose A does not happen then B will not happen, we
say A satisfies the counterfactual condition and A is a necessary
explanation. We define PN as the percentage of generated expla-
nations that are necessary for the instance to achieve the same
prediction as using the whole graph. In explainable GNN problem,
Probability of Necessity is defined as:

z n 1, if g # 9
PN = w, where pny = B Yk 7 Uk
|G| 0, else (14)
where §j; = argmax Py (c | Ax — Ag © My, Xy — Xj © Fy)
ceC

Intuitively, PN measures the percentage of graphs whose expla-
nation sub-graph, if removed, will change the GNN prediction, and
thus it is necessary.

Both PS and PN are the higher the better. Similar to the defi-
nition of F; score, we use Fns = ZI;NﬁggS to measure the overall
performance of a GNN explanation method.

7 EXPERIMENTS

In this section, we first introduce the datasets and the comparison
baselines. Then, we report the main experimental results and the
analyses. Finally, we conduct experiments to show the influence of
factual and counterfactual reasoning, which helps to gain deeper
understanding of the key concepts of the paper. We also conduct
studies to justify the effectiveness of the PN/PS-based evaluation.

7.1 Datasets

We test our algorithm on two synthetic and three real-world datasets.
The two synthetic datasets are BA-shapes and Tree-Cycles, which
were introduced in Ying et al. [43]. We follow exactly the same setup
when generating these two datasets. The three real-world datasets
are Mutag [9], NCI1 [40] and CiteSeer [14, 33]. The Mutag dataset
contains 4,337 molecules classified into two categories: mutagenic
or non-mutagenic. The NCI1 dataset contains 4,110 chemical com-
pounds which are categorized as either positive or negative to cell
lung cancer. The CiteSeer dataset contains 3,312 scientific publica-
tions classified into six classes, in which the nodes are the papers
and the links represent that one paper is cited by another one.
BA-Shapes, Tree-Cycles and CiteSeer are for node classifica-
tion, while Mutag and NCI1 are for graph classification. BA-Shapes
and Tree-Cycles have ground-truth motifs (i.e., “house” and “cycle”
structures) for explaining the classification since they are human-
designed. However, NCI1 and CiteSeer do not have such ground-
truth motifs. We would like to especially mention the motifs in
the Mutag dataset. Luo et al. [24] assumed that the nitro group
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(NO,) and amino group (NH>) are the true reasons for mutaginicity
and filtered out the mutagens that do not contain them. However,
according to Debnath et al. [9], which is the work that published
the Mutag dataset, NHj requires microsomal activation to achieve
full mutagenic potency and the dataset is limited to studies without
such activation. Thus, NH; has very small influence in the Mutag
dataset. This is also mentioned in Lin et al. [22], which shows that
the presence of NHj has very low correlation with the classification
result on this dataset. In fact, benzene-NO, is the only discrimi-
native motif in this dataset. As a result, we extract a sub-dataset,
Mutagp, which only includes those chemical compounds that con-
tain benzene-NO, and are mutagenic, or that does not contain
benzene-NO, and are not mutagenic. The statistics of the Mutag
dataset are shown in Table 2. Table 3 provides the statistics of all
the datasets used.

7.2 Baselines

The comparable baselines in this paper should satisfy such condi-
tions: 1) They generate sub-graphs for explanation; 2) They can
generate explanations for any graph dataset, with or without prior
knowledge, e.g., Luo et al. [24] requires explicit motif to generate
explanations thus could not be applied on NCI1 and CiteSeer, which
is the reason why it is not included. The baselines are as follows:

GNNExplainer [43]: An explanation model base on perturba-
tion. It selects a compact sub-graph while maximizing the mutual
information with the whole graph.

CF-GNNExplainer [23]: An extension of GNNExplainer by gen-
erating explanations based on counterfactual reasoning.

Gem [22]: A generative explanation model based on Granger
causality, it trains auto-encoder to generate explanation sub-graphs.

7.3 Experimental Setup

There are two phases in the experiments: 1) Training the base GNN
model for classification; and 2) Generating the explanations.

For the base model, a GCN with three layers is used for all the
datasets. The hidden dimensions are 16 for BA-Shapes, Tree-Cycles,
Mutag and NCI1, and 32 for CiteSeer. The model for Mutag and
NCI1 datasets requires an extra pooling and fully convolution layers
for computing the graph embeddings. We apply ReLU activation
function after all the layers except for the last layer, which is fol-
lowed by a Softmax function for classification. The learning rate is
0.001 during training for all datasets and the ratio between training
and test set is 8 : 2. In Table 6, we report the number of training
epochs and the accuracy of the base model we used in this paper. We
use the same base model for all the baselines to fairly compare the
explanation ability. Since the explanation method is model-agnostic,
the base model can be any classification model for graphs.

In the explanation phase, GNNExplainer and Gem require a
human-selected K value to decide the size of the explanations in
their settings. When implementing these two methods, we follow
the same setup in Gem: for the synthetic datasets, we set K equal
to the size (#edges) of the ground-truth motifs, and we set K = 15
(#edges) for Mutag and NCI1. We run two experiments on the
CiteSeer dataset: edge-based explanation (K = 5) and feature-based
explanation (K = 60). CF-GNNExplainer and CF? do not require
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Table 2: Statistics of the Mutag dataset, the molecules with
“*» are the graphs we used to build the Mutag dataset.

w/ benzene-NO, | w/o benzene-NO,
mutagen 448" 1,953
non-mutagen 83 1,853"

Table 3: Statistics of all datasets. “#ave n” and “#ave e” are the
number of nodes/edges per graph. “#feat” is the number of
features. In the “task” column, “node” and “graph” indicate
the dataset is used for the node classification task or graph
classification task, respectively. The check marks in the “gt”
column means the existence of ground-truth motifs.

Dataset #graph | #ave n | #ave e | #class | #feat | task |gt
BA-Shapes 1 700 | 4100 4 - | node |V
Tree-Cycles 1 871 | 1950 2 - | node |V
Mutag 4337 | 3032 [ 3077 | 2 | 14 |graph
Mutag 2301 | 31.74 | 32.54 2 14 |graph |V
NCI1 4110 | 29.87 | 32.30 2 37 |graph
CiteSeer 1 3312 | 4732 6 | 3703 | node

prior knowledge about the K value. The size of explanations are
automatically decided by the model themselves via optimization.

For the hyper-parameters in CF?, the A is decided by normalizing
the 1-norm loss and the pairwise contrastive loss into the same
scale, which are [500, 500, 1000, 20, 100] for BA-Shapes, Tree-Cycles,
Mutagy, NCI1, and CiteSeer, respectively. For the o value, we set it to
be 0.6 to make factual reasoning slightly leading the optimization.
We will conduct ablation study on « in Section 7.6 to show its
influence.

We evaluate the explanation methods based on the graphs in the
test dataset. Since the BA-Shapes, Tree-Cycles and Mutag datasets
have ground-truth explanations, we report the Accuracy, Precision,
Recall and F; scores of the generated explanations of each method.
Besides, for all datasets, we evaluate the explanation model with the
PS, PN and Fy ¢ metrics introduced in Section 6. Note that we not
only generate explanations based on the edges, but also generate
explanations on the node features and test them on the CiteSeer
dataset, which is not examined in previous works.

7.4 Quantitative Analysis

In Table 4, we report the evaluation of the generated explanations
with respect to the ground-truth motifs. CF? has an overall better
performance than all the other baselines according to Accuracy
and Fy scores. The only exception is when comparing with Gem
on the BA-Shapes dataset with respect to Accuracy, which is lower
by 0.62%. However, since Gem requires the size of the ground-
truth motif to select exactly the same size of explanation, which
is a strong prior knowledge, this minor difference is considered
acceptable. Another observation is that CF-GNNExplainer is higher
in Precision and GNNExplainer is higher in Recall when comparing
with each other. This justifies our initial motivation about factual
and counterfactual reasoning: The factual reasoning focuses on the
sufficiency of the explanation, which results in a higher coverage
on the ground-truth motifs, while counterfactual reasoning focuses
on the necessity, which provides more precise explanations but
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Table 4: Explanation evaluation w.r.t ground-truth. Acc, Pr and Re represent Accuracy, Precision and Recall, respectively. Mod-
els with T are the models that fix the size of explanations with pre-defined K values. For the metrics that measure the overall
explanation performance (e.g., F; score), we use bold font to mark the highest scores. For the metrics that only measure partial
performance (e.g., precision, recall), we mark the highest scores with underlines.

BA-Shapes
Acc% Pr% Re% F1%

Tree-Cycles Mutag)

Models

Acc%  Pr% Re% F1% Acc% Pr% Re% F1%

GNNEXplainerT 9525 60.08 60.08 60.08 9278 68.06 68.06 68.06 9696 59.71 85.17 68.85
CF-GNNExplainer 94.39 67.19 54.11 56.79 90.27 87.40 47.45 59.10 9691 66.09 39.46 47.39
Gem' 96.97 64.16 64.16 64.16 89.88 57.23 57.23 57.23 9643 63.12 47.11 54.68
CF? 96.37 73.15 68.18 66.61 93.26 8492 73.84 75.69 97.34 6528 83859 72.56

Table 5: Explanation evaluation on PN/PS-based metrics. #exp is the size of the generated explanations. Models with © are the
models that fix the size of explanations with pre-defined K values. For the metrics that measure the overall explanation per-
formance (e.g., Fys score), we use bold font to mark the highest scores. For the metrics that only measure partial performance
(e.g., PN, PS), we mark the highest scores with underlines.

BA-Shapes
PN%  PS%

Tree-Cycles Mutag)

Models

Fns% #exp PN% PS% Fns% #exp PN% PS% Fns% #exp

GNNExplainerJr 72.19 4562 5591  6.00
CF-GNNExplainer  75.34 41.10 53.18 5.79

100.00 59.72 74.78 6.00 71.79 97.44  82.67 15.00
100.00 31.94 4842 3.44 96.26  7.48 13.88  7.72

Gem' 6136 52.27 56.45 6.00 100.00 29.89 46.02 6.00 83.01 76.42 79.58 15.00
CF? 76.73  68.22 72.07 6.21 100.00 81.94 90.08 581 97.44 100.00 98.70 14.95
Models NCI1 CiteSeer (edge) CiteSeer (feature)

PN% PS% Fns% #exp PN% PS% Fns% #exp PN% PS% Fns% #exp

GNNExplainer" 9213 6216 7424 1500 66.67 90.05 7661 500 71.64 9950 72.79  60.00
CF-GNNExplainer ~ 97.14 3143 4749 775 6950 8200 7523 258 7214 9254 81.07 7291
Gem' 99.03 5215 6832 1500 61.05 7267 6636 500 - - - -

CF2 100.00 63.81 77.91 17.70 71.00 9450 81.08 3.18 74.63 9502 83.60 62.73

Table 6: The classification accuracy of the trained base
model on each dataset.

worse in coverage. As a result, CF? is balancing between them and
has an overall higher performance in Fy.
Then, for all the datasets, we test the generated explanations

with the PN, PS, and Fys scores, as shown in Table 5. CF? performs Datasets | BA-Shapes | Tree-Cycles | Mutagg | NCI1 | CiteSeer
the best among all the baselines on PN in 100% cases, on PS in Epochs 3000 3000 1000 200 200
83% cases, and on Fyrg in 100% cases. Moreover, CF? has 13.57% Accuracy 97.86 98.29 98.05 | 6903 | 71.04

average improvement than the best performance of the baselines on
FNs, which is significant. Similar to the observations in the ground-
truth evaluation, we note that the counterfactual-based methods
perform better in PN and factual-based methods perform better in
PS. This is in line with our previous analysis on the advantages
and disadvantages of factual and counterfactual reasoning. Besides,
this result also gives us insights about the relationship between
Precision/Recall and PN/PS.

more precise prediction but tends to be conservative and low in
coverage. Factual-based optimization discovers larger portion of the
motifs but also covers redundant edges. In general, CF? outperforms
the other two methods by considering both necessity and sufficiency
in the optimization.

7.6 Influence of «

The « in Eq.(12) controls the balance between factual reasoning and
counterfactual reasoning. When a is greater than 0.5, CF? considers

7.5 Qualitative Analysis

In Figure 2, we illustrate explanations based on topology structures
to qualitatively compare CF? with the methods based on only factual
(GNNExplainer) or counterfactual (CF-GNNExplainer) reasoning.
Results show that CF? better discovers graph motifs than the other
two methods. Moreover, counterfactual-based optimization has

factual reasoning more than counterfactual reasoning, and when it
is less than 0.5, counterfactual reasoning is considered more than
factual reasoning. Figure 3 shows the influence of @ on CF? when
generating explanations for BA-Shapes and Mutagy datasets. Result
shows that the value of « is not sensitive, and no matter which
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Factual
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Counterfactual
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CF2 Ground Truth

0

n-

Figure 2: Qualitative Analysis. Illustration of the generated explanations on instances from two synthetic datasets, BA-Shapes
and Tree-Cycles, and one real-word dataset, Mutag. From left to right, we show the explanations generated by the methods
based on counterfactual reasoning (i.e., CF-GNNExplainer), factual reasoning (i.e., GNNExpainer), CF?, and ground-truth ex-

planation.

a value we choose in (0, 1), the generated explanations are better
than only considering one type of reasoning (i.e., « = 0 or & = 1).

7.7 Justification of the Evaluation Metric

To justify the effectiveness of our PN/PS-based evaluation, we test
it on the three datasets with ground-truth explanations, i.e., BA-
Shapes, Tree-Cycles, and Mutagy. We use two non-parametric meth-
ods to test the correlation between the performance on ground-
truth evaluation and PN/PS-based evaluation, which are the Kendall’s
7 [18] and Spearman’s p [48] scores. These two scores are in the
range of (-1, 1). Two values are considered positively correlated if 7
and p are positive scores. The higher the scores are, the closer our
proposed evaluation metric is compared to ground-truth evaluation,
i.e., can be trusted more to evaluate a given explainable GNN model
when the ground-truth is not accessible. We test the correlation
between Fys and Fi/Accuracy. The results are reported in Table 7.
The 7 and p show that they are highly positively correlated. This is
important since for a dataset without ground-truth motifs, if one
explanation method performs better than another one according to
the PN/PS-based evaluation, then we can have a good confidence
to expect the same conclusion if traditional evaluation metrics are
used assuming ground-truth is available.

8 CONCLUSIONS AND FUTURE WORK

In this work, we propose a Counterfactual and Factual reasoning
(CF?) framework, which generates GNN explanations by simultane-
ously considering the necessity and sufficiency of the explanations.
Moreover, we leverage the insights from causal inference theory
by taking the Probability of Necessity (PN) and Probability of Suffi-
ciency (PS) to evaluate the necessity and sufficiency of the extracted
explanations, making it possible to conduct quantitative evaluation

Table 7: Correlation between PN/PS-based evaluation and
ground-truth evaluation.

BA-Shapes

T plT T pT 7 pT

Fys &F;  1.00  1.00 1.00 1.00 1.00 1.00
Fns & Acc 0.66 079 1.00 1.00 0.66 0.79

Tree-Cycles  Mutag)

Models

0.5

0.4

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
alpha alpha

(a) Influence of @ on BA-Shapes (b) Influence of & on Mutag,

Figure 3: Influence of o on (a) BA-Shapes and (b) Mutagy.

of GNN explanations. Experiments on both synthetic and real-world
datasets verify the superiority of the proposed method as well as
the usefulness of the evaluation metrics. In the future, we will gen-
eralize our framework beyond graph-based explanations, including
but not limited to vision- and language-based explanations.
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A MATHEMATICAL DEFINITIONS FOR NODE
CLASSIFICATION

In Section 4 and Section 5, we formulate the Explainable GNN
problem as well as CF? framework, under the graph classification
setting. In this section, we provide the same mathematical definition
under node classification task.

A.1 Problem Formulation (Node Classification)

Explainable Graph Neural Networks In a given graph G =
{V, &}, Suppose anode v; € G has the predicted label §j;. The com-
putational graph for node v; is defined as G,(;y = {Vs(;), E5(5) )
which is a sub-graph of G that consists of the L-hop neighbors of
node v;. A(;) € {0, 1} Vs XIVs | and Xs(i) € RIVs() X4 are the
related adjacency matrix and feature matrix of the computational
graph. Since only G(;) will influence the prediction made by the
GNN model, the generated explanation should be a sub-graph of
Gg(s)- Thus, for node classification task, the goal of the explainable

GNN problem is to learn an edge mask M(;) € {0,1} Vs X1V |

and a feature mask Fy(;) € {0,1} Vst I¥d | which will be applied on
A (i) and X (;), respectively. After optimization, the sub-graph will
be Ag(;) © Mg (;) with the sub-features X (;) © F(;), which is the
generated explanation for the prediction of node v;.
Counterfactual and Factual Conditions For node classification
task, the definition of the conditions for factual and counterfactual
is similar to graph classification, which are defined as following:

Condition for Factual Reasoning :

arggaxp¢(c | Asi) © Ms(iy> Xs(i) © Fs(i)) = i (15)
Condition for Counterfactual Reasoning :
argmax Pg(c | Ag(i) — As(i) © Ms(i)s Xs(i) — Xs(i) © Fs(i)) # i

ceC
(16)

Simple and Effective Explanations For node classification task,
the explanation complexity is defined exactly the same to graph
classification, which is:

C(M,F) = [[M]lo + [IFllo (17)

The factual explanation strength and counterfactual explanation
strength are defined with the node classification settings as:

Sp(M,F) = Po(Js(iy | Asi) © Ms(iy, Xs(p) © Fsiy)  (18)
and

Se(M,F) = =Po(Js(3) | As(i) — As(i) © Ms(ay> Xs(iy — Xs(i) @ Fs(i))
(19)

A.2 The CF? Framework (Node Classification)

The basic idea of CF? for node and graph classification are same,
which is minimizing the explanation complexity while the gen-
erated explanation is strong enough. Therefore, we directly pro-
vide the final relaxed optimization and omit the derivation process.
CF? generates explanations via solving the relaxed optimization
equation:

minimize ”M:(i) [l1 + ”Fs*(i) Il1 +A(aLf +(1-a)L.) (20)

Juntao Tan, Shijie Geng, Zuohui Fu, Yinggiang Ge, Shuyuan Xu, Yungqi Li, Yongfeng Zhang

where
Ly =ReLU(y + Po(fis | As(i) © M) Xs(i) © Fiy))
= Sp(M) Fiy)
Similarly,
Le =ReLU(y = Se(M ;). Fl )
= Pa(Jis | Asiy = As(i) © M5y Xsiy = Xsiy @ F:(i))z
22

(21)

)
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