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Abstract— Organizational risk and resilience as well as insider 

threat have been studied through the lenses of socio-psychological 

studies and information and computer sciences. As with all 

disciplines, it is an area in which practitioners, enthusiasts, and 

experts discuss the theory, issues, and solutions of the field in 

various online public forums. Such conversations, despite their 

public nature, can be difficult to understand and to study, even by 

those deeply involved in the communities themselves. Who are the 

key actors? How can we understand and characterize the culture 

around such communities, the problems they face, and the 

solutions favored by the experts in the field? Which narratives are 

being created and propagated, and by whom – and are these actors 

truly people, or are they autonomous agents, or “bots”? 

In this paper, we demonstrate the value in applying dynamic 

network analysis and social network analysis to gain situational 

awareness of the public conversation around insider threat, 

nation-state espionage, and industrial espionage. Characterizing 

public discourse around a topic can reveal individuals and 

organizations attempting to push or shape narratives in ways that 

might not be obvious to casual observation. Such techniques have 

been used to great effect in the study of elections, the COVID-19 

pandemic, and the study of misinformation and disinformation, 

and we hope to show that their use in this area is a powerful way 

to build a foundation of understanding around the conversations 

in the online public forum, provide data and analysis for use in 

further research, and equip counter insider threat practitioners 

with new insights. 

Keywords—insider threat, organizational risk, dynamic network 

analysis, social cybersecurity, online social networks 

I. INTRODUCTION

Studying the risk posed by insiders can be difficult. An 
insider threat is most often defined as “a current or former 
employee, contractor, or business who has or had authorized 
access to an organization’s network, system, or data and 
intentionally exceeded or misused that access in a manner that 
negatively affected the confidentiality, integrity, or availability 
of the organization’s information or information systems,” [1] a 
definition from the CERT Guide to Insider Threats. This 
definition works for threats across multiple types of 
organizations.  
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However, the way that one might discuss insider threat may 
have some difference and nuance depending on the type of 
threat, whether in the corporate world, or regarding nation states 
and espionage. While studying insider threat from the point of 
view of a specific organization or case study is valuable, there 
may also be value in studying the discourse surrounding threats 
in public online forum. Given this, we seek to answer whether 
dynamic network analysis can be used to discover the nature of 
public conversations around insider threat and related 
organizational threat. 

We believe such exploration will be of value both to 
researchers and practitioners in the field. Insider threat 
researchers often survey groups of practitioners across 
organizations in order to elicit both expert feedback, and to 
characterize how insider threat programs are performing, what 
problems they face, and what solutions they employ [2],[3]. 
Analyzing social media conversation is one alternative, and in 
fact likely complimentary, way of garnering such information. 
It should be noted that the information collected will not be only 
from experts in the field, but by understanding how concepts are 
linked, what problems exist, and what solutions are most 
frequently discussed, it is possible to assess a “wisdom of the 
crowd” consensus, much in the way one might select the best 
solutions that are highly voted upon on social media sites like 
Reddit, StackExchange, or GitHub. In this sense as well, an 
understanding of what is being discussed is of value to training 
and education - what problems exist? How are people dealing 
with them? What are the best ways to deal with them?  

The tools and techniques used to collect and analyze public 
forum conversations have potentially novel applications to 
open-source intelligence (OSINT) practitioners. Social network 
analysis is already recognized as one of the many available 
OSINT tools [4],[5], while dynamic network analysis 
techniques combine network analytics and semantical analytics, 
affording an understanding of both network structure and 
content. The use of such tools has been proven through repeated 
studies within just the last few years; these methods have been 
applied to terrorism and online extremism [6], hate speech and 
COVID-19 [7], fake news, misinformation, and disinformation 
[8] and recent elections [9]. Further, it may be useful to
characterize public forum discussion before diving in to any one
instance of targeted study, as the same techniques can be applied
to study of specific groups or organizations – for instance,
finding autonomous agents pushing narratives in the general
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conversation could lead to further study of specific nation-state 
actors targeting commercial industry or other nation-state actors. 

Finally, we believe the collection and synthesis of public 
forum data can help to inform and validate future research in a 
novel way, specifically with regard to applications in 
computational modeling. The results of studies like this can 
provide real-world data to inform models of insider risk and 
organizational resilience, while also providing a valuable 
opportunity for empirical validation. This is especially 
important for this topic, as it can be difficult to gather sufficient, 
publicly available data on instances of insider attacks or leakage. 
Having data on the types of attacks at different types of 
organizations perpetrated by different classes of individuals 
could then be used to inform, for instance, a system dynamics 
model of attack occurrence, or an agent-based model of 
interventions across different types of organizations. 

II. RELATED WORK

As one of the largest available public forums, the social 
media site Twitter has been the subject of cyber-attacks resulting 
in the unauthorized access of prominent individuals and, 
subsequently, the focus of cyber security research and 
development [10]. As an extension of information available on 
the internet, social media joins traditional web sites as being a 
collection of potential resources for oppositions research and 
cyber-espionages [11]. Indeed, Twitter has potential value both 
in a more traditional cyber threat sense in the targeting of its 
users’ accounts, but also a potential value for what is now being 
referred to as social espionage – specifically, the gathering of 
information on rivals via social media [12]. 

Social network analysis as a discipline has matured greatly, 
and appropriate techniques for its use in research have been 
codified in literature [13]. As a social network, Twitter data 
lends itself to study via social network analysis and statistical 
measures [14].  Such methods allow researchers to explore 
online conversations and map a social landscape, and to study a 
variety of issues endemic to a platform, such as polarization 
regarding political climates [15]. They allow for the discovery 
of users with malicious and possibly automated agents by 
analyzing the characteristics of known bad actors [16], and to 
further understand how bots and “Socialbot Networks” can be 
used to sway global conversations and public opinion for online 
extremist groups [17]. Social media discourse can also be 
leveraged to gain situational awareness of ongoing cyber-attacks 
[18]. Study of online discussions, and analysis of sentiment with 
regards to nation-states, can be a predictor of future cyber 
mediated attacks [19]. 

The study of Twitter data has increased year-by-year and 
occurs across many academic domains utilizing a wide variety 
of methodologies [20]. Per Zimmerman, “Studies from 
computer science, information science, and communications 
dominate, but a growing interest is evident from the domains of 
business, economics, education, medicine, political science, and 
sociology.” Methodologies vary widely, but can include content 
analysis, sentiment analysis, and social network analysis [21]. 
Williams found also that the issues studied via Twitter in 
literature vary widely. These include influence via 
communication, emergency and disaster response, culture and 

politics, health and medical issues, and the use of automated 
tweeters or bots. 

Importantly, gaining an understanding of a social network 
can afford the ability to strengthen or destabilizes said network 
– coupled with computational modeling, one is able to run what-
if analyses on the removal of key agents in order to guide actions
and inform policy surrounding social groups [22]. Kumar and
Carley have gone further, using a pipeline approach wherein
Twitter data is collected and augmented using machine learning
tools [19]. Such tools, notably the Bot-hunter tool [23] employed
in this study, allow for the identification of fully or partially
automated social media accounts. Such knowledge can be
valuable when analyzing public discourse, specifically for the
discovery of entities subtly attempting to sway a conversation in
their favor.

This work is part of an emerging and swiftly growing field 
of study referred to as social cybersecurity. Social cybersecurity 
is “focused on the science to characterize, understand, and 
forecast cyber-mediated changes in human behavior, social, 
cultural and political outcomes, and to build the cyber-
infrastructure needed for society to persist in its essential 
character in a cyber-mediated information environment under 
changing conditions, actual or imminent social cyber-threats. 
[24]”. This area of study affords tools, tactics, procedures, and 
policies for the analysis, prediction, and mitigation of social 
cyber-attacks [25]. The spread of information regarding insider 
threats via social media and the use of social media to conduct 
and defend against such adversarial actions is central to social 
cybersecurity. This paper, like other work in the area, employs 
high-dimensional network analytics to assess both connections 
among ideas and connections among actors. 

III. DATA COLLECTION

As an initial step, we identified a set of twelve hashtags that 
would have some relation to a conversation around threats to an 
organization. When choosing terms, we believed it important to 
choose those that would return tweets that are strongly related to 
the topic of insider threat, but also wanted to consider terms that 
would allow us to retrieve conversations regarding threats in 
both a corporate and governmental context. As illustrated below, 
we have three categories of four hashtags each that allow us to 
collect a general conversation around insider threat as well as 
two specialized domains – corporate entities and nation-states. 

These hashtags were chosen in an attempt to curate three 
separate categories within the insider threat field with as little 
overlap as possible, and the number of hashtags per grouping 
was kept equal to ensure symmetry for analytical purposes. The 
corpus is inclusive of many more relevant hashtags that could 
have been candidates for our initial collection, as some 
exploratory analysis was done early on to limit the amount of 
off-topic tweets returned from our queries. We believe this 
narrow scoping serves this work well, as it represents the first 
attempt to characterize the public conversations around this 
topic. That said, there has been work done on ontologies for 
insider threat [26],[27] that could inform future work in this area 
using different sets of hashtags into new groupings. We intend 
to explore this in future work. 
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TABLE I.  TABLE 1. SET OF HASHTAGS USED FOR TWEET COLLECTION BY CONVERSATION CATEGORY 

Category Hashtags 

General #insiderthreat #insiderattack #cyberespionage #dataloss 

Corporate #industrialespionage #tradesecrets #embezzlement #embezzling 

Nation-state #militarysecrets #spy #spying #spies 

  

To collect the relevant tweets, we used a Python package, 
twarc [28], which allows for using Twitter’s search API to 
retrieve tweets based on a query, which are stored in a set JSON 
documents. We then imported these documents into the ORA-
PRO software package [29],[30], which can parse Twitter-
formatted social networks and affords powerful social network 
analysis and the ability to run statistical measures on social 
media data. 

In the initial data collection, we retrieved 296 tweets over a 
one-week span. The nodesets included 142 unique agents, 208 
hashtags, 302 total tweets, and 142 unique URLs. In the Agent 
x Agent all communication networks, there are 191 links 
between 141 agents, with a density of .0095.  

After this initial collection, we collected for an additional 
seven weeks, for a total of eight non-contiguous weeks of data 
in each category, comprised of the months of March and July 
2020. This collection includes a total of 46,535 tweets, 23,392 
agents, 15,590 hashtags, and 8,446 URLs.  

Once parsed into a meta-network within ORA-PRO, a total 
of 17 multi-modal networks become available for study: Agent 
x Agent networks of all communication, common hashtags, 
mentioned-by, quoted-by, reciprocal, replied-by and retweeted-
by; an Agent x Hashtag network; Agent x Tweet (by sender); 
Tweet x Agent (mentions); Agent x URL; Hashtag x Hashtag 
co-occurrence; Tweet x hashtag; and Tweet x Tweet quoted by 
and replied-by. 

We employed the Bot-hunter tool [23] to label twitter agents 
as engaging in bot-like, partially or fully automated activity. 
This tool was run on each batch of tweets collected, one file per 
hashtag, per week. For our purposes, a bot probability score of 
.75 or above resulted as an agent being labeled as having bot-
like activity. While the agents in our dataset have been de-
identified, those labeled as verified by Twitter or self-reported 
as news agencies have had their usernames retained in our 
reporting. 

Bot-hunter was chosen as the tool to determine the presence 
of autonomous agents in the dataset for several reasons. Bot-
hunter has several tiers of analysis, one of which is able to be 
run on data collected from the Twitter API and to perform an 
offline semantic assessment, rather than taking as input a list of 
usernames and querying the Twitter API itself. This has the 
benefit of not hitting the bottleneck of the Twitter API rate 
limits, can be run offline, and at a large scale on data of 
significant size. Autonomous agents on Twitter tend to go 
against the terms of service for the platform, and as such any 
tool that analyzes accounts directly from the API would be 
unable to assess terminated accounts, severely limiting our 
ability to assess whether such accounts were suspended because 
of bot-like behavior or other “Terms of Service” violations. 
Finally, bot-hunter is performant; recent benchmarking shows 
that bot-hunter tends to perform at or above the level of similar 
tools [31]. 

TABLE II.  TABLE 2. PROPORTION OF ALL USERS TO THOSE DISPLAYING 

BOT-LIKE BEHAVIOR 

Category Agent Total Bot-like 

behavior 

Percentage 

bot-like 

General 1927 288 14.95% 

Corporate 2798 734 26.23% 

Nation-state 19356 4330 22.37% 

All Hashtags 23392 5136 21.96% 

 

We report on each batched set of tweets by category as 
outlined in table 1, as well as on the entire data set, to explore 
the conversation both by the general topics of insider threat, 
corporate threats, and nation-state threats, and more broadly 
overall. In order to study each set uniformly we are use three 
main approaches for analysis: a network visualization of the 
hashtags that co-occur within the dataset; a “Super Spreaders” 
analysis, which identifies agents whose tweets are often 
retweeted, meaning their information is more often spread 
across the network; and a “Super Friends” analysis, which 
identifies agents exhibit reciprocal communications with other 
agents, meaning that they are active in two-way conversations 
throughout the network. 
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Fig. 1.  Twitter nodesets and networks as parsed by ORA-PRO 

We initially explored the hashtag co-occurrence network to 
gain a sense of which hashtags were common amongst the 
tweets that used the #insiderthreat tag. The Hashtag x Hashtag 
co-occurrence network is pictured below as an example of the 
initial exploratory data analysis done – labeled are the top 25 
hashtags by usage count, and the colors represent Louvain 
grouping. This gives a birds-eye view of the conversation 
showing a color-coded representation of communities of 
hashtags; it is a visual representation of the nature of 
conversations that occurred in the data set. 

This network reveals a conversation around insider threat, 
with sub-topics surrounding autonomous vehicles, cyber-crime, 
privacy, aviation concerns, healthcare, penetration testing 
techniques, intelligence, and the emerging COVID-19 
pandemic. Studying the network in this manner is an effective 
way to gain situational awareness regarding public discourse 
and can inform the direction of  further study. 

IV. DYNAMIC NETWORK ANLYSIS RESULTS 

A. Autonomous Agent Analysis 

Given prior work on the preponderance of bots in public 
conversations, it would be naïve to think that the conversations 
collected in this study are being performed solely by human 
agents. This presents a problem regarding our situational 
awareness of the conversation; we would be unable to determine 
how organic the conversations within the data are without 
performing difficult and time-consuming manual labeling of 
each tweet. To this end, we have employed Bot-hunter [23] 

which leverages machine learning to assess which and how 
many agents in our data are acting in a bot-like manner. Coupled 
with the Twitter analysis features in ORA-PRO, we can than 
corroborate which actors important to the network are likely 
bots, and then further assess what their goals and motivations 
may be based on the content of their discourse.  

  

Fig. 2. Initial Hashtag x Hashtag co-occurrence network visualization for all 

data, colored by Louvain grouping 

Fig. 3 is a graph of the Agent x Agent – All Communications 
network of the general insider threat hashtag grouping. A select 
number of verified agents have been labeled, shaded blue, and 
have diamond shapes. All nodes that are red in color and 
pentagonal in shape represent nodes that exhibited bot-like 
activity within the dataset. The remaining, teal-colored circles 
are otherwise normal users – neither verified by Twitter, nor 
labeled as bots by bot-hunter. 

 

Fig. 3. Hashtag x Hashtag co-occurrence network across all tweets 
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B. Overview of Hashtags Across All Groups 

The initial analysis was performed on all tweets collected for 
this study across all three groups and all 12 hashtags. Studying 
the data in aggregate gives a broad overview of how the whole 
conversation looks, reveals the nature of conversations 
occurring within the dataset, and shows who in the dataset is 
taking part in two-way conversations and spreading information 
across the network.  

The network image (Fig. 4) shows that the overall 
conversation has a major hub in the #spy hashtag. Links with 
weights less than three standard deviations were removed to 
maintain readability of the graph – we can compare this to figure 
2 to illustrate how it is possible to create a more granular view 
after the initial “bird’s eye” view. Much of the conversation 
surrounding this hashtag refers to books, movies, video games, 
and other media. “Insider threat” connects with the concepts of 
cybersecurity and technology, and is reasonably close to 
conversations around industrial espionage, security, and 
privacy. 

 

Fig. 4.  Hashtag x hashtag co-occurrence network across all tweets 

The analysis of Super Spreaders reveals accounts that largely 
exist to aggregate news articles, including three verified 
accounts. Verified accounts go through a verification process 
put forth by Twitter to confirm their identities, and often consist 
of news outlets, corporate accounts, and celebrities. One account 
was suspended, another has since been set to protected, and 
another displays some automated activity. Others are related to 
the marketing of works of fiction, and two others are related to 
a commercial software package. One such account identified as 
a bot was likely labeled as such due to repeated promotion of a 
novel release. 

The Super Friends analysis is comprised largely of accounts 
having to do with comedy streaming media promotion, 
commercial software, economic markets, and fiction book 
promotion. Of the top ten super spreaders labeled in figure 5, all 
of these were found to be engaged in bot-like activity. 

While these top agents are not closely related to the topic of 
interest for our study, the methodology of understanding the 
conversation using network analysis works well and studying 

each set of tweets individually will allow for deeper dive into 
topics of interest.  

 

 

Fig. 5. Overall Super Spreaders 

 

 

Fig. 6. Overall Super Friends 

C. Insider Threat-based Hashtags 

The network map of hashtag co-occurrence for this subgroup 
shows the conversations around the main insider threat hashtags. 
In fig. 7, links with weights less than one standard deviation 
were removed, as were isolate nodes. Cyber security, cyber risk, 
data loss, and InfoSec are all related concepts with heavy use in 
conversations. Conversations around AI, military, data 
protection, COVID19, specific security and technology 
companies, along with discussions surrounding specific advance 
persistent threats (APTs) are all present as well. 

 

 

Fig. 7. Hashtag co-occurrence network, insider threat general hashtags 
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An analysis of super spreaders in the #insiderthreat tweet 
collection revealed the presence of one agent with a score much 
higher than any other agent. Further investigation reveals that 
this user was disabled sometime after the data was collected, 
indicating that they performed some actions that violated 
Twitter’s terms of service.  

Upon further analysis, this user appears to be a cyber-
security professional – with a current web presence and an 
account on another social media platform for professionals, 
LinkedIn. A survey of this user’s tweets as they appeared in the 
data collection, as well as through Google’s search cache, do not 
reveal any specifically malicious messaging or behavior, though 
it does appear as though they were using an automated 
syndication program to send tweets automatically. Two 
possibilities are likely: either this account was disabled by 
Twitter for automatic activity, or the account was hijacked at 
some point, causing the suspension of the account and deletion 
of the offending tweets. It should be noted that the Bot-hunter 
score for the user in question here was well below the threshold, 
and that the algorithms used by Twitter to detect bot activity are 
not publicly available; the criteria used for bot detection and 
removal on the platform are not available to the public. 

The other agents in these two reports consist of enterprise 
security companies, researchers, and news aggregators. Two of 
these accounts are verified, including two companies that are 
well-known in the insider threat space, FireEye and code42. This 
set of tweets aligns closely with the topic of insider and 
organizational threat, likely due to the lower levels of topic 
ambiguity with this grouping of collected hashtags. 

 

Fig. 8.   Super Spreaders, insider threat general hashtags 

 

  

Fig. 9. Super Friends, insider threat general hashtags 

D. Corporate-based Hashtags 

In this set of hashtags, the network map shows that the 
concepts of industrial espionage, embezzlement, crime, and 
trade secrets feature prominently. Link weights greater than 
twice the mean value have been removed to increase the 
readability of the network visualization, as were all isolate nodes 
– those not having links to any other node in the network. The 
conversation around both trade secrets and embezzlement are 
varied, with the former touching on copyright, intellectual 
property, and AI, while the latter includes theft, regulation, and 
American politics. Indeed, there is at least some conversation 
not strongly linked to others that refers to a brand of American 
right-wing political sentiments. 

 

 

Fig. 10. Hashtag co-occurrence network, corporate hashtags 

The top scoring account in the Super Spreader report is a 
verified account that espouses the freedom of movement and 
uniform application of EU laws for EU citizens. Interestingly, 
the runner up account uses Greek language and tweets at this 
first EU account with regularity, using anti-Europe rhetoric and 
the same set of hashtags. This account is still active and may be 
engaged in automated activity. Some of its tweets are in English 
while most are in Greek. Given its rhetoric, it is difficult to 
ascertain what its views or goals are beyond that it is against the 
EU and its member countries. Further analysis of this account 
could reveal a broader campaign against the Europeans 
governments.  

Other accounts in these reports includes activists, news blogs 
and aggregators, law firms, financial and security consultants, 
political enthusiasts along the spectrum, and non-governmental 
organizations. Interestingly, an account that shows up in the 
super spreaders report and scored highly for bot-like behavior 
appears to be an account aligned with the American left posting 
rhetoric against the then-current incumbency. This part of the 
dataset has a bit more noise but is still very close to the main 
insider and organizational threat conversation. 

E. Nation-state-based Hashtags 

The network surrounding the nation-state-based hashtags 
reveals a conversation that is much broader than the other two 
individual categories. The Hashtag x Hashtag co-occurrence 
network in figure 13 has links weighted less than five standard 
deviations removed, as well as isolate nodes. The #spy hashtag 
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has conversations around much more than simply real-world spy 
activities. There is a large portion of the conversation surround 
economics and stock trading, and a great deal regarding books, 
movies, TV, and streaming entertainment. There are some 
concepts related specifically to both American and Canadian 
politics, as well as more generally NATO, Ireland, China, and 
Russia. Also present are topics related to COVID-19, 5G, and 
platforms like WhatsApp, Facebook, and TikTok. 

 

Fig. 11. Super Spreaders, corporate hashtags 

 

  

Fig. 12. Super Friends, corporate hashtags 

 

Fig. 13. Hashtag co-occurrence network, nation-state hashtags 

The accounts ranked highly in the Super Spreaders and 
Super Friends reports include several accounts also present in 
the overall analysis. There are four total verified accounts. The 
types of accounts include movie promotion, news agencies, 
fiction authors, former intelligence workers and military, IT 

workers, software engineers, bloggers, commercial software, 
actors, economic enthusiasts, and web series promotion. 

This category has the highest number of topics overall and is 
least representative of its intended topic retrieval – the 
conversation is there, but there is much noise to cut through. The 
top actors are mostly related to other non-national threat topics 
yet are very active and spreading large amounts of information, 
which affect the analysis of this group and the overall analysis. 
The bot activity in this dataset is largely related to the promotion 
of media, displaying heavy and repeated use of the same 
hashtags and rhetoric. This is similar to the bot activity seen in 
the collection of all hashtags, as the agents in this portion of the 
data proved to be strong in the data overall.  

 

Fig. 14. Super Spreaders, nation-state hashtags 

 

Fig. 15. Super Friends, nation-state hashtags 

V. DISCUSSION AND FUTURE WORK 

Collecting tweets surrounding hashtags around insider and 
organizational threat and analyzing this data by category 
allowed for gaining a clearer insight into how the public 
discussion around these topics exists over a period of time. 
Getting at the key actors related to the topic of study became 
more difficult as the collected hashtags became broader, though 
it is still of use to be able to see how the conversation takes shape 
in these related conversations. The nation-state data contained 
the discussion of interest, but also many other discussions that 
became harder to cut through – however, the categorization of 
hashtags by topic made this task much more successful. It may 
be useful to construct a corpus of Tweet based on existing 
ontological categorizations in literature relating to insider threat 
as discussed earlier in this paper – if such a corpus were of 
sufficient quality and its discourse sufficiently on-topic, it could 
be of greater value to researchers and practitioners familiar with 
such categorizations. 
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Overall, studying public discourse in this way resulted in the 
identification of key actors spreading information and engaging 
in conversation, understanding who those key actors are, and 
being able to find accounts that engaged in activity that was 
against the platform’s terms of service. The ability to gain this 
type of situational awareness in cyber conversations is of high 
value to those interested in organizational research, cyber 
security, social cybersecurity, and policy. 

This work would be supported by using natural language 
processing and further text analysis of the tweets in this dataset 
could allow for a deeper understanding of the public 
conversation, as extracting networks from those texts could be a 
complimentary way of analyzing the topics present and how 
they are connected. 

As the data collected here is temporal in nature, it would be 
possible to analyze it as part of a dynamic meta-network. This 
would allow for looking at network structure and measures over 
time, as opposed to in aggregate as presented in this study. This 
dataset contains tweets from just before and just after the events 
of the COVID-19 pandemic began to be realized in America – 
studying it from this angle with temporal elements would allow 
for study of the global discourse before and during such events. 

The hashtags present alongside those collected on are an 
opportunity for addition-al study and could be implemented into 
the data collection strategy for a future study. For instance, many 
advance persistent threats are present as hashtags in this data and 
studying the discussion around those could lead to a study of the 
technical tactics, tools, and procedures surrounding the carrying 
out of malicious insider at-tacks. 

Finally, the use of other tools around identified key actors 
could allow for attribution of actors across platforms – that is to 
say, using the tools and techniques presented here to find actors 
engaged in the augmentation of public discourse, then using 
tools such as Maltego to identify these same actors on other 
platforms and observe their behavior in those forms could be a 
strong way of identifying and confirming attribution and intent. 

VI. CONCLUSION 

The network analysis techniques applied in this paper allow 
for gaining situational awareness of public discourse on online 
forums. We specifically looked at the discussion on the Twitter 
platform relating to insider threats broadly, as well as on the 
individual areas of insider threat in a general sense, corporate 
organization threats, and organizational threats to nation-states.  

We employed machine learning tools to evaluate the 
presence of automated agents, or bots, participating in public 
discourse. This approach was helpful in cutting through the 
noise present in these discussions and understanding the state of 
the discussion in a more granular detail. These methods allowed 
for an understanding of this conversation, affording greater 
insight into the research problem, and informing future work in 
the area by research and practitioners. Additionally, these 
methods can be used on data surrounding other conversation to 
similar effect regarding data collection and situational 
awareness of the conversations contained therein. 
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