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Abstract
Machine learning applications have gained popularity over
the years as more advanced algorithms like the deep learning
(DL) algorithm are being employed in signal identification,
classification and detection of cracks or faults in structures.
The DL algorithm has broader applications compared to
other machine learning systems and it is a creative algo-
rithm capable of processing data, creating pattern, interpret-
ing information due to its high level of accuracy in pattern
recognition under stochastic conditions. This research gives
an exposition of DL in diverse areas of operations with a
focus on plant weed detection which is inspired by the need
to treat a specific class of weed with a particular herbicide.
A Convolutional Neural Network (CNN) model was trained
through transfer learning on a pre-trained ResNet50 model
and the performance was evaluated using a random forest
(RF) classifier, the trained model was deployed on a rasp-
berry pi for prediction of the test data. Training accuracies
of 99% and 93% were obtained for the CNN and RF classifier
respectively. Some recommendations have been proffered to
improve inference time such as the use of better embedded
systems such as the Nvidia Jetson TX2, synchronizing DL
hardware accelerators with appropriate optimization tech-
niques. A prospect of this work would be to incorporate
an embedded system, deployed with DL algorithms, on an
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unmanned aerial vehicle or ground vehicle. Overall, it is re-
vealed from this study that DL is highly efficient in every
sector and can improve the accuracy on automatic detection
of systems in especially in this era of Industry 4.0.
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1 Introduction
The application of deep learning (DL) in solving real life
problems has stirred a great deal of recognition with signifi-
cant impacts made in areas such as cancer prognosis[43], im-
age analysis[6], self-driving cars[46], speech recognition[21],
natural language processing[20] and prediction of natural
disasters[45], and others. These advancements were believed
to have been initiated by Hinton, Osindero and Tey [23] who
introduced the concepts of layer-wise greedy-learning and
deep belief networks. DL’s ability to analyze big data, auto-
matically extract features and its short testing times have
made it an undoubtable preference to other conventional
machine learning methods [34]. However, it is computation-
ally intensive requiring long training times but thanks to
the high processing speed and parallelism of DL hardware
accelerators which has greatly ameliorated this drawback
[36].

Deep learning can be defined as a subset of machine learn-
ing, consisting of multi-processing layers, which transforms
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and learns data representations with various features in a
hierarchical manner [29]. It is made up of the input, several
hidden and output layers with nodes in each layer connected
to nodes in the corresponding layer thus mimicking the neu-
ron structure of the human brain [38]. A weighted sum of
the input is transformed by an activation function which
generates non-linear outputs fed as input to the adjacent
units of the succeeding layer until it reaches the output layer
[55]. The forward and back propagation procedures are iter-
ated until the weights and biases are optimized and then the
result of the output layer becomes the solution to the prob-
lem. The activation functions mostly used are the sigmoid,
hyperbolic tangent(tanh), Rectified Leaky Unit (ReLU) and
Identity functions because theymake it easier to compute the
loss function required for weight optimization [49, 74]. DL
architectures are classified into supervised, semi-supervised
and un-supervised learning models. In supervised learning,
the dataset used during the training procedure is fully la-
belled which is in contrast to unsupervised learning where
features are extracted from unlabeled data. However, Semi-
supervised leaning incorporates the functionalities of the
aforementioned learning models whereby the training data
is made up of both labelled and unlabeled datasets. Further-
more, DL architectures can be categorized as either discrimi-
native which generally aligns with supervised learning mod-
els or generative which aligns with unsupervised learning
models [41].

2 Generative DL Architectures
2.1 Auto-encoder (AE)
This is a neural network which consists of the input, hidden
and output layers. In this architecture, input data is trans-
formed using unsupervised learning to an abstract form in a
lower dimension and then reconstructed to produce output
by fine-tuning with backpropagation [57]. Dimension reduc-
tion and input reconstruction are carried out by encoder and
decoder blocks with the aim of generating outputs which
are as similar as possible to the input. AE is advantageous
because it facilitates the extraction of relevant features and
due to the fact that the learning efficiency is improved as
the input data is converted to a representation in a lower
dimension [71].

2.2 Restricted Boltzman Machines (RBM)
This is a type of the artificial neural network (ANN) which
consists of the visible and hidden layers with each neuron
connected to all units in the adjacent layer but with is no
connectivity within the same layer. This architecture uses
unsupervised learning to build an RBM structure which prob-
abilistically reconstructs the input [57]. Also, variants of the
RBM were proposed to boost dimensionality reduction, col-
laborative filtering and feature extraction functions. They
are the discriminative RBM, conditional RBM and FE-RBM

introduced by Larochellle and Bengio [33], Mnih et al [39]
and Elfwing [14] respectively.

2.3 Deep Belief Networks (DBN)
This is a kind of ANN (proposed by Geoffrey Hinton) de-
signed by stacking several RBMs, consists of the visible layer
which accepts the input and the hidden layers responsible
for extracting features[42]. With the output of a preceding
RBM used to train the next RBM layer, the training phases
of a DBN is carried out in two stages: pre-training and fine-
tuning stages [34, 47]. In pre-training stage, the DBN applies
unsupervised learning process to extract features from the
input data while in the fine-tuning stage, supervised learning
using the backpropagation algorithm is used to modify the
network parameters.

2.4 Generative Adversarial Network (GAN)
This is deep neural network (DNN) structure with two net-
works: The Generator and Discriminator. The generator pro-
duces synthesized data derived from a data distribution while
a discriminator functions to discriminate between the true
data distribution and the data from the generator. In order to
attain optimization, the GAN is trained so that the generator
produces data which is identical to the true distribution, so
much that the discriminator has difficulty in differentiating
between the true distribution and synthesized data [4].

3 Discriminative DL Architecture
3.1 Convolutional Neural Network (CNN)
This is a class of DNN inspired by the human visual mech-
anism and capable of extracting hierarchical features from
a two-dimensional input (image, text or audio signal) us-
ing a sequence of layers. It consists of the input, convolu-
tional, pooling, fully connected and output layers. The CNN
is widely used for computer vision applications involving
image and video recognition due to its sparse interaction,
equivalent representation as well as its weight capabilities
[51]. The convolutional layer consists of a set of kernels
(arrays of weights) which extract features (edges, contours,
strokes, textures, orientation, color, etc.) from an input data.
These kernels are convoluted on the image by computing
the sum of their dot products to generate feature maps. An
activation function (most commonly the ReLU) is applied to
introduce non-linearity and prevent network saturation [50].
The pooling layer, which is either a max or average pooling
function, reduces the spatial dimensions of the feature map
and computation load in the network while retaining rele-
vant information [26]. Thereafter, the fully connected layer
performs the classification tasks to produce list of probable
outputs and then passed through a softmax function which
selects the output with the highest probability as the pre-
diction for a given input. Similar to a conventional neural
network, the goal of a CNN is to optimize the loss function
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in a network and it achieves this by applying backpropa-
gation algorithm via gradient descent to train the kernels
and modify the weights. Fig. 1. shows the architecture of the
CNN adapted from [56].

Figure 1. Convolutional Neural Network Architecture

3.2 Recurrent Neural Network (RNN)
This is a kind of DNN consisting of the input, hidden and
output layers applied in language modelling, machine trans-
lation, speech recognition, etc. [42, 69]. It is used to model
sequential information and possesses an internal memory
which captures information about previous computations. It
takes in two inputs (the present and recent past inputs) and
applies the backpropagation through time (BPTT) algorithm
for training the network such that the output at time step ‘t’
is dependent on the output at time step ‘t-1’[47, 61].

3.3 Long Short-Term Memory (LSTM)
This is a special variant of the RNN which was proposed
to make up for the drawback in RNN such as sensitivity to
change in parameter, vanishing and exploding gradient. It
consists of the input, hidden as well as the output layers
and used for applications involving long dependencies in
time such as handwriting generation, video descriptor, etc.
The hidden layer of the LSTM comprises thememory cell
(which captures information for a certain time-frame and
gates (input, forget and output gates). The input gate deter-
mines the new formation to be stored in the LSTM cell, the
forget gate decides on which information should be forgot-
ten and the output gate controls flow if information to the
network [42, 56].

3.4 Transfer Learning
Transfer learning could be defined as the ability to adopt
previously acquired knowledge to new applications which
have similar attributes. It improves model performance and
prevents over-fitting especially in a situation of training data
deficit as it makes use of weights from pre-trained mod-
els [30]. According to Coulibay et al [12], transfer learning
could either be by deep feature extraction or fine-tuning. The
ResNet [21], VGGNet [59], MobileNet [25], GoogleNet [60],

etc. are valid examples of pre-trained models. Also, DNN
architectures are implemented on frameworks such as Ten-
sorflow [3], Theano [2], Keras [15], Caffe [27], Pytorch [48],
and others.

4 Deep Learning Applications in Diverse
Fields

Deep learning algorithm is a very powerful algorithm use-
ful in diverse areas of operation, ranging from the field of
manufacturing for detection of defective products as well as
detection of weld faults and cracks in structures; in health-
care DL is useful for medical diagnosis; in agriculture for
weed detection; in banking sector for fraud detection; in en-
tertainment; in marketing; in fast moving consumer goods;
in education sector for detecting developmental delay in chil-
dren; in natural language processing and many more. The
applications are further expanded in this section.

4.1 Fraud Detection
Fraud, according to the Association of Certified Fraud Ex-
aminers, could be defined as the intentional misuse or mis-
appropriation of an organization’s assets for one’s personal
benefit. Technological advancements have given rise to a
proliferation in fraudulent activities in areas of telecommu-
nication, healthcare insurance, automobile insurance, credit
card transactions, etc. [1]. Research has it that these illegit-
imate activities contribute to significant revenue loss and
hence applying deep learning to detect such activities has
to a large extent salvaged the situation [10, 31]. Zhang et
al [75] proposed a homogeneity-oriented behavior analysis
(HOBA) framework which exceptionally considered the geo-
graphical location of transactions. These variables were used
to train DL models (DBN, RNN, and CNN) and were com-
pared with traditional machine models (SVM, BPNN, RF).
The DL models was observed to outperform the traditional
machine learning methods and HOBA produced the best
performance with the DBN model recording an accuracy,
Area Under Curve (AUC) and Precision of 98.25%, 0.976 and
62.25% respectively. Chouiekh and Haj [10] proposed a fraud
detection system for curbing the cunny intent of using and
not paying for mobile communication services such as data
subscription, voice calls, short message service (SMS), etc.
Furthermore, in a bid to mitigate automobile insurance fraud,
Wang and Xu [67] combined a Latent Dirichlet Allocation
(LDA) frame work with a deep learning architecture. Data
from the automobile insurance company and output from
the LDA was used to train a DL model which gave a better
accuracy of 91% when compared to that obtained from RF
and SVM.

4.2 Healthcare
As we launch into the era of Industry 4.0, there seem to be a
rapid advancement in the application of DL in a variety of
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task in the healthcare sector. These range from medical diag-
nosis, especially early analysis of life-threatening illnesses
such as cancer [68], appendicitis [53] diabetes [54] to the
solution procedures and prediction of future risks of such
ailment. Although, it is still in its nascent stages, DL has
good prospects of improving the technological situation in
the medical domain. Coccia [11], with the intent of improv-
ing diagnosis and accelerate treatment of cancer, reviewed
literatures which applied DL algorithms for the detection of
lung and breast cancer. He concluded that DL proffers the
opportunity to aid medical personnel in enhancing efficiency
and making for a better prognosis. The authors in ref. [44]
investigated on research works which applied DL to detect
the Alzheimer’s disease using structural and functional MRI
scans. Also, Kalmet et al [28] carried out a survey on ways
in which DL has been employed in detecting fracture using
radiographs and computed tomography (CT). They also rec-
ommended that radionics, a method which extracts features
of interest from medical images, be combined with DL to
make for a more accurate classification. Lastly, a DL model
for differentiating between the coronavirus pneumonia and
influenza pneumonia using chest image was developed by
Zhou et al [76].

4.3 Developmental Delay
It is a known fact that developmental disorders and speech
issues will greatly affect the quality of life of children suf-
fering from these problems. To address the situations, its
calls for the application of deep learning in early diagnosis
of these disorders which facilitates treatment. Yuan et al [70]
proposed the use of a stacked sparse denoising Autoencoder
(SSDA) to detect epileptic seizures in children. In the same
vein, the authors in ref. [66] introduced a system for detect-
ing speech disorders in children using an RNN. The RNN
model was trained to learn the affinity and variance between
the child’s phone and correct phone in a measure of distance
which is then used to train a binary classifier. This binary
classifier gives a positive output if both phones are similar
which signify the absence of speech disorder and vice versa.
Shukla et al [58] proposed a system for the initial diagnosis
of six developmental disorders (autism spectrum disorder,
cerebral palsy, fetal alcohol spectrum syndrome, etc.) from
facial images.

4.4 Digital Marketing
The world is currently witnessing a paradigm shift from
analog to digital system, where every operation is going
digital especially in the marketing sector. According to the
American Marketing Association, digital marketing could be
defined as a range of activities, accelerated by digital tech-
nologies, for generating and delivering value to customers.
DL has the potentials to revolutionize the marketing indus-
try with robust information on customer behavior, needs,

preferences which can reduce production cost as well as in-
crease profitability [52]. In the light of the above, Urban et
al [65], investigated how DL could outdo statistical models
in making complex marketing decisions by building a DL
model to predict credit card choices for customers. This is
sequel to the fact that DL uses several layers of variables,
predicts its output through new data and can employ the use
of verbal, numerical and visual inputs. In a bid to reduce the
number of hours spent in manually locating video frames
in a video scene where adverts could be added, Hossari et
al [24] proposed the ADNet which automatically identifies
billboard adverts.

4.5 Driverless cars
With the recent shift from third to fourth industrial revolu-
tion and high demand for technology of the future, the deep
learning algorithm will play a major role in the improve-
ment of self-driving cars. Data from sensors, cameras and
mapping are used to create sophisticated models capable of
navigating through traffic to effectively identify paths and
signs using DL algorithms. Manikandan [37], applied DL to
develop an automatic video annotation tool for a self-driving
car. The proposed automatic annotation tool performed bet-
ter than manual annotation with an accuracy as well as GPU
processing time of 83% and 2.58minutes respectively. Also,
the author in ref. [16] designed a self-driving car which uti-
lized the Deep Q network consisting of three convolutional
layers and four dense layers. Similarly, the Deepicar, an au-
tonomous car, was developed by Bechlel et al [7]. Its principle
of operation was such that input image from a camera is pro-
cessed by a CNN model to produce an output of steering
value angles which navigates the car.

4.6 Entertainment
In the area of entertainment, DL focuses on having a ro-
bust understanding of customer’s behavior in systems and
generating recommendations to help make better choices
of products and services. Khan et al [32] proposed a movie
tag extractor which extracts relevant information from a
movie and represents it with tags that suitable explicates
such movie. Movie tags extracted from a few movie trailers
were used to train, through transfer learning, an Inception-
v3 model on TensorFlow framework. Lund [35], on the other
hand, introduced a movie recommender system which pre-
dicts the ratings of a user by gathering information from
databases of ratings from other users. The movielen dataset
was used to train an Autoencoder model on a Titan X GPU.
The Deepstar model for detecting the main characters of a
movie through extraction, face clustering and occurrence
matrix generation was proposed by Haq et al [19].
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4.7 Manufacturing Sector
In the domain of manufacturing, DL finds application in spot-
ting weld faults, predicting properties and extent of degra-
dation of mechanical components just to mention but a few.
Recently, Zhang et al [72] presented a DL approach for the
detection of porosity in welds during laser welding process.
Also, Zhang et al [73] proposed an approach which tracks
the degradation in air fact engines and predicts its remaining
useful life using an LSTMmodel. Making use of performance
degradation information of a high-pressure turbine only and
some information from both high-pressure compressor and
fan, the LSTM model was proved to surpass four other ma-
chine learning models.

4.8 Natural Language Processing (NLP)
DL is very useful in linguistics and semantics. The training
process is such that human-like response and expression can
be coded and processed to effectively build words, phrases
and sentences. Hassan and Mahmood [20] proposed a joint
model comprising the CNN and LSTM for the classification
of sentences. This joint model was evaluated on the Stan-
ford large movie review and Stanford sentiment Treebank
datasets with accuracies of 93.3% and 89.2% obtained re-
spectively, outperforming various existing approaches. The
authors in ref. [8] applied DL approach in predicting the
next alarm occurrence in an industrial plant. The Skip-Gram
Negative Sampling (SGNS) model was used to convert the
list of alarm time into vectors and this served as input to
the LSTM network trained on TensorFlow framework for
100 epochs. Although the model was seen to be adversely
affected by input data structure, tuning parameters, etc., it
gave satisfactory results overall.

4.9 Application of DL in Agriculture
DL has met with much attention in the agricultural domain
with applications in weed detection [62, 64], pest identifi-
cation [9], disease classification [12], etc. Ferentinos [17]
trained a set of CNN models to detect plant diseases using
about 87800 image datasets. The training procedure was
implemented on the Torch7 framework and deployed on a
Graphical Processing Unit (GPU) of an Nvidia GTX 1080 card.
Also, in ref. [5], banana plant disease detection was carried
out on a LeNet model with about 3700 images. The black siga-
toka, black speckle and healthy banana leaves were classified
efficiently on deeplearning 4j framework. Dos Santos Fer-
reira et al [13] built a CNN model pretrained on the AlexNet
model on a CaffeNet framework for detecting broadleaf and
grass weeds in a soybean field. The results obtained were
evaluated with Support Vector Machine (SVM), AdaBoost
as well as Random forest and was seen to outperform them
with an accuracy of about 99%.

5 Application of DL - Weed Detection in
the Agricultural Sector as Case Study

Having looked at previous work done by researchers on
the application of DL different sectors, a demonstration and
experiment was conducted focusing on robotic weed control.
Insight was taken from researches [22] which have shown
that some species of weeds (such as grass) tend to be resistant
to herbicides which are effective on other species (such as
broadleaf). Hence a DL model has been applied to classify
weeds (grass and broadleaf) and deploy same on a raspberry
pi3. The targeted goals of this section include: (i) train a CNN
model through transfer learning on a pretrained ResNet50
model and evaluate its performance using a random forest
(RF) classifier; (ii) deploy the trained model on a raspberry
pi for prediction of the test data.

5.1 Architecture of an Artificial Neural Network
The architecture of an artificial neuron, mathematical equa-
tions for loss function, gradient descent, activation functions
are shown in Figure 2 and Equations 1-7.

Figure 2. Structure of an Artificial Neuron

5.2 Notations and Formulations
𝑥1, 𝑥2, 𝑥3 = 𝐼𝑛𝑝𝑢𝑡 𝐷𝑎𝑡𝑎,

𝑤1,𝑤2,𝑤3 =𝑊𝑒𝑖𝑔ℎ𝑡𝑠,

𝑏 = 𝑏𝑖𝑎𝑠

𝑦 =𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝑠𝑢𝑚

𝑧 = 𝑜𝑢𝑡𝑝𝑢𝑡

𝑇𝑖 = 𝑇𝑟𝑢𝑒 𝑜𝑢𝑡𝑝𝑢𝑡 𝑜 𝑓 𝑡ℎ𝑒 𝑖𝑡ℎ 𝑠𝑎𝑚𝑝𝑙𝑒

𝑍𝑖 = 𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 𝑜𝑢𝑡𝑝𝑢𝑡 𝑜 𝑓 𝑡ℎ𝑒 𝑖𝑡ℎ 𝑠𝑎𝑚𝑝𝑙𝑒

𝑚 = 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜 𝑓 𝑜𝑢𝑡𝑝𝑢𝑡𝑠 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑

𝑤𝑖 =𝑊𝑒𝑖𝑔ℎ𝑡 𝑜 𝑓 𝑡ℎ𝑒 𝑖𝑡ℎ 𝑠𝑎𝑚𝑝𝑙𝑒

𝑌 = 𝐿𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑡𝑒

𝑏𝑖 = 𝐵𝑖𝑎𝑠 𝑜 𝑓 𝑡ℎ𝑒 𝑖𝑡ℎ 𝑠𝑎𝑚𝑝𝑙𝑒

The Mathematical equations for the system are stated thus:

𝐿 =
1
2𝑚

𝑚∑
𝑖=1

(𝑇𝑖 − 𝑍𝑖 )2 (1)

𝑤𝑖 → 𝑤𝑖 − 𝛾
𝑑𝐿

𝑑𝑤𝑖

(2)

𝑏𝑖 → 𝑏𝑖 − 𝛾
𝑑𝐿

𝑑𝑏𝑖
(3)

𝑆𝑖𝑔𝑚𝑜𝑖𝑑 (𝑦) = 1
1 + 𝑒−𝑦

(4)
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𝑇𝑎𝑛ℎ(𝑦) = 1 − 𝑒−2𝑦

1 + 𝑒−2𝑦
(5)

𝑅𝑒𝐿𝑈 (𝑦) = {0, 𝑦} (6)

𝐼𝑑𝑒𝑛𝑡𝑖𝑡𝑦 (𝑦) = 𝑦 (7)
Equation 4 -7: Commonly used activation functions in DL

5.3 Methodology
The datasets from the work of [13] were obtained from a
public dataset source, Kaggle. They were divided into ratio
of 5:3:2 for training, validation and testing respectively. A
total of 5349 images comprising soybean, grass weed and
broadleaf images with input shape of 224×224×3 and a batch
size of 20 were used to train through transfer learning a
CNN model. The ResNet50 model was the CNN model se-
lected and evaluated with the RF classifier which according
to Fernandez-Delgado et al [18] is the best machine learning
classifier. The categorical cross-entropy loss function was
used during training and the softmax function was applied to
the output layer. By applying transfer learning, the last fully
connected layer of the ResNet50 architecture was modified
to a 3-neuron fully connected layer. The model was trained
on the keras application programming interface, topmost of
TensorFlow framework for 10 epochs.

5.4 Result and Discussion
After the training procedure which lasted for about 10 hours
on a 4GB RAM Intel Core B160 Processor, accuracies of 99%
and 93% were obtained for the CNN and RF classifier re-
spectively as shown in Fig. 3 below. In the confusion matrix
shown in Fig. 4, the highest and least accuracy was obtained
for soybean and grass weed respectively with the CNNmodel
while for the RF classifier, broadleaf weed had the least accu-
racy. Also, from the confusion matrix for the RF classifier, 34
images of grass weeds were confused for broadleaf and 20
images of the broadleaf class were confused for grass weed.
However, for the CNN model, no weed class was confused
for another.

Figure 3. Graph of Accuracy/Loss Vs Epoch for the CNN
model

Figure 4. (a) Confusion matrix for the CNN model (b) Con-
fusion Matrix for the RF classifier

The better performing model (CNN model) was deployed
on the raspberry pi 3 to carry out prediction of the test data.
Also, different light emitting diodes (LEDs) were lighted
up immediately a broadleaf or grass weed was predicted as
shown in Figure 5. This would be applied to the future work
proposed to spray a particular herbicide on a grass weed and
a different one on a broadleaf.

Figure 5. (a) Green LED lit when a broadleaf weed was
predicted (b) Red LED lit when grass weed was predicted

6 Conclusion
This article is an elucidation of the application of Deep Learn-
ing in diverse field of operations. About ten areas of appli-
cation of deep learning have been revealed in this research.
In this era of fourth industrial revolution, information gath-
ering, interpretation and analysis using deep learning algo-
rithm will help in accurate recognition of patterns at higher
level under uncertainties. Different areas of applications of
DL has been discussed, ranging from industries, health care,
agriculture, education and others. A case study was further
presented on the application of deep learning in the agri-
cultural sector. It is recommended that a more sophisticated
embedded system such as the Nvidia Jetson Tx2 should be
employed in future research. Also, combining DL hardware
accelerators with appropriate optimization techniques would
further reduce inference times as proposed in ref. [63]. Also,
an embedded system, with DL deployed, can be incorporated
to aerial vehicle to carry out real-time detection of weeds
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and selectively spray a particular herbicide on a specific class
of weed.
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