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Abstract

This paper presents an O(log log d̄) round massively parallel algorithm for 1+ ǫ approximation of
maximum weighted b-matchings, using near-linear memory per machine. Here d̄ denotes the average
degree in the graph and ǫ is an arbitrarily small positive constant. Recall that b-matching is the
natural and well-studied generalization of the matching problem where different vertices are allowed
to have multiple (and differing number of) incident edges in the matching. Concretely, each vertex v is
given a positive integer budget bv and it can have up to bv incident edges in the matching. Previously,
there were known algorithms with round complexity O(log log n), or O(log log∆) where ∆ denotes
maximum degree, for 1+ ǫ approximation of weighted matching and for maximal matching [Czumaj
et al., STOC’18, Ghaffari et al. PODC’18; Assadi et al. SODA’19; Behnezhad et al. FOCS’19;
Gamlath et al. PODC’19], but these algorithms do not extend to the more general b-matching
problem.

1 Introduction

Over the past few years, there has been significant progress in developing theoretically rigorous algorithms
for large-scale graph problems, and particularly massively parallel algorithms for graph problems. One
of the highlights has been the development of the round compression technique that enables us to
obtain massively parallel algorithms that are exponentially faster than their standard parallel/distributed
counterparts, e.g. achieving an O(log logn) round complexity, rather than the more standard logn or
poly(logn) round complexity in distributed or PRAM parallel settings. However, the applicability range
of this technique has remained somewhat limited. In this paper, we contribute to broadening this range
beyond its current boundary, to include the b-matching problem. We also develop novel augmentation
techniques for the b-matching problem, which allow us to sharpen the approximation factor to 1 + ǫ, for
both unweighted and weighted b-matching. To present these contributions in the proper context, we first
review the model and the state of the art for matching approximation. We then state our results and
provide an overview of the technical novelties involved.

1.1 Massively Parallel Computation Model.

Sparked by the success of large-scale distributed and parallel computing platforms such as MapReduce
[DG08], Hadoop [Whi12], Dryad [IBY+07], and Spark [ZCF+10], there has been increasing interest in
developing theoretically sound algorithms for these settings. The Massively Parallel Computation (MPC)
model has emerged as the de facto standard theoretical abstractions for parallel computation in such
settings. This model was first introduced by Karloff et al. [KSV10] and Feldman et al. [FMS+10], and
was refined in several follow up work [GSZ11, BKS17, ANOY14].

In the MPC model, when discussing a problem on an input graph G = (V,E), we assume that the
graph G, which has n = |V | vertices, is partitioned among M machines and each machine knows only
some of the edges (and vertices). A key parameter of the model is the memory S per machine. Since the
machines should be able to hold the graph together, we have that M ·S ≥ (|V |+ |E|), and it is common
to assume that this is tight up to logarithmic factors, i.e., M · S = Õ(|V | + |E|). We usually refer to
M · S as global memory or total memory, while the memory per machine S is often called local memory.

Initially, the input consisting of the edges and vertices of the graph is divided arbitrarily among all
machines, subject to the constraint that each holds S words. Computation proceeds in synchronous
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rounds, where per round each machine can execute some (usually polynomial-time) computation on the
data it holds. Afterward, there is a round of communication where each machine can send some data
to each other machine – thus the communication network among the machines graph is the complete
graph. The only restriction on the communication is that the total amount of data that one machine
sends and receives cannot exceed its local memory S. The main measure of interest is the number of
rounds to solve the graph problem.

For many problems, the local memory parameter S impacts the difficulty of the problem significantly
— problems get harder as we reduce S. Considering this, throughout the literature, the focus has been
primarily on three regimes of this MPC: (A) strongly super-linear memory regime, when S = n1+c for
some positive constant c > 0, (B) near-linear memory regime when S = Õ(n), and (C) strongly sub-linear
memory regime, when S = n1−c for some positive constant c > 0. Often the algorithms in the strongly
super-linear regime or strongly sub-linear regime do not depend on the exact value of the constant c,
and their complexity degrades by only a constant factor if we change c.

1.2 State of the art for the matching problem

There are well-known distributed algorithms that compute a maximal matching and also 1 + ǫ approx-
imation of maximum matching, for any positive constant ǫ, in O(log n) rounds [II86, LPSP15] of the
LOCAL model of distributed computing. These algorithms can be easily adapted to the MPC setting
with the same round complexity (in either of the memory regimes). The focus in MPC has been on
obtaining much faster algorithms.

Lattanzi et al. [LMSV11] presented a constant-round algorithm for maximal matching in the regime
of strongly super-linear memory, and a constant-round algorithm for 8-approximate weighted maximum
matching. Progress on lower memory regimes was much slower and no sub-logarithmic time algorithm
was known, until a breakthrough of Czumaj et al. [CŁM+19] that presented the first round compression.
Their algorithm computes a (1 + ǫ) approximation of a maximum matching in unweighted graphs in
O((log logn)2) MPC rounds. Later this complexity was improved by Assadi et al. [ABB+19] and Ghaffari
et al. [GGK+18] to O(log logn) rounds. Gamlath et al. [GKMS19] showed an extension to the weighted
case of matching, resulting in a (1 + ǫ)-approximation algorithm for maximum weighted matching in
O(log logn) rounds for constant ǫ. Round compression is a technique for “approximately” simulating
certain algorithms with locality radius R in much fewer than R MPC rounds. At a high-level, an
approximate simulation of algorithm A is carried as follows. First, in O(1) MPC rounds this technique
distributes the input graph across machines. Second, each machine executes many steps of A, or of a
slight modification of A, on its local subgraph. In the known results and when the memory per machine
is Õ(n), on average, it is possible to approximately simulate O(R/ logR) steps of A per single MPC
round. The simulation is performed in such a way that execution of A on the subgraphs on different
machines is almost the same as executing A on the input graph.

Let us mention that there are a number of other works in this area that are less relevant for the focus
of this paper. As sample examples, we mention the results on the dual problem of vertex cover approx-
imation [ABB+19, GGK+18, GJN20], those on maximal independent set [GGK+18], maximal match-
ing [BHH19], and coloring [CFG+19, CDP21, CDP21] problems. Moreover, there have been some im-
provements for the matching problem in the regime of strongly sublinear memory, e.g., [GU19, BBD+19].
However, these algorithms do not achieve a round complexity of poly(log log n) in general graphs, and
thus they are not directly comparable to or relevant for the current paper.

1.3 Our Contribution

In this paper, our focus is on the b-matching problem, which is a well-motivated and well-studied gen-
eralization of the matching problem: here each vertex v is prescribed an integer budget bv and we call a
subset of edges a b-matching if each vertex v has at most bv edges in this subset. Notice that standard
matching is the special case where bv = 1 for all vertices v. Notice that while some of the typical ex-
amples for the maximum matching problem involve simple matchings between items (e.g., boys to girls,
in the stable marriage problem), a wider range of the allocation problems are better captured by the
b-matching problem where the entities have heterogeneous capacities. For instance, in client-to-server
matching, often servers can serve a larger number of requests (and often a varying number, perhaps
depending on the time) and even the clients might have different numbers of requests.

To the best of our knowledge, none of the known MPC algorithms for the matching problem extend
to the b-matching problem. We comment that an O(log n)-round algorithm for 2-approximation of the
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fractional relaxation of weighted b-matching problem is provided by [KY09], and we believe this can
be easily turned into an O(1) approximation for the integral case of b-matching1. This algorithm can
be run in the MPC model with the same O(log n) round complexity. However, we are not aware of
any sublogarithmic-time MPC algorithm for b-matching, even when relaxing to O(1) approximation of
unweighted b-matching, and even when relaxing to the fractional variant.

We present an O(log logn) round MPC algorithm for (1+ǫ) approximation of b-matching in weighted
graphs in the near-linear memory regime.

Theorem 1.1. There is a randomized MPC algorithm that computes a (1 + ǫ) approximation of b-
matching in weighted graphs in O(log log d̄) rounds, using Õ(n) local memory and Õ(m + n) global
memory. Here, d̄ denotes the average degree of the graph and ǫ is assumed to be a small positive constant.

We note that the algorithm matches the performance of the best-known results for the simpler
problem of matching (i.e., when bv = 1 for all vertices v) in unweighted graphs, in round complexity
and the bounds on local and global memory for 1 + ǫ approximation. Even for an arbitrary constant
approximation of matching in unweighted graphs, no faster algorithm is known for the near-linear regime
of local memory.

Our techniques for computing unweighted and weighted (1+ǫ)-approximate b-matchings are relatively
general, and they also yield semi-streaming constant-pass algorithms with Õ(

∑

v bv) memory.

1.4 Method Overview

Θ(1) approximation of unweighted b-matchings. This result is presented in Section 3 and Section 3.2.
Our algorithm for computing a Θ(1)-approximate unweighted b-matching is a slight variation of the ap-
proach of [GJN20] for the approximate minimum weighted vertex cover problem, which itself can be seen
as a generalization of the algorithm of [GGK+18].

To explain our algorithm, we start with a review of the algorithm of [GGK+18], which computes a
Θ(1)-approximate matching. This algorithm starts by computing a Θ(1)-approximate fractional match-
ing. By a simple sampling approach, this fractional matching can then be turned into an integral one,
at the expense of losing an additional constant factor in the approximation guarantee.

The starting point for computing the fractional matching is the following O(log n)-round procedure,
which computes a sequence of fractional matchings with the final one being a constant approximation.
The first fractional matching assigns each edge a value of 1

n . Now, consider a round of the process. We
refer to a vertex as being active during the round if the fractional values of the incident edges sum to at
most 0.5. We refer to an edge as being active if both of its endpoints are active. One now obtains the
next fractional matching in the sequence by increasing the weight of each active edge by a factor of 2.
A slightly improved version of this process assigns each edge at the beginning a value of 1

∆ . With this
initialization, one obtains a constant approximation after O(log∆) rounds.

The main idea of the round compression technique is to simulate multiple rounds of this process in
O(1) MPC rounds. By simulation, we do not mean an exact simulation, but instead, the algorithm
considers an approximate version of the aforementioned process. At the beginning, the algorithm starts
by randomly partitioning the vertices across

√
∆ machines, and it stores in each machine the graph

induced by its assigned vertices. A simple calculation shows that the expected number of edges assigned
to a given machine is O(n), and it is also straightforward to show concentration. Now, during a given
round, a vertex bases its decision on whether to stay active not on the values of all of its incident edges;
instead, it computes an estimation of that sum based on the incident edges that were sent to the same
machine. We note that the idea of simulating multiple rounds of a distributed algorithm in O(1) MPC
rounds via vertex partitioning was first introduced in [CŁM+19].

As vertices base their decision on whether to stay active or not only on local information, multiple
rounds of this process can be simulated without communication between the machines. However, in each
additional simulated round, the estimates become less and less precise, i.e., the difference between the
exact and the approximate simulation becomes more and more apparent. One major reason the estimates
become less precise is that the value assigned to a given edge might increase in each round, and therefore
the impact of that edge on the vertex estimate. For this reason, it is only possible to simulate c · log(∆)
iterations, for some fixed constant c < 1, before certain concentration arguments start to break down.
In the idealized process, simulating that many rounds is sufficient to reduce the maximum degree of the

1Technically, this algorithm applies to a different variant of b-matching where we are allowed to take each edge multiple
times in the b-matching. We believe their algorithm can be turned into a 3-approximation for the variant we discuss here
where we are allowed to use each edge only once.
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graph induced by active vertices by a polynomial factor, i.e., to ∆0.999. In the approximate version,
this also holds true, at least if one ignores the small number of vertices whose estimates were imprecise.
This maximum degree reduction then allows for a more aggressive sampling rate in the following round
compression step. More generally, in each round compression step the maximum degree of the “active”
graph drops by a polynomial factor. Hence, after O(log log∆) round compression steps the maximum
degree is poly(logn). The remaining instance can then either be solved on a single machine, resulting in
an overall round complexity of O(log log∆), or by direct simulation of an O(log logn)-round distributed
algorithm using sublinear local memory, resulting in an overall round complexity of O(log logn).

We next discuss our algorithm. The main ideas discussed below were already introduced in the
approximate weighted minimum vertex cover algorithm of [GJN20], running in O(log log d̄) MPC rounds.
The algorithm of [GJN20] computes a dual solution of the fractional relaxation of weighted minimum
vertex cover. The dual problem is a relaxation of the b-matching variant where a given edge can be chosen
multiple times, instead of just once. While it is not apparent how to use their algorithm in a black-box
manner, we show that it is possible to adapt their algorithm to compute a fractional b-matching, and we
provide a self-contained proof in Section 3 and Section 3.2.

Our algorithm also starts by computing a fractional solution. The baseline is essentially the same
procedure as described above, with three differences. First, the initial fractional b-matching is defined
differently. Second, a vertex considers itself active only if the fractional values of the incident edges sum
to at most 0.5bv instead of to at most 0.5. Third, an edge also stops being active if its fractional value
exceeds 0.5.

Note that the initial b-matching needs to balance two things. If the assigned edge values are too low,
then simulating multiple rounds of the sequential process does not lead to any intermediate progress,
such as a substantial maximum-degree reduction. On the other hand, if the assigned values are too large,
then in the extreme case they do not even constitute a valid fractional b-matching and, even if they do,
the computed estimates during the round compression might be too imprecise due to a large influence of
individual edges on vertex estimates. One initialization that works is min( bv

max(d̄,dv)
, bu
max(d̄,du)

, 1). This

initialization results in a valid fractional b-matching. We note that replacing max(d̄, dv) with dv (and
the same for u), would still result in a valid fractional b-matching, however, the values assigned to edges
incident to low-degree vertices would be too large to obtain accurate enough estimates. This initialization
does not lead to intermediate progress in the form of a maximum degree reduction. It is however possible
to show that the average degree drops by analyzing the out-degree of each node in the directed graph
that one obtains by directing each edge {u, v} from u to v if bu < bv (and in an arbitrary direction if
bu = bv).

(1 + ǫ)-approximate unweighted b-matching. This result is presented in Section 4. The first step
of our approach for obtaining better than O(1)-approximate b-matching is to characterize the structure
of augmenting walks. One can show that considering only augmenting paths, as it is possible for 1-
matchings, is not always sufficient to improve the current b-matching. To obtain a characterization, we
propose a view of b-matchings that essentially enables us to carry over existing properties for 1-matching.
Namely, we consider a graph G̃ obtained by copying each vertex v bv many times. Then, we show in
Section 4.2 that, if the current b-matching is not maximum, there exists a collection of augmenting paths
in G̃ that improve the current b-matching. To our knowledge, this connection has not been used in the
literature before.

Second, we would like to build on our connection between 1- and b-matchings and reuse existing results
for obtaining (1+ ǫ)-approximate 1-matchings. To that end, we consider the algorithm of [McG05], that
can also be executed efficiently in MPC. However, reusing that result in the context of b-matchings and
G̃ has a major challenge: when we create bv copies of each vertex v, it is not clear between which copy
of u and which copy of v the edge e = {u, v} should be placed. It is not hard to show that if e is
matched, then it can be placed between arbitrary copies as long as a copy is incident to at most one
matched edge. However, this situation is significantly more complicated if e is unmatched. Nevertheless,
we show that there is a way to go back to b′-matchings from a subset of vertices of G̃ – this subset
is algorithmically defined via the approach of [McG05] – that enables us to avoid assigning e between
specific copies a-priori.

(1+ ǫ)-approximate weighted b-matching. This result is presented in Section 5. Our starting point
is a result of [GKMS19] that proves Theorem 1.1 in the special case when b = 1. There are two major
challenges in using that framework for b-matchings. First, it is not clear how to use that result when
a vertex can be incident to multiple matching edges. Second, even if we could apply it to b-matchings,
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there is a step that requires resolving conflicts between a collection of alternating walks. That step in
the prior work requires O(|M |) space per machine, which in the case of b-matchings can be much larger
than O(n).

The main challenge in applying the framework to b-matchings is that using it directly might result
in an alternating walk that crosses the same edge multiple times – such alternating walks are not proper
augmentations. We resolve that by adding an additional rule to the framework. Essentially, we as-
sign random orientations to unmatched edges enabling us to avoid described behavior. This process is
explained as Step (III) in Section 5.3.

At three steps, the algorithms in [GKMS19] in a crucial way require the memory per machine to be
O(|M⋆| · exp(1/ǫ)) ≫ O(n · exp(1/ǫ)), where M⋆ is a maximum matching and in case of b-matchings
can have size

∑

v bv. The main reason for that is that the framework finds a collection of augmentation
which might intersect. Then, the framework chooses an independent set of them, the process which we
call conflict resolution. To perform conflict resolution in [GKMS19] all augmentations are collected to
one machine and a maximal independent set of them is chosen greedily. We design a different conflict
resolution scheme that enables us to select an independent set (not necessarily maximal) of augmentations
in a fully scalable manner, requiring only O(nδ + poly(1/ǫ)) memory per machine for any arbitrary
constant δ > 0.

Streaming A key challenge in obtaining a semi-streaming implementation of our approach is choosing
the aforementioned orientation of unmatched edges. Namely, the chosen orientation has to be “remem-
bered” for multiple passes, and doing that directly for all unmatched edges requires O(m) ≫ O(

∑

v bv)
memory. Nevertheless, we show that this choice of orientations requires only O(poly(1/ǫ)) independence,
which enables us to use k-wise independent hash functions (for small k), resulting in a memory-efficient
semi-streaming implementation.

2 Preliminaries

Definition 2.1 (b-matching). Let G = (V,E) be a graph, b ∈ N
V
≥1 a vector and M a set of edges. We

say that M is a b-matching if for each vertex v there are at most bv edges in M incident to v. To refer
to a 1-matching, we also say matching.

Definition 2.2 (Walk). Let G = (V,E) be a graph. We use walk to refer to a sequence P of vertices
(and the corresponding edges) where every two neighboring vertices in P are adjacent in G. It is allowed
that vertices in P repeat.

Definition 2.3 (Alternating walks). Let G = (V,E) be a graph, M a set of edges and P a walk in G.
We say that P is an alternating walk if its edges alternate between those in E \M and M . The first edge
of P does not have to be in E \M .

Definition 2.4 (Free vertex). Given a b-matching M and a graph G, a vertex v ∈ V (G) is called free
with respect to M if the number of edges in M incident to v is less than bv. When M is a 1-matching,
this definition implies that v is free if it is unmatched in M .

3 Θ(1) Approximation of Unweighted b-Matchings

We first provide an outline of how we prove the following theorem:

Theorem 3.1. There exists an O(log log d̄)-round MPC algorithm using Õ(n) local memory and O(m+n)
global memory which computes a Θ(1) approximation of b-matching with positive constant probability.

3.1 Outline

Note that one can obtain a “with high probability” guarantee in Theorem 3.1 at the expense of increas-
ing the global memory by an O(log n)-factor by running the algorithm O(log n) times in parallel and
outputting the largest computed b-matching.

As written in the introduction, the first part of our algorithm consists of finding a fractional b-
matching solution. In fact, our algorithm can find a constant factor approximation to the following
LP:
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maximize
∑

e∈E xe

subject to
∑

e∈E(v) xe ≤ bv for every v ∈ V

xe ≤ re for every e ∈ E
x ≥ 0,

where we denote by E(v) the set of edges incident to v. For solving b-matching, one can assume that
all the bv’s are non-negative integers and re = 1 for every edge e. However, our algorithm works in the
more general setting where the bv’s and re’s can be arbitrary non-negative reals.

We note that the algorithm of [GJN20] finds a constant approximation to the LP one obtains by
dropping the edge constraints xe ≤ re.

Our algorithm computes a feasible 0.05-tight solution x, a notion defined below.

Definition 3.2 (α-tight, α-loose). Consider an arbitrary x ∈ R
E
≥0 and α ∈ [0, 1]. We define

V loose(x, α) = {v ∈ V :
∑

e∈E(v)

xe < αbv}

and

Eloose(x, α) = {e ∈ E : xe < αre} ∩
(

V loose(x, α)

2

)

.

If Eloose(x, α) = ∅, then we refer to x as being α-tight.

Let OPT denote the optimal value of the LP. By using duality, one can show that an α-tight solution
x has an objective value of at least α

3OPT . By setting re = 1 for every e ∈ E, the LP is a relaxation of
b-matching and therefore an α-tight solution x satisfies that

∑

e∈E xe is at most a 3
α -factor away from

the maximum b-matching size. Now, consider sampling each edge with probability xe

4 and removing all
edges incident to vertices with too many sampled edges. It is straightforward to show that this sampling
process results in a b-matching whose expected size is within a constant factor of

∑

e∈E xe. Combining
the above observations, one obtains the following lemma, whose proof is deferred to Section 3.8.

Lemma 3.3. Consider an arbitrary α ∈ (0, 1] and let x ∈ R
E
≥0 be a feasible α-tight solution of the LP

with re being set to 1 for every e ∈ E. Then, we can compute with positive constant probability in O(1)
MPC rounds with O(n) local and O(n+m) global an O(1/α)-approximate b-matching M .

Thus, it remains to provide an efficient algorithm to compute a 0.05-tight feasible solution. As
mentioned before, our algorithm for computing such a tight solution is very similar to the algorithm of
[GJN20]. We nevertheless provide a complete description and analysis of the algorithm in Section 3.2,
as our algorithm does not follow from a black-box reduction of [GJN20].

3.2 Detailed analysis

This section is dedicated to giving an efficient MPC algorithm for computing a 0.05-tight feasible solution
of the LP introduced in Section 3.

As mentioned before, the algorithm and analysis is very similar to the one given in [GGK+18, GJN20].
The algorithm description and analysis consists of three parts. In this brief informal overview, we

consider the special case of the LP with re = 1 for every edge e. As mentioned earlier, the algorithms
work for the more general case. In Section 3.3, we start by giving a formal description of the idealized
process that computes a sequence of fractional b-matchings. For a given T , we show that the fractional

b-matching x that one obtains after T rounds satisfies |Eloose(x, 0.2)| ≤ 5|E|
2T

, i.e., the number of edges
one still needs to consider to obtain a 0.2-tight solution starting from x drops exponentially in T .

We note that the idealized process we describe slightly differs from the one in the introduction. First,
the value assigned to each edge at the beginning is a constant factor lower. Second, a vertex does not
decide whether to stay active based on whether the sum of incident edge values exceeds 0.5bv. Instead,
it chooses in each round an independent random threshold T chosen uniformly at random from the
interval [0.2bv, 0.4bv] and checks whether the sum of edge values exceeds that random threshold. While
these two minor modifications are not relevant for showing correctness or the edge reduction property,
they become important for the analysis in Section 3.4. In Section 3.4, we describe an algorithm that
approximates the idealized version, along the lines of what has been discussed in the introduction, and
outputs the fractional b-matching obtained after T = c log(d̄) rounds, where c is a sufficiently small
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constant. The main technical part of this section is dedicated to show that the computed fractional

b-matching x̃ satisfies E

[

|Eloose(x̃,0.05)|
n

]

≤
(

m
n

)0.9999
, i.e., the average degree drops by a polynomial

factor, in expectation. Note that the fractional b-matching x one obtains after c log(d̄) rounds of the

idealized process satisfies |Eloose(x,0.2)|
n ≤

(

m
n

)0.99
. The analysis therefore proceeds by comparing the

idealized process with the approximate version. In particular, we consider the coupling obtained by
choosing the same random thresholds in both executions and show that the probability of a given edge
being contained in Eloose(x̃, 0.05) \ Eloose(x, 0.2) is sufficiently small in order to obtain, together with
|Eloose(x,0.2)|

n ≤
(

m
n

)0.99
, that E

[

|Eloose(x̃,0.05)|
n

]

≤
(

m
n

)0.9999
.

Finally, we show in Section 3.5 how to compute a 0.05-tight feasible solution by performing O(log log d̄)
invocations of the average degree reduction algorithm of Section 3.4, which runs in O(1) MPC rounds.

3.3 Idealized Process

Starting from now, we consider an arbitrary b ∈ R
V
≥0 and r ∈ R

E
≥0. Algorithm 1 gives a formal description

of the idealized process.

1 Algorithm: Sequential(G, b, r, T )

Data: G = (V,E) is an unweighted graph, b ∈ R
V
≥0, r ∈ R

E
≥0, T ∈ N

Result: x ∈ R
E
≥0

2 V active
0 = V

3 ∀v ∈ V, t ∈ [T ], Tv,t ← U(0.2bv, 0.4bv)
4 ∀v ∈ V : qv = 0.8 bv

max(|E(v)|,d̄)

5 ∀e = {u, v} ∈ E : xe,0 = min (re, qv, qu)
6 for t = 1, 2, . . . , T do
7 ∀v ∈ V : yv,t−1 =

∑

e∈E(v) xe,t−1

8 V active
t = {v ∈ V active

t−1 : yv,t−1 ≤ Tv,t}
9 Eactive

t = {e ∈ E ∩
(

V active
t

2

)

: xe,t−1 ≤ re/2}
10 ∀e ∈ E : xe,t =

{

2xe,t−1 , if e ∈ Eactive
t

xe,t−1 , otherwise

11 end
12 ∀e ∈ E : xe = xe,T

13 return x

Algorithm 1: Idealized process running for T rounds

Note that the returned vector x is a feasible LP solution. In particular, the following lemma follows
from a simple induction.

Lemma 3.4. For each t ∈ {0, . . . , T }, we have
∑

e∈E(v) xe,t ≤ 0.8bv for every v ∈ V and 0 ≤ xe,t ≤ re
for every e ∈ E.

Note that for showing feasibility, it would be sufficient to have
∑

e∈E(v) xe,t ≤ bv instead of
∑

e∈E(v) xe,t ≤
0.8bv. This stronger upper bound is used during the analysis of the coupling of the idealized and ap-
proximate process.

We next verify that the number of edges in Eloose(x, 0.2) indeed decreases exponentially with T .

Lemma 3.5. Let x = Sequential(G, b, r, T ). Then, |Eloose(x, 0.2)| ≤ 5|E|
2T .

Proof. For every v ∈ V , we define
−→
E (v) = {e ∈ E(v) : xe,0 = qv}. Note that for every e ∈ −→E (v) ∩

Eloose(x, 0.2), it holds that xe = qv · 2T . Hence, we obtain

|−→E (v) ∩Eloose(x, 0.2)| ≤ bv
qv · 2T

≤ max(|E(v)|, d̄)
0.8 · 2T .

Moreover, for every e = {u, v} ∈ Eloose(x, 0.2), xe = qu or xe = qv and therefore e ∈ −→E (u) ∪ −→E (v).
Therefore,
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|Eloose(x, 0.2)| ≤
∑

v∈V

|−→E (v) ∩ Eloose(x, 0.2)| ≤ 1

0.8 · 2T

(

∑

v∈V

|E(v)| +
∑

v∈V

d̄

)

=
2|E|+ 2|E|
0.8 · 2T =

5|E|
2T

.

Theorem 3.6. Let x = Sequential(G, b, r, ⌈log(5|E|+1)⌉). Then, x is a 0.2-tight primal feasible solution.

Proof. Feasibility directly follows from Lemma 3.4. Moreover, according to Lemma 3.5, we have

|Eloose(x, 0.2)| ≤ 5|E|
2⌈log(5|E|+1)⌉

< 1

and therefore |Eloose(x, 0.2)| = 0. Hence, x is indeed a 0.2-tight primal feasible solution.

3.4 MPC Simulation

Algorithm 2 gives a formal description of the approximate process we previously talked about. In this
section and the next section, we implicitly assume that the n-vertex and m-edge input graph G satisfies
that n is sufficiently large and m ≥ n log10(n).

1 Algorithm: OneRoundMPC(G, b, r)

Data: G = (V,E) is an unweighted graph, b ∈ R
V
≥0, r ∈ R

E
≥0

Result: x ∈ R
E
≥0

2 N =
⌈√

d̄
⌉

, T = ⌊log2(N)/1000⌋ , Ṽ active
0 = V

3 Every vertex v ∈ V independently and uniformly at random chooses an index iv ∈ [N ]

4 ∀i ∈ [N ] : Vi = {v ∈ V : iv = i}, Elocal(v) = E(v) ∩
(

Viv

2

)

5 ∀e = {u, v} ∈ E : x̃e,0 = xe,0

6 for t = 1, 2, . . . , T do
7 ∀v ∈ V : ỹv,t−1 = N ·∑e∈Elocal(v) x̃e,t−1

8 Ṽ active
t = {v ∈ Ṽ active

t−1 : ỹv,t−1 ≤ Tv,t}
9 Ẽactive

t = {e ∈ E ∩
(

Ṽ active
t

2

)

: x̃e,t−1 ≤ re/2}

10 ∀e ∈ E : x̃e,t =

{

2x̃e,t−1 , if e ∈ Ẽactive
t

x̃e,t−1 , otherwise

11 end

12 ∀e = {u, v} ∈ E : x̃e =

{

x̃e,T , if
∑

e∈E(v) x̃e,T ≤ bv and
∑

e∈E(u) x̃e,T ≤ bu
0 , otherwise

13 return x̃

Algorithm 2: Approximate Process

OneRoundMPC(G, b, r) tries to imitate the algorithm Sequential(G, b, r, T ) with T being set to

⌊log2(N)/1000)⌋. Here, N = ⌈
√
d̄⌉ refers to the number of machines involved in the random partitioning

step during the MPC simulation. The one major difference in comparison to Algorithm 1 can be found on
Line 7. Instead of computing ỹv,t−1 =

∑

e∈E(v) x̃e,t−1, as is done in Sequential(G, b, r, T ), the algorithm

instead only uses the estimate N ·∑e∈Elocal(v) x̃e,t−1, where Elocal(v) denotes the set consisting of those
edges incident to v that are sent to the same machine as v. Right at the beginning, it holds that

E

[

N ·∑e∈Elocal(v) x̃e,0

]

=
∑

e∈E(v) x̃e,0. To show concentration, it suffices that x̃e,0 is sufficiently small

for each edge e ∈ E(v). Similarly, to show that N ·∑e∈Elocal(v) x̃e,t is close to
∑

e∈E(v) x̃e,t for some

t > 0 (and most vertices v), one similarly has to ensure that x̃e,t is sufficiently small. Here the following
bounds suffice.

Lemma 3.7. Consider an arbitrary v ∈ V and edge e incident to v. Then, for every t ∈ {0, 1, . . . , T },
x̃e,t ≤ x̃e,0 ·N0.001 ≤ bv

N1.99 and xe,t ≤ xe,0 ·N0.001 ≤ bv
N1.99 .
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Proof. We have

x̃e,t ≤ x̃e,0 · 2T ≤ x̃e,0 ·N0.001 ≤ 0.8bvN
0.001

∆avg
≤ bvN

0.001

N2
≤ bv

N1.99
,

and the same holds for xe,t.

However, just having an upper bound on x̃e,t is not sufficient to argue that N ·∑e∈Elocal(v) x̃e,t is

close to
∑

e∈E(v) x̃e,t most of the times, but instead a more elaborate inductive argument is needed. The

inductive analysis couples the execution of Algorithm 1 (setting T = ⌊log2(N)/1000⌋) and Algorithm 2
by using the same randomness for the random thresholds (All future statements are with respect to that
coupling). In particular, one obtains the following result, whose proof is given in Section 3.6.

Lemma 3.8. For every v ∈ V , Pr[|∑e∈E(v) xe,T −
∑

e∈E(v) x̃e,T | > 0.1bv] ≤ 1
N0.1 .

Let x̃(T ) ∈ R
E be defined as the vector with x̃T

e = x̃e,T for every e ∈ E and recall that x =
Sequential(G, b, r, T ). Lemma 3.8 directly implies the following lemma.

Corollary 3.9. For every e ∈ E, Pr[e ∈ Eloose(x̃(T ), 0.1) \ Eloose(x, 0.2)] ≤ 2
N0.1 .

Proof. Consider an arbitrary edge e = {u, v} ∈ Eloose(x̃(T ), 0.1) \Eloose(x, 0.2). As e ∈ Eloose(x̃(T ), 0.1),
we have

xe ≤ xe,0 · 2T = x̃e,T < 0.1re ≤ 0.2re.

The fact that xe < 0.2re together with e /∈ Eloose(x, 0.2) implies that u /∈ V loose(x, 0.2) or v /∈
V loose(x, 0.2). As u, v ∈ V loose(x̃(T ), 0.1), we therefore also get that u ∈ V loose(x̃(T ), 0.1) \ V loose(x, 0.2)
or v ∈ V loose(x̃(T ), 0.1) \ V loose(x, 0.2). If u ∈ V loose(x̃(T ), 0.1) \ V loose(x, 0.2), then |∑e∈E(u) xe,T −
∑

e∈E(u) x̃e,T | > 0.1bu, which happens with probability at most 1
N0.1 according to Lemma 3.8. Similarly,

if v ∈ V loose(x̃(T ), 0.1) \ V loose(x, 0.2), then |∑e∈E(v) xe,T −
∑

e∈E(v) x̃e,T | > 0.1bv, which also happens

with probability at most 1
N0.1 . The statement therefore follows by a union bound.

By using Lemma 3.5 together with Corollary 3.9, it is already straightforward to show that the
expected size of Eloose(x̃(T ), 0.1) is sufficiently small, i.e., that the average degree drops by a polynomial
factor. However, note that because vertices decide to be active based on estimates, x̃(T ) might not even
be a feasible solution, i.e., it is possible that there exists a vertex v with

∑

e∈E(v) x̃e,T > bv. We refer

to such a vertex as a bad vertex. To ensure feasibility of the returned vector x̃, one obtains x̃ from x̃(T )

by setting the value of all edges incident to bad vertices to 0. Luckily, it follows as a simple corollary of
Lemma 3.8 that a given vertex is only bad with a sufficiently small probability.

Corollary 3.10. For every v ∈ V, Pr[
∑

e∈E(v) x̃e,T > bv] ≤ 1
N0.1 .

Proof. Lemma 3.4 states that
∑

e∈E(v) xe,T ≤ 0.8bv. Hence,
∑

e∈E(v) x̃e,T > bv implies |∑e∈E(v) xe,T −
∑

e∈E(v) x̃e,T | > 0.1bv, which happens with probability at most 1
N0.1 according to Lemma 3.8.

On first sight, it might look that one could directly use Corollary 3.10 to argue that Eloose(x̃, 0.1) \
Eloose(x̃(T ), 0.1) is sufficiently small. However, this is not the case as Eloose(x̃, 0.1) \ Eloose(x̃(T ), 0.1)
can even contain edges that are not incident to a bad vertex, i.e., it can happen that a good vertex v is
contained in V loose(x̃, 0.1) \ V loose(x̃(T ), 0.1) if v is neighboring with one or more bad vertices. We next
show that the probability of v being contained in V loose(x̃, 0.05) \ V loose(x̃(T ), 0.1) is sufficiently small.
The reason for this is that v can only be in V loose(x̃, 0.05) \V loose(x̃(T ), 0.1) if a lot of incident edges are
bad, where we denote an edge as bad if one of its endpoints is a bad vertex.

Lemma 3.11. For every v ∈ V , Pr[v ∈ V loose(x̃, 0.05) \ V loose(x̃(T ), 0.1)] ≤ 1
N0.08

Proof. Consider some arbitrary vertex v ∈ V . For each edge e ∈ E(v), we set Xe = x̃e,T − x̃e. Note that
Xe = x̃e,T if e is a bad edge and Xe = 0 otherwise. According to Lemma 3.7, we have x̃e,T ≤ x̃e,0 ·N0.001.
A given edge is bad if one of its endpoints is bad, which happens with probability at most 2

N0.1 according

to Corollary 3.10. Therefore, E [Xe] ≤ x̃e,0 · 2N
0.001

N0.1 ≤ 1
N0.09 . Let X =

∑

e∈E(v) Xe. We have

E [X ] =
1

N0.09
·
∑

e∈E(v)

x̃e,0 ≤
bv

N0.09
.
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Hence, a Markov Bound implies that Pr[X > 0.05bv] ≤ 1
N0.08 . On the other hand, if X ≤ 0.05bv, then

∑

e∈E(v) x̃e,T−
∑

e∈E(v) x̃e ≤ 0.05bv, which directly implies that v /∈ V loose(x̃, 0.05)\V loose(x̃(T ), 0.1).

Lemma 3.12. For every e ∈ E, Pr[e ∈ Eloose(x̃, 0.05) \ Eloose(x, 0.2)] ≤ 4
N0.08 .

Proof. Note that e = {u, v} ∈ Eloose(x̃, 0.05)\Eloose(x, 0.2) implies u ∈ V loose(x̃, 0.05)\V loose(x, 0.2) or
v ∈ V loose(x̃, 0.05)\V loose(x, 0.2). Moreover, u ∈ V loose(x̃, 0.05)\V loose(x, 0.2) implies u ∈ V loose(x̃, 0.05)\
V loose(x̃T , 0.1) or u ∈ V loose(x̃T , 0.1)\V loose(x, 0.2). The former happens with probability at most 1

N0.08

according to Lemma 3.11 and the latter happens with probability at most 1
N0.1 according to Lemma 3.8.

By symmetry, the same holds for v and therefore the lemma follows by a simple union bound.

Theorem 3.13. We have E

[

|Eloose(x̃,0.05)|
n

]

≤
(

|E|
n

)0.9999

.

Proof. We have

E
[

|Eloose(x̃, 0.05)|
]

≤ |Eloose(x, 0.2)|+ E
[

|Eloose(x̃, 0.05) \ Eloose(x, 0.2)|
]

.

According to Lemma 3.5, we have

|Eloose(x, 0.2)| ≤ 10|E|
2T

≤ 20|E|
N1/1000

.

According to Lemma 3.12, we have

E
[

|Eloose(x̃, 0.05) \ Eloose(x, 0.2)|
]

≤ 4|E|
N0.08

.

Therefore,

E

[ |Eloose(x̃, 0.05)|
n

]

≤ |E|
n ·N0.0002

≤ |E|
n · d̄0.0001 =

|E|
n · (2|E|/n)0.0001 ≤

( |E|
n

)0.9999

.

Theorem 3.14. Let x̃ = OneRoundMPC(G, b, r). Then, x̃ is a feasible solution of the LP and

E

[

|Eloose(x̃,0.05)|
n

]

≤
(

m
n

)0.9999
. Moreover, x̃ can be computed in O(1) rounds in MPC with local memory

Õ(n) and global memory O(m).

Proof. The upper bound on the expected size of Eloose(x̃, 0.05) directly follows from Theorem 3.13 and
it is also straightforward to see that x̃ is indeed a feasible solution of the LP. Regarding the MPC
implementation, Lemma 3.28 shows by a simple concentration argument that G[Vi] with high probability
contains Õ(n) edges. Hence, we can store each G[Vi] in a single machine. This allows us to compute
without any further communication for each edge e in G[Vi] the value x̃e,T and for each vertex v in G[Vi]

the largest t such that v ∈ Ṽ active
t . Given this information, it is easy to compute in O(1) MPC rounds

x̃e,T for each edge e in E and therefore also the value x̃e.

3.5 Putting Everything Together

Finally, we can compute a 0.05-tight solution by O(log log d̄) invocations (in expectation) of Algorithm 2.

Lemma 3.15. Let x← FullMPC(G, b, r). Then, x is a feasible 0.05-tight solution of the LP.

Proof. We verify by induction that x is a feasible solution during the whole execution of Algorithm 3. At
the beginning, x is feasible. Now, during the while-loop, we set xnew

e ← xold
e + x′

e for every e ∈ Eactive.

As 0 ≤ x′
e ≤ r

(rem)
e ≤ re − xold

e , it directly follows that 0 ≤ xnew
e ≤ re. For every v ∈ V , we have

∑

e∈E(v)

xnew
e =

∑

e∈E(v)

xold
e +

∑

e∈E(v)∩Eactive

x′
e ≤

∑

e∈E(v)

xold
e + b(rem)

v = bv.

At the end, Eactive = ∅ and therefore also Eloose(x, 0.05) = ∅. Hence, x is indeed a 0.05-tight
solution.

Theorem 3.16. Let x← FullMPC(G, b, r). Then, one can compute x with positive constant probability
in O(log log d̄) MPC rounds using Õ(n) local memory and O(m+ n) global memory.
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1 Algorithm: FullMPC(G, b, r)

Data: G = (V,E) is an unweighted graph, b ∈ R
V
≥0, r ∈ R

E
≥0

Result: x ∈ R
E
≥0

2 Eactive ← E
3 ∀e ∈ E : xe ← 0
4 while Eactive 6= ∅ do
5 Gactive = (V,Eactive)

6 ∀v ∈ V : b
(rem)
v ← bv −

∑

e∈E(v) xe

7 ∀e ∈ E : r
(rem)
e ← re − xe

8 if |Eactive| ≥ n log10(n) then
9 x′ ← OneRoundMPC(Gactive, b(rem), r(rem))

10 else
11 x′ ← Sequential(Gactive, b(rem), r(rem), ⌈100 log(n)⌉)
12 end
13 ∀e ∈ Eactive: xe ← xe + x′

e

14 Eactive ← Eactive ∩ Eloose(x, 0.05)

15 end
16 return x

Algorithm 3: Complete Algorithm

Proof. We first show that the algorithm terminates after O(log log d̄) iterations of the while-loop with
positive constant probability.

Consider some fixed iteration and let Eactive
old denote the set of edges that are active at the beginning

of the iteration and Eactive
new denote the set of edges that are active after the iteration. We say that the

iteration is good if

|Eactive
new |
n

≤ 2

( |Eactive
old |
n

)0.9999

.

Note that for every e ∈ Eactive
new , it holds that e ∈ Eloose(x′, 0.05) (with respect to b(rem) and r(rem)).

Therefore, it directly follows from Theorem 3.13 and Lemma 3.5 together with a Markov bound that an
iteration is good with probability at least 0.5. By another Markov bound, this implies that for a given T ,
with positive constant probability there are at least T

4 good iterations among the first T iterations. As
the average degree drops by a polynomial factor in each good iteration, a simple calculation gives that
the average degree drops below log10(n) after O(log log d̄) good iterations, and therefore with positive
constant probability also after O(log log d̄) iterations. Once the average degree drops below log10(n), it
directly follows from Lemma 3.5 that the algorithm needs at most one additional iteration to finish.

It remains to discuss the MPC implementation. Note that for x′ ← OneRoundMPC(Gactive, b(rem), r(rem)),
x′ can be computed with high probability in O(1) MPC rounds using Õ(n) local memory and O(m+ n)
global memory. Also, for x′ ← Sequential(Gactive, b(rem), r(rem), ⌈100 log(n)⌉), x′ can be computed in
O(1) MPC rounds as long as Gactive fits into a single machine. Therefore, it follows by a union bound
that the first O(log log d̄) iterations can be simulated with high probability in O(log log d̄) MPC rounds
using Õ(n) local memory and O(m+ n) global memory, which finishes the proof.

3.6 Proof of Lemma 3.8

This section is dedicated to prove Lemma 3.8. The proof inductively shows that the idealized and the
approximate process behave very similar by relating certain quantities in both processes.

We will repeatedly use the following Chernoff bound variant.

Theorem 3.17. Suppose X1, X2, . . . , Xn are independent random variables taking values in [0, 1]. Let
X :=

∑n
i=1 Xi. Then, for any δ ≥ 0,

Pr[X ≥ (1 + δ)E [X ]] ≤ e−
1
3 min(δ,δ2)E[X]

and for any δ ∈ [0, 1],

11



Pr[X ≤ (1− δ)E [X ]] ≤ e−
1
2 δ

2
E[X].

Before proceeding with the inductive argument, we prove several lemmas which show that certain
good events happen with high probability. Most of these lemmas follow by a simple Chernoff Bound
together with the fact that the values assigned to individual edges is sufficiently small throughout the
process. Some of these good events rely on that the random partitioning step behaves as expected and
some oft them rely on that the random thresholds behave as expected.

Effect of The Random Partitioning We start with analysing the effect of the random partitioning.
For the following two lemmas, we therefore assume that the random thresholds have been fixed in an
arbitrary way in advance. After this fixing, the idealized process is a deterministic process and therefore
the xe,t are fixed. As

∑

e∈E(v) xe,t ≤ bv and each edge e ∈ E(v) is contained in Elocal(v) with probability

1
N , we have E

[

∑

e∈Elocal(v) xe,t

]

≤ bv
N . The lemma below shows concentration for

∑

e∈Elocal(v) xe,t.

Lemma 3.18. Assume that all the random thresholds are fixed in an arbitrary way. Consider an arbitrary
t ∈ {0, 1, . . . , T }. Then, with high probability

∑

e∈Elocal(v)

xe,t ≤
2bv
N

.

Proof. For every e ∈ E(v), let Xe = xe,t · N1.99

bv
≤ 1 if e ∈ Elocal(v) and Xe = 0 otherwise. For

X =
∑

e∈E(v) Xe =
∑

e∈Elocal(v) xe,t · N
1.99

bv
, we have

E [X ] =
∑

e∈E(v)

E [Xe] =
∑

e∈E(v)

xe,t ·
N1.99

bv

1

N
≤ N0.99.

Note that X is the sum of mutually independent random variables. Therefore, Theorem 3.17 implies

that for δ = N0.99

E[X] , we have

Pr[X ≥ 2N0.99] ≤ Pr[X ≥ (1 + δ)E [X ]] ≤ e−
1
3 min(δ,δ2)E[X] = e−

N0.99

3 .

Thus, with high probability X ≤ 2N0.99, which implies

∑

e∈Elocal(v)

xe,t = X · bv
N1.99

≤ 2bv
N

,

as needed.

We have E

[

∑

e∈Elocal(v)∩Eactive
t

xe,t−1

]

= 1
N

∑

e∈E(v)∩Eactive
t

xe,t−1, as every edge e ∈ E(v) ∩ Eactive
t

is contained in Elocal(v) ∩Eactive
t . The next lemma shows concentration.

Lemma 3.19. Consider an arbitrary node v ∈ V and t ∈ [T ]. Assume we fix the randomness for
choosing the random thresholds. Then, with high probability

|
∑

e∈E(v)∩Eactive
t

xe,t−1 −N ·
∑

e∈Elocal(v)∩Eactive
t

xe,t−1| ≤
bv

N0.2

and also

|yv,0 − ỹv,0| = |
∑

e∈E(v)

xe,0 −N ·
∑

e∈Elocal(v)

x̃e,0| = |
∑

e∈E(v)

xe,0 −N ·
∑

e∈Elocal(v)

xe,0| ≤
bv

N0.2
.

Proof. For every e ∈ E(v) ∩ Eactive
t , let Xe = xe,t−1 · N

1.99

bv
≤ 1 if e ∈ Elocal(v) and Xe = 0 otherwise.

For X =
∑

e∈E(v)∩Eactive
t

Xe = N ·∑e∈Elocal(v)∩Eactive
t

N0.99

bv
xe,t−1, we have

E [X ] =
∑

e∈E(v)∩Eactive
t

E [Xe] =
∑

e∈E(v)∩Eactive
t

xe,t−1 ·
N0.99

bv
≤ N0.99.
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For δ = N0.7

E[X] , Theorem 3.17 implies

Pr[X ≥ N0.7 + E [X ]] = Pr[X ≥ (1 + δ)E [X ]] ≤ e−
1
3 min(δ,δ2)E[X] ≤ e−

1
3 min(N0.7,N

1.4

E[X]
) ≤ e−N0.4

.

If E [X ] ≤ N0.7, then the above bound already implies that with high probability |X−E [X ] | ≤ N0.7.

It remains to consider the case E [X ] ≥ N0.7. Then, for δ = N0.7

E[X] , we obtain

Pr[X ≤ −N0.7 + E [X ]] = Pr[X ≤ (1− δ)E [X ]] ≤ e−
1
2 δ

2
E[X] ≤ e−N0.4

.

Thus, combining the two bounds also implies in this case that |X − E [X ] | ≤ N0.7 with high proba-
bility. Moreover, if |X − E [X ] | ≤ N0.7, then

|
∑

e∈E(v)∩Eactive
t

xe,t−1 −N ·
∑

e∈Elocal(v)∩Eactive
t

xe,t−1| =
bv

N0.99
|X − E [X ] | ≤ bv

N0.2
,

as needed. We omit the proof that |yv,0 − ỹv,0| ≤ bv
N0.2 as it follows along the exact same line.

Effect of The Random Thresholds Next, we analyze the effect of the random partitioning. In
particular, we take the point of view that we have completely executed the approximate process up to
some iteration t and now we select the random thresholds for iteration t, which then allows us to simulate
iteration t.

The first lemma states that if a vertex is still active after iteration t−1 and yv,t−1 and its approxima-
tion ỹv,t−1 are sufficiently close to each other, then the probability that v behaves differently in iteration
t in the two processes in iteration t, i.e., it is active in the idealized process but not in the approximate
process in iteration t, or vice versa, is small. The lemma directly follows from the algorithm description
of the idealized and randomized process.

Lemma 3.20. Consider an arbitrary iteration t ∈ [T ]. We assume that all the randomness is fixed
except for the randomness used for the thresholds in iteration t. Let v ∈ V active

t−1 ∩ Ṽ active
t−1 and σ ∈ R≥0

such that |yv,t−1 − ỹv,t−1| ≤ σbv. Then,

Pr[v ∈ V active
t △Ṽ active

t ] ≤ 5σ.

Proof. We have

Pr[v ∈ V active
t △Ṽ active

t ] = Pr[Tv,t ∈ [min(yv,t−1, ỹv,t−1),max(yv,t−1, ỹv,t−1)]] ≤
σbv
bv/5

= 5σ.

The next lemma uses the previous lemma together with a simple concentration argument to bound,
for a given vertex v, the effect of "bad" random thresholds of neighbors of v.

Lemma 3.21. Consider an arbitrary iteration t ∈ [T ]. We assume that all the randomness is fixed
except for the randomness used for the thresholds in iteration t. Let v ∈ V be arbitrary. Let F ⊆
E(v)∩Eactive

t−1 ∩ Ẽactive
t−1 and let σ such that for every u ∈ V active

t−1 ∩ Ṽ active
t−1 , |yu,t−1− ỹu,t−1| ≤ σbu. Then,

with high probability v ∈ V active
t △Ṽ active

t or

∑

e∈F

|xe,t − x̃e,t| ≤ max

(

10σ
∑

e∈F

xe,t−1,
bv

N1.3

)

.

Proof. Assume we additionally fix the randomness for the threshold Tv,t. We assume that v ∈ V active
t ∩

Ṽ active
t , as otherwise v ∈ V active

t △Ṽ active
t or

∑

e∈F |xe,t − x̃e,t| = 0. For every e ∈ F , let Xe =

xe,t−1 · N
1.99

bv
≤ 1 if e ∈ Eactive

t △Ẽactive
t and Xe = 0 otherwise. For

X :=
∑

e∈F

Xe =
∑

e∈F∩(Eactive
t △Ẽactive

t )

xe,t−1·
N1.99

bv
=

∑

e∈F∩(Eactive
t △Ẽactive

t )

|xe,t−x̃e,t|·
N1.99

bv
=
∑

e∈F

|xe,t−x̃e,t|·
N1.99

bv
,

we have
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E [X ] =
∑

e∈F

E [Xe] ≤
∑

e∈F

5σxe,t−1 ·
N1.99

bv
.

Note that X is the sum of mutually independent random variables. Thus, for δ = max
(

1, N0.6

E[X]

)

, we

have

Pr

[

X ≥ N1.99

bv
max

(

10σ
∑

e∈F

xe,t−1,
bv

N1.3

)]

≤ Pr[X ≥ (1 + δ)E [X ]] ≤ e−
1
3 min(δ,δ2)E[X] ≤ e−

1
3N

0.6

.

Thus, with high probability X ≤ N1.99

bv
max

(

10σ
∑

e∈F xe,t−1,
bv

N1.3

)

, which directly implies

∑

e∈F

|xe,t − x̃e,t| ≤ max

(

10σ
∑

e∈F

xe,t−1,
bv

N1.3

)

,

as needed.

Next, we present two simple corollaries of the previous lemma.

Corollary 3.22. Consider an arbitrary iteration t ∈ [T ]. We assume that all the randomness is fixed
except for the randomness used for the thresholds in iteration t. Let v ∈ V be arbitrary and let σ ≥

1
N0.2 such that for every u ∈ V active

t−1 ∩ Ṽ active
t−1 |yu,t−1 − ỹu,t−1| ≤ σbu. Then, with high probability

v ∈ V active
t ∆Ṽ active

t or

∑

e∈E(v)∩Eactive
t−1 ∩Ẽactive

t−1

|xe,t − x̃e,t| ≤ 10σbv.

Proof. Directly follows from Lemma 3.21 by setting F = E(v) ∩Eactive
t−1 ∩ Ẽactive

t−1 together with the fact
that

max






10σ

∑

e∈E(v)∩Eactive
t−1 ∩Ẽactive

t−1

xe,t−1,
bv

N1.3






≤ max

(

10σbv,
bv

N1.3

)

= 10σbv,

where we used σ ≥ 1
N0.2 .

Corollary 3.23. Consider an arbitrary iteration t ∈ [T ]. We assume that all the randomness is fixed
except for the randomness used for the thresholds in iteration t. Let v ∈ V be arbitrary. Assume that
∑

e∈Elocal(v) xe,t−1 ≤ 2bv
N and let σ ≥ 1

N0.2 such that for every u ∈ V active
t−1 ∩Ṽ active

t−1 |yu,t−1−ỹu,t−1| ≤ σbu.

Then, with high probability v ∈ V active
t △Ṽ active

t or

∑

e∈Elocal(v)∩Eactive
t−1 ∩Ẽactive

t−1

|xe,t − x̃e,t| ≤ 20σ
bv
N

.

Proof. Directly follows from Lemma 3.21 by setting F = Elocal(v) ∩ Eactive
t−1 ∩ Ẽactive

t−1 together with the
fact that

max






10σ

∑

e∈Elocal(v)∩Eactive
t−1 ∩Ẽactive

t−1

xe,t−1,
bv

N1.2






≤ max

(

10σ
2bv
N

,
bv

N1.3

)

=
20σbv
N

,

where we used σ ≥ 1
N0.2 .
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Overall Effect of the Randomness The following theorem can be seen as a summary of all the
previous lemmas that analysed the effect of the random partitioning and the random thresholds.

Theorem 3.24. The following holds with high probability. First, |yv,0 − ỹv,0| ≤ bv
N0.2 . Second, for every

t ∈ [T ], let

σt−1 := max

(

1

N0.2
, max
u∈V active

t−1 ∩Ṽ active
t−1

|yu,t−1 − ỹu,t−1|
bu

)

.

Then, for every v ∈ V active
t ∩ Ṽ active

t it holds that

1. |∑e∈E(v)∩Eactive
t

xe,t−1 −N ·∑e∈Elocal(v)∩Eactive
t

xe,t−1| ≤ bv
N0.2 .

2.
∑

e∈E(v)∩Eactive
t−1 ∩Ẽactive

t−1
|xe,t − x̃e,t| ≤ 10σt−1bv.

3.
∑

e∈Elocal(v)∩Eactive
t−1 ∩Ẽactive

t−1
|xe,t − x̃e,t| ≤ 20σt−1

bv
N .

Proof. Both |yv,0−ỹv,0| ≤ bv
N0.1 and the first condition hold with high probability according to Lemma 3.19

together with a union bound over all choices of t ∈ [T ] and v ∈ V . The second condition holds
with high probability according to Corollary 3.22, using the fact that for every u ∈ V active

t−1 ∩ Ṽ active
t−1 ,

|yu,t−1 − ỹu,t−1| ≤ σt−1bu, together with a union bound over all choices of t ∈ [T ] and v ∈ V . For
the third condition, consider a fixed t ∈ [T ] and v ∈ V . First, fix the randomness for the thresh-
olds up to iteration t − 1 in an arbitrary way. Now, reveal the randomness for the random parti-
tioning. According to Lemma 3.18,

∑

e∈Elocal(v) xe,t−1 ≤ 2bv
N . If after the revealing the randomness

for the partitioning v /∈ V active
t−1 ∩ Ṽ active

t−1 , then there is nothing to show. Otherwise, as for every

u ∈ V active
t−1 ∩ Ṽ active

t−1 , |yu,t−1 − ỹu,t−1| ≤ σt−1bu, Corollary 3.23 implies that v ∈ V active
t △Ṽ active

t or
∑

e∈Elocal(v)∩Eactive
t−1 ∩Ẽactive

t−1
|xe,t − x̃e,t| ≤ 20σt−1

bv
N . Hence, if v ∈ V active

t ∩ Ṽ active
t the latter condition

must hold, as desired. The theorem follows by a union bound.

Induction We are now ready for the induction. We start with a very simple lemma before we present
the main induction.

Lemma 3.25. Consider an arbitrary t ∈ [T ] and e ∈ Eactive
t−1 ∆Ẽactive

t−1 . Then,

|xe,t − x̃e,t| ≤ 3 · |xe,t−1 − x̃e,t−1|.

Proof. We only consider the case that e ∈ Eactive
t−1 \Ẽactive

t−1 , which is easily seen to imply xe,t−1 ≥ 2x̃e,t−1.

The case e ∈ Ẽactive
t−1 \ Eactive

t−1 is completely symmetrical. We have

|xe,t − x̃e,t| = xe,t − x̃e,t

≤ 2xe,t−1 − x̃e,t−1

≤ xe,t−1 + (xe,t−1 − x̃e,t−1)

≤ 2(xe,t−1 − x̃e,t−1) + (xe,t−1 − x̃e,t−1)

≤ 3 · |xe,t−1 − x̃e,t−1|,

as needed.

We are now ready for the main theorem. In order to prove Lemma 3.8, it would suffice to show that
ỹv,t approximates yv,t sufficiently well most of the times. However, for the induction to work, we not
only need to track |yv,t − ỹv,t| but two additional quantities as well, namely

∑

e∈E(v) |xe,t − x̃e,t| and
∑

e∈Elocal(v) |xe,t − x̃e,t|.

Theorem 3.26 (Evolution of Weight Estimates). Let ρt := N−0.2 · 100t. The following holds with high
probability for every t ∈ {0, 1, . . . , T } and v ∈ V active

t ∩ Ṽ active
t :

1. |yv,t − ỹv,t| ≤ ρtbv

2.
∑

e∈E(v) |xe,t − x̃e,t| ≤ ρtbv
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3.
∑

e∈Elocal(v) |xe,t − x̃e,t| ≤ ρtbv
N .

Proof. Assume that all the conditions stated in Theorem 3.24 are satisfied (which happens with high
probability). We show by induction on t that this implies that the conditions stated in the theorem
statement are satisfied.

We start with the base case t = 0. The first condition of the base case is one of the conditions of
Theorem 3.24. The second and third condition of the base case trivially hold as xe,0 = x̃e,0 for every
e ∈ E.

For the induction step, consider an arbitrary t ∈ [T ] and assume that for every v ∈ V active
t−1 ∩ Ṽ active

t−1

1. |yv,t−1 − ỹv,t−1| ≤ ρt−1bv,

2.
∑

e∈E(v) |xe,t−1 − x̃e,t−1| ≤ ρt−1bv and

3.
∑

e∈Elocal(v) |xe,t−1 − x̃e,t−1| ≤ ρt−1bv
N .

The first condition together with the fact that ρt−1 ≥ N−0.2 implies that

ρt−1 ≥ max

(

1

N0.2
, max
u∈V active

t−1 ∩Ṽ active
t−1

|yu,t−1 − ỹu,t−1|
bu

)

.

Hence, as we assume that the conditions stated in Theorem 3.24 are satisfied, for every v ∈ V active
t ∩

Ṽ active
t we have

1. |∑e∈E(v)∩Eactive
t

xe,t−1 −N ·∑e∈Elocal(v)∩Eactive
t

xe,t−1| ≤ ρt−1bv.

2.
∑

e∈E(v)∩Eactive
t−1 ∩Ẽactive

t−1
|xe,t − x̃e,t| ≤ 10ρt−1bv.

3.
∑

e∈Elocal(v)∩Eactive
t−1 ∩Ẽactive

t−1
|xe,t − x̃e,t| ≤ 20ρt−1

bv
N .

Consider an arbitrary v ∈ V active
t ∩ Ṽ active

t . We start by showing that
∑

e∈E(v) |xe,t − x̃e,t| ≤ ρtbv.
We have

∑

e∈E(v)

|xe,t − x̃e,t| =
∑

e∈E(v)∩(Eactive
t−1 ∩Ẽactive

t−1 )

|xe,t − x̃e,t|

+
∑

e∈E(v)∩(Eactive
t−1 △Ẽactive

t−1 )

|xe,t − x̃e,t|

+
∑

e∈E(v)\(Eactive
t−1 ∪Ẽactive

t−1 )

|xe,t − x̃e,t|

≤ 10ρt−1bv + 3
∑

e∈E(v)

|xe,t−1 − x̃e,t−1|+
∑

e∈E(v)

|xe,t−1 − x̃e,t−1|

≤ (10 + 3 + 1)ρt−1bv

≤ ρtbv.

Along the exact same line, it follows that
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∑

e∈Elocal(v)

|xe,t − x̃e,t| =
∑

e∈Elocal(v)∩(Eactive
t−1 ∩Ẽactive

t−1 )

|xe,t − x̃e,t|

+
∑

e∈Elocal(v)∩(Eactive
t−1 △Ẽactive

t−1 )

|xe,t − x̃e,t|

+
∑

e∈Elocal(v)\(Eactive
t−1 ∪Ẽactive

t−1 )

|xe,t − x̃e,t|

≤ 20ρt−1bv
N

+ 3
∑

e∈Elocal(v)

|xe,t−1 − x̃e,t−1|+
∑

e∈Elocal(v)

|xe,t−1 − x̃e,t−1|

≤ (20 + 3 + 1)ρt−1bv
N

≤ ρtbv
N

.

It remains to show that |yv,t − ỹv,t| ≤ ρtbv. We have

|yv,t − ỹv,t| = |yv,t − yv,t−1 − (ỹv,t − ỹv,t−1) + yv,t−1 − ỹv,t−1|
≤ |

∑

e∈E(v)∩Eactive
t

xe,t−1 −N ·
∑

e∈Elocal(v)∩Ẽactive
t

x̃e,t−1|+ |yv,t−1 − ỹv,t−1|

As |yv,t−1 − ỹv,t−1| ≤ ρt−1bv, we can focus on finding an upper bound for the first term. We have

|
∑

e∈E(v)∩Eactive
t

xe,t−1 −N ·
∑

e∈Elocal(v)∩Ẽactive
t

x̃e,t−1|

≤|
∑

e∈E(v)∩Eactive
t

xe,t−1 −N ·
∑

e∈Elocal(v)∩Eactive
t

x̃e,t−1|+N ·
∑

e∈Elocal(v)∩(Eactive
t △Ẽactive

t )

x̃e,t−1.

We upper bound the two terms separately. For the first term, we have

|
∑

e∈E(v)∩Eactive
t

xe,t−1 −N ·
∑

e∈Elocal(v)∩Eactive
t

x̃e,t−1|

≤|
∑

e∈E(v)∩Eactive
t

xe,t−1 −N ·
∑

e∈Elocal(v)∩Eactive
t

xe,t−1|+N ·
∑

e∈Elocal(v)

|xe,t−1 − x̃e,t−1|

≤2ρt−1bv.

For the second term, ignoring the N -factor, we have

∑

e∈Elocal(v)∩(Eactive
t △Ẽactive

t )

x̃e,t−1 ≤
∑

e∈Elocal(v)

|xe,t − x̃e,t| ≤
24ρt−1bv

N
.

Hence, adding up all the contributions, we obtain

|yv,t − ỹv,t| ≤ (1 + 2 + 24)ρt−1bv ≤ ρtbv,

which finishes the induction proof.

The previous theorem has shown that |yv,t − ỹv,t| is small as long as v is active in iteration t both in
the idealized and the approximate process. Because of the random thresholds, this suffices to show that
it is unlikely for a vertex that there exists an iteration t such that t is active in iteration t in exactly one
of the two processes, i.e., that v ∈ V active

t △Ṽ active
t .
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Theorem 3.27. Let v ∈ V be arbitrary. Then, for every t ∈ {0, 1, . . . , T }, we have

Pr[v ∈ V active
t △Ṽ active

t ] ≤ t

n
+

t
∑

ℓ=0

ρℓ.

Proof. We prove the statement by induction on t. The base case t = 0 trivially holds as V active
0 = Ṽ active

0 .
Now, consider an arbitrary t ∈ [T ] and assume that the statement holds for t− 1. We have

Pr[v ∈ V active
t △Ṽ active

t ] ≤ Pr[v ∈ V active
t−1 △Ṽ active

t−1 ] + Pr[v ∈ V active
t △Ṽ active

t |v ∈ V active
t−1 ∩ Ṽ active

t−1 ]

By induction, we have Pr[v ∈ V active
t−1 △Ṽ active

t−1 ] ≤ t−1
n +

∑t−1
ℓ=0 ρℓ. Hence, it remains to show that

Pr[v ∈ V active
t △Ṽ active

t |v ∈ V active
t−1 ∩ Ṽ active

t−1 ] ≤ 1
n + ρt.

Let At−1 be the event that for every u ∈ V active
t−1 ∩ Ṽ active

t−1 , it holds that |yu,t−1 − ỹu,t−1| ≤ ρt−1.
According to Theorem 3.26, we have Pr[At−1] ≥ 1− 1

n . Therefore,

Pr[v ∈ V active
t △Ṽ active

t |v ∈ V active
t−1 ∩ Ṽ active

t−1 ] ≤ Pr[v ∈ V active
t △Ṽ active

t |(v ∈ V active
t−1 ∩ Ṽ active

t−1 ) ∩At−1] + Pr[At−1]

≤ Pr[v ∈ V active
t △Ṽ active

t |(v ∈ V active
t−1 ∩ Ṽ active

t−1 ) ∩At−1] +
1

n
.

Thus, it remains to show that Pr[v ∈ V active
t △Ṽ active

t |(v ∈ V active
t−1 ∩ Ṽ active

t−1 ) ∩ At−1] ≤ ρt. As

v ∈ V active
t−1 ∩ Ṽ active

t−1 , it follows from the definition of At−1 that |yv,t−1 − ỹv,t−1| ≤ ρt−1bv and therefore
Lemma 3.20 directly gives that

Pr[v ∈ V active
t △Ṽ active

t |(v ∈ V active
t−1 ∩ Ṽ active

t−1 ) ∩ At−1] ≤ 5ρt−1 ≤ ρt,

which finishes the proof.

Finally, we are ready to prove Lemma 3.8.

Proof of Lemma 3.8. Let A be the event that v /∈ ⋃T
t=0(V

active
t △Ṽ active

t ) and B the event that the
"with high probability" guarantee of Theorem 3.26 holds. We first show that Pr[A ∩B] ≥ 1− 1

N0.1 and
afterwards that A ∩B implies |∑e∈E(v) xe,T −

∑

e∈E(v) x̃e,T | ≤ 0.1bv. According to Theorem 3.27,

Pr[v ∈ V active
t △Ṽ active

t ] ≤ t

n
+

t
∑

ℓ=0

ρℓ ≤ 2 · ρT = 2 · 1

N0.2
· 100⌊log2(N)/1000⌋ ≤ 1

N0.15
.

Therefore,

Pr[A ∩B] ≥ 1− (T + 1)

N0.15
− 1

n
≥ 1− 1

N0.1
.

Now, assume that A ∩ B holds. Consider the largest t ∈ {0, 1, . . . , T } with v ∈ V active
t ∩ Ṽ active

t . As
B holds, we have

|
∑

e∈E(v)

xe,t −
∑

e∈E(v)

x̃e,t| ≤
∑

e∈E(v)

|xe,t − x̃e,t| ≤ 0.1bv.

By definition of t, for every t′ > t, v /∈ V active
t′ ∩ Ṽ active

t′ and as v /∈ V active
t′ △Ṽ active

t′ it follows that
v /∈ V active

t′ ∪ Ṽ active
t′ . In particular, this implies for every e ∈ E(v) that xe,t′ = xe,t′−1 and x̃e,t′ = x̃e,t′−1.

Hence, it follows from a simple induction that

|
∑

e∈E(v)

xe,T −
∑

e∈E(v)

x̃e,T | = |
∑

e∈E(v)

xe,t −
∑

e∈E(v)

x̃e,t| ≤ 0.1bv,

as desired.
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3.7 Proof of Lemma 3.28

Lemma 3.28. For every i ∈ [N ], the graph G[Vi] contains Õ(n) edges with high probability.

Proof. Consider an arbitrary i ∈ [N ]. For every v ∈ V , we set Xv = |E(v)|
n ≤ 1 if v ∈ Vi and Xv = 0

otherwise. Let X =
∑

v∈V Xv =
∑

v∈Vi

|E(v)|
n . We have

E [X ] =
∑

v∈V

E [Xv] =
∑

v∈V

1

N

|E(v)|
n

=
1

N

2|E|
n
≤ N · 2|E|

d̄n
= N.

By Chernoff,

Pr[X ≥ 2N ] ≤ e−
1
3N .

Hence, with high probability

∑

v∈Vi

|E(v)| ≤ N · n.

Now, consider an arbitrary v ∈ V . For every e ∈ E(v), let Ye = 1 if e ∈ Elocal(v) and Ye = 0

otherwise. We define Y =
∑

e∈E(v) Ye = |Elocal(v)|. We have E [Y ] = |E(v)
N . Setting δ = max(1, log2(n)

E[Y ] ),

a Chernoff bound implies

Pr

[

Y ≥ max(1 + log2(n), 2
|E(v)|
N

)

]

= Pr[Y ≥ (1 + δ)E [Y ]] ≤ e−
1
3 log2(n).

Therefore, with high probability

∑

v∈Vi

|Elocal(v)| ≤
∑

v∈Vi

(1 + log2(n) + 2
|E(v)|
N

) = Õ(n),

as needed.

3.8 Proof of Lemma 3.3

Proof. Let OPT denote the optimum value of the LP. We first show that
∑

e∈E xe ≥ α
3 by using duality.

The dual of the LP is

minimize
∑

v∈V bvyv +
∑

e∈E ze
subject to yu + yv + ze ≥ 1 for every e = {u, v} ∈ E

y, z ≥ 0.

For every v ∈ V , we set yv = 1 if
∑

e∈E(v) xe ≥ αbv and otherwise yv = 0. For every e ∈ E, we set

ze = 1 if xe ≥ α and ze = 0 otherwise. It directly follows from the α-tightness of x that (y, z) is dual
feasible. Moreover, a simple charging argument gives

∑

e∈E xe ≥ α
3

(
∑

v∈V bvyv +
∑

e∈E ze
)

. Hence,
it follows from weak duality that

∑

e∈E xe ≥ α
3 . As the primal LP is a relaxation of the b-matching

problem, it therefore suffices to show how to compute a b-matching M such that with positive constant
probability |M | ≥ 1

100

∑

e∈E(v) xe. Let M be the b-matching one obtains by first sampling each edge e

independently with probability xe

4 and then including each sampled edge {u, v} if the number of sampled
edges incident to u is at most bu and the number of sampled edges incident to v is at most bv. Let
e = {u, v} be an arbitrary edge with xe > 0. We denote by Ae the event that e gets sampled and by Au

(Av) the event that the number of sampled edges incident to u (v) is at most bu (bv). Note that

Pr[Ae ∩ Au ∩ Av] = Pr[Au ∩ Av|Ae] · Pr[Ae] = Pr[Au|Ae] · Pr[Av |Ae] ·
xe

4
.

Note that the expected number of edges incident to bu conditioned on Ae is at most 1 + bu
4 ≤ 3bu

4 .
Hence, by a Markov Bound it follows that the probability that there are at least bu + 1 sampled edges

incident to u is at most
1+ bu

4

1+bu
≤ max

(

1+ 1
4

1+1 ,
bu
2 + bu

4

bu

)

≤ 3
4 . Therefore,

Pr[Ae ∩ Au ∩ Av] ≥
1

4
· 1
4
· xe

4
.
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Hence, the expected size of M is at least 1
64

∑

e∈E(v) xe and therefore with positive constant probabil-

ity the size of the matching is at least 1
100

∑

e∈E(v) xe. The sampling procedure can easily be implemented
in MPC and therefore this finishes the proof of the lemma.

Proof of Lemma 3.4. We prove the statement by induction on t. First, we consider the base case t = 0.
Clearly, 0 ≤ xe,t ≤ re for every e ∈ E. Now, consider an arbitrary v ∈ V . Clearly,

∑

e∈E(v) xe,0 ≥ 0 and
moreover

∑

e∈E(v)

xe,0 ≤ |E(v)| · 0.8 bv
|E(v)| ≤ 0.8bv.

Now, let t ∈ [T ] be arbitrary and assume the statement holds for t−1. First, consider an arbitrary e ∈ E.
Clearly, xe,t ≥ 0. If xe,t−1 > re/2, then xe,t = xe,t−1 ≤ re. If xe,t−1 ≤ re/2, then xe,t ≤ 2xe,t−1 ≤ re, as
desired. Next, consider an arbitrary v ∈ V . Clearly,

∑

e∈E(v) xe,t ≥ 0. If
∑

e∈E(v) xe,t−1 > 0.4bv, then

v /∈ V active
t and therefore E(v) ∩ Eactive

t = ∅. This implies
∑

e∈E(v) xe,t =
∑

e∈E(v) xe,t−1 ≤ 0.8bv. On

the other hand, if
∑

e∈E(v) xe,t−1 ≤ 0.4bv, then
∑

e∈E(v) xe,t ≤
∑

e∈E(v) 2xe,t−1 ≤ 0.8bv.

4 (1 + ǫ) Approximation of Unweighted b-matchings

In this section, we prove the following result.

Theorem 4.1. There exists an MPC algorithm that with high probability in O(log log d̄ · exp(2O(1/ǫ)))
rounds finds a (1 + ǫ)-approximate unweighted b-matching. This algorithm assumes that a machine has
Õ(n) memory and the algorithm uses a total memory of Õ(m). Here, d̄ denotes the average degree
of an input graph. Moreover, there exists a semi-streaming implementation of this algorithm that uses
Õ(
∑

v bv + poly(1/ǫ)) memory and performs exp(2O(1/ǫ)) passes.

As the first step, in Section 4.2 we show that a b-matching which is not a (1 + ǫ)-approximate
maximum b-matching can be substantially augmented via short augmenting walks. We prove that claim
by mapping a b-matching in G to a 1-matching in a new graph G′. In G′, each vertex v ∈ V (G) is copied
bv times. We also describe how to map E(G) to G′ so that a b-matching in G becomes a 1-matching in
G′. This enables us to carry over all 1-matching properties to b-matchings, and in particular we obtain
that an O(1)-approximate b-matching can be augmented to a (1 + ǫ)-approximate one via O(1/ǫ) long
augmenting walks.

Despite this structural connection between b- and 1-matchings, existing approaches for finding (1+ǫ)-
approximate 1-matchings cannot be directly applied to b-matchings. Namely, while our mapping enables
us to map b-matched to 1-matched edges, it does not provide a way of mapping unmatched edges. This
poses the main challenge in re-using existing augmenting methods for 1-matchings in the context of
b-matching. Nevertheless, in Section 4.4 we design an algorithm that overcomes this challenge for the
approach designed in [McG05]. An additional overview of our techniques is given in Section 1.4.

4.1 Preliminaries

As aforementioned, one of our key insights in this section is that b-matching on vertex set V can be seen
as a 1-matching on a different vertex set V ′. In this section we introduce two operations, Decompress

and Compress, that map V to V ′ and map V ′ back to V . An example is provided in Figure 1.

u

v

w

bu = 4, bv = 2, bw = 1

=⇒

Decompress

u1

u2

u4 u3

v1

v2

w1

⇐=

Compress

Figure 1: An example of the operations described in Definitions 4.2 and 4.3.
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Definition 4.2 (Decompress operation). Given a set of vertices V and a vector b ∈ N
V
≥0 we define

Decompress(V, b) to be a set of vertices V ′ such that for each v the set V ′ contains bv copies of v
denoted by v1, . . . , vbv . In particular, |V ′| =∑v bv.

Definition 4.3 (Compress operation). Given a set of vertices V ′, we define Compress(V ′) to be a
set of vertices V such that u ∈ V only if there exists an i such that ui ∈ V ′. In particular, it holds that
Compress(Decompress(V, b)) = V for any b ∈ N

V
≥1.

4.2 Proving the existence of short augmenting walks

Let M⋆ be a maximum b-matching and M be the matching we are aiming to augment. We will reduce
this task to that of augmenting 1-matchings in the following way.

We think of M and M⋆ as of two sets: M ∩M⋆ and M△M⋆. Our goal is to keep M ∩M⋆ “intact”
and to augment M to M⋆ via alternating walks in M△M⋆. For the sake of brevity, define the set of
edges Mdiff = M△M⋆. Then, define b′v as

b′v = max(degree of v in Mdiff ∩M,

degree of v in Mdiff ∩M⋆).

As a direct consequence, let M ′ be any b′-matching in Mdiff . Then, both (M \Mdiff) ∪M ′ and (M⋆ \
Mdiff) ∪M ′ are b-matchings.

Given b′ we construct graph H , whose each edge corresponds to M ∩Mdiff or to M⋆ ∩ Mdiff , as
follows:

(A) V (H) = Decompress(V (G), b′).

(B) For each edge {u, v} ∈M ∩Mdiff , select a copy ui ∈ V (H) and a copy vj ∈ V (H) such that no ui

nor vj has any edge from M incident to it. Add edge {ui, vj} to E(H) and mark it as being in M .

(C) Repeat the same steps as in Step (B) with M being replaced by M⋆.

Observe that by the way we set b′ there always exist unmatched copies ui and vj to complete Step (B).
By construction, H restricted to the M -edges is a matching. Also, H restricted to the M⋆-edges is
a matching. Hence, there exists a collection of alternating paths that augment the M -matching of H
to one having the same size as M⋆-matching in H . Moreover, each of those alternating paths can be
applied independently of the rest. These alternating paths correspond to alternating walks in G, where
the correspondence is performed by mapping all copies v1, . . . , vb

′

v of H back to v in G.
Remark: For the sake of intuition we point out that E(H) contains at most one edge between copies
of u and v of G. This is the case as if {u, v} ∈M ∪M⋆ then {u, v} /∈Mdiff , and {u, v} appears at most
once in M and at most once in M⋆.

Our discussion in this section enables us to apply the following result to H .

Lemma 4.4 ([EKMS12], Lemma 2). Let M be an inclusion-maximal matching. Let Y be an inclusion-
maximal set of disjoint M -augmenting k-alternating-paths such that |Y| ≤ 1

k(k+2) |M |. Then, M is a

(1 + 2/k)-approximation of a maximum matching.

4.3 Finding short augmenting walks for 1-matchings

By our construction of H in Section 4.2, finding augmenting walks in G can be seen as finding augmenting
paths of the same lengths in H . However, H is constructed based on M⋆, which we do not have the
access to. Therefore, we cannot directly use H to find augmenting walks in G. Nevertheless, we still
show how to find sufficiently many augmenting walks in G by following the way H is constructed in the
context of the approach developed in [McG05].

Recalling [McG05]. Let W be an undirected graph and M a matching in W . Based on Lemma 4.4,
to find a (1 + ǫ)-approximate maximum matching in W , it suffices to consider augmentations of vertex-
lengths in O(1/ǫ) in W . Let us fix an integer 2k + 1 ∈ O(1/ǫ).

Next, we construct a layered graph that has k + 2 layers, denoted by L0, . . . , Lk+1. A free vertex is
uniformly at random assigned to L0 or Lk+1. Each matched edge {v, v′} is assigned to one of the layers
L1, . . . , Lk uniformly at random as an arc (v, v′) or (v′, v); the arc direction is also chosen randomly.
Each unmatched edge {x, y} such that (z, x) ∈ Li (or x ∈ Li if i = 0) and (y, z′) ∈ Li+1 (or y ∈ Li+1
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if i + 1 = k + 1) is added an edge between the vertex x in Li and the vertex y in Li+1. Note that
there might exists edges in W that do not appear in the layered graph. Intuitively, the layering guesses
the order of the edges in an augmentation. Observe that a fixed (2k)-length path appears in a layered
graph with probability 1/(2k)k+1 ∈ 1/ exp(O(1/ǫ)). Then, the goal is to find many augmentations in
this layered graph whose vertices pass through each of the layers exactly once.

To find many of those augmentations, Mcgregor [McG05] proposed an algorithm that iteratively
“grows” (or extends) a set of alternating paths. Initially, this set of paths equals all the vertices in
L0. Then, as the next step, these paths are extended to vertices in L1 such that the extensions remain
disjoint, and to each path extended to L1 is appended the corresponding matched edge. The algorithm
continues in the same manner to extend the current alternating paths ending in L1 to L2 and so on, with
an option to backtrack on all the current paths in case it is not possible to extend sufficiently many of
them.

It is possible to show the following.

Lemma 4.5. Consider a layered graph L constructed with respect to a matching M . Let γ|M | be the size
of some maximal augmenting alternating paths in L. Let P be a set of disjoint paths with their endpoints
in layer i. Let T be the maximum number of paths in P that can be extended (in a vertex-disjoint manner)
to layer i+1. If there is an algorithm A that extends Θ(1) · T paths of P to layer i+1, then there is an
algorithm that finds (γ − δ)|M | disjoint augmentations in L. Furthermore, this algorithm invokes A for

O(δ−2k) many times, where k is the number of layers in L.

Note that if L in Lemma 4.5 contains γ|M | maximal augmenting paths, then the maximum number
of augmenting paths in L is at most (2k + 2)γ|M |. Hence, it is instructive to think of (2k + 2)γ in
Lemma 4.5 as the expected fraction of augmenting paths of length 2k+1 from W that are preserved by
layering. Lemma 4.5 is proved in [McG05] for the case when A finds a maximal collection of extensions.
In [CŁM+19] it was observed that the maximality can be replaced by findings a constant fraction of the
maximum number of extensions.

Main challenges. There are two main challenges in applying Lemma 4.5 to b-matchings. First, given
a graph G for which we want to find a b-matching, it is natural to construct a graph W similar to H
from Section 4.2, i.e., to let V (W ) = Decompress(V (G), b), and hence reduce the problem of finding
an approximate b-matching to the one of finding a 1-matching. However, although our construction of
H gives a way to place matched edges between the vertices of W , it is not clear how to place unmatched
edges. Second, if we would use an algorithm for constructing approximate maximum matchings, as
it is done in [McG05], to extend augmentation from one to the next layer, it would require O(

∑

v bv)

memory per machine and O(log logn) MPC rounds, or Õ(n) memory per machine and O(
√
logn) MPC

rounds. On the other hand, our main result of this section, i.e., Theorem 4.1, achieves O(log logn) round
complexity with Õ(n) memory per machine.

4.4 Our approach

We begin by invoking Decompress(V (J), b) and placing matched edges between its vertices as described
in Section 4.2. MPC implementation of this step is provided in Lemma 4.7.

To resolve the challenges outlined above, we proceed in three steps. Let k+2 be the number of layers
in a layered graph. As described, Li, for i = 1 . . . k, consists of matched edges that we view as arcs. Let
Hi be the heads and Ti be the tails of the arcs in Li. First, for each unmatched edge e = {u, v} ∈ E(G)
we choose an integer ie uniformly at random from the interval 0 . . . k and an orientation ~e = (u, v) or
~e = (v, u); wlog, assume ~e = (u, v). Then, we assign e to be between a copy of u which is in Hie (if any)
and a copy of v which is in Tie+1 (if any). However, and crucially, we do not assign which copy of u and
which copy of v. We point out again that it is not clear how to choose copies while assuring that many
augmentations in this process are retained.

Instead, as the second step, to find a large fraction of extension from Li to Li+1 we contract all copies
of a vertex u in layer Hi to a single vertex, i.e., we invoke Compress(Hi), and perform the same for
the copies of u in layer Ti+1, i.e., we invoke Compress(Ti+1). Let Gj be the graph obtained from layer
j by contracting copies of a vertex to a single vertex in layer j. Then, an unmatched edge ~e = (u, v),
whose orientation is chosen randomly, where ie = i, is added between vertex u in Gi and v in Gi+1. As
a remark, on orientation of an edge is chosen so to avoid having two copies of an edge {u, v} between Gi

and Gi+1 – one copy between u in Gi and v in Gi+1, and the other copy between v in Gi and u in Gi+1.
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As the final third step, we find a Θ(1) approximation of a maximum b′-matching between Gi and
Gi+1, where b′w,j is the number of copies of w in layer j.

Analysis. Consider a maximum set of augmentations of length at most 2k+1 in H . Then, an augmen-
tation P = (u0v1u1 . . . ukvk+1) is preserved in the corresponding layered graph if (1) the i-th matched
edge of P is assigned a label i together with the right arc-orientation; (2) u0 is assigned to L0 and vk+1

is assigned to Lk+1; (3) to each edge {ui, vi+1} is assigned orientation (ui, vi+1); and (4) for each i, the
edge {ui, vi+1} is assigned to be between Li and Li+1. For a given augmentation P , all these events are
true with probability at least 1/ exp(O(2k)), where we let k = O(1/ǫ). Therefore, the described process
above in expectation preserves at least 1/ exp(O(1/ǫ)) fraction of a maximum collection of augmenting
walks of size at most 2k + 1 in G. This together with Lemma 4.5 implies the following result.

Lemma 4.6. Let A be an algorithm that with high probability computes a Θ(1)-approximate maximum
b-matching. Then, there exists an algorithm B that by invoking A exp(2O(1/ǫ)) many times in expectation
outputs a (1 + ǫ)-approximate b-matching.

We now provide more details on how Lemma 4.5 is invoked to prove Lemma 4.6. Let γ′ be (an
upper-bound on) the probability that a “short” augmentation exists in a layered graph; as discussed,
γ′ ∈ 1/ exp(O(1/ǫ)). Since we are interested in a (1 + ǫ)-approximate maximum b-matching, our goal
is to improve the current matching as long as there are at least ǫ|M⋆| disjoint augmenting paths, i.e.,
as long as a maximal number of “short” augmenting paths is at least ǫ|M⋆|/(2k + 1) = cǫ2|M⋆|, for an
appropriately chosen constant c. Hence, we invoke Lemma 4.5 by letting γ = γ′ · c · ǫ2 and δ = γ/2.

Observe that the claim for B in Lemma 4.6 is given in expectation. Nevertheless, using standard
techniques, and executing O(log n) copies of B in parallel, it is possible to obtain the same guarantee with
high probability in the following way. Lemma 4.6 claims that the resulting matching is in expectation an
ǫ fraction smaller than the maximum one. Markov’s inequality implies that with probability at least 1/2
the resulting matching is (1 + 2ǫ)-approximate. Instead of executing B only once, consider an execution
of c logn independent copies of B for ǫ′ = ǫ/2, where c is a constant; these copies are executed in parallel.
Then, the largest matching among those c logn copies is a (1 + ǫ)-approximate one with probability at
least 1 − n−c. Finally, this discussion together with the MPC implementation in Section 4.5 and the
streaming implementation in Section 4.6 concludes the proof of Theorem 4.1.

4.5 MPC implementation

Lemma 4.7. The process of assigning matched edge to Decompress(V, b) such that to a copy of a
vertex is assigned at most one matched edge, as done in Section 4.2, can be done in O(1) MPC rounds
with O(nδ) memory per machine, for any constant δ > 0.

Proof. Consider a matching M . For each edge e = {u, v} we create two pairs (u, e) and (v, e). To each
such pair (v, e) our goal is to assign an integer iv,e between 1 and bv meaning that edge e is assigned to
the iv,e-th copy of v. Two pairs (v, e) and (v, e′) should be assigned distinct number.

To obtain iv,e, first we sort all these pairs. Then, we compute prefix sum where each pair is treated as
having value 1. Sorting and prefix sum can be performed in O(1) MPC rounds, as explained in [GSZ11].

Focus now on the sequence of pairs (v, e1), (v, e2), . . . , (v, et). Their prefix sums are Sv, Sv+1, . . . , Sv+
t. However, only the very first pair knows Sv, while pair (v, ej) sees only the sum Sv + (j − 1). Our aim
is that all the pairs learn Sv. To that end, we label the pair (v, e1) as a special one and create a search
tree over all special pairs. Then, each non-special pair (v, ej) queries the search tree for (v, e1) and its
prefix sum value. When (v, ej) receives Sv, it assign iv,ej = (Sv + j) − Sv + 1. This search tree can be
simulated in O(1) MPC rounds, as described in [GSZ11, Theorem 4.1].

4.6 Streaming implementation

We now discuss a semi-streaming implementation of (1 + ǫ)-approximate unweighted b-matchings, i.e.,
the algorithm B from Lemma 4.6. For the sake of brevity, we let B =

∑

v bv.
First, in O(B) space we store all matched edges and all the information associated with them. To

find a maximal b′-matching between two layers (which is used to extend alternating paths from one to
the next layer as discussed in Section 4.4) the algorithm simply scans over unmatched edges and adds
them to the between-layers-matching greedily. This greedy algorithm is a 2-approximate one.

The main challenge in implementing this approach in O(B) space is the fact that each unmatched edge
carries information as well, which is its orientation and the layer it has been assigned to; this assignment
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has been discussed in Section 4.4. Unfortunately, this is O(m) amount information, which can be much
larger than B. Nevertheless, we observe that our analysis in Section 4.4 requires that a certain number of
augmenting paths appears in a layered graph only in expectation. Hence, as long as the orientation and a
layer assignment for each edge of an augmentation is chosen independently, the same analysis we provided
in Section 4.4 carries over. Since an augmenting path in a layered graph has length poly(1/ǫ), instead
of using independent random bits for every single unmatched edge to assign orientation and layers, in
the streaming setting we use k-wise independent hash function for k ∈ poly(1/ǫ). Such function can be
constructed in space O(k logm) = O(poly(1/ǫ) · logm) space, as provided by the following result.

Theorem 4.8 ([ABI86]). For 1 ≤ t ≤ L, there is a construction of t-wise independent random bits
x1, . . . , xL with seed length O(t logL). Furthermore, each xi can be computed in space O(t logL).

We instantiate Theorem 4.8 with t = O((log n+log1/ǫ)·k) – for each edge e of a k-length augmenting
path it suffices to use O(log n+log 1/ǫ) random bits to assign a random layer number to e. We set L = t·m.
Given that our main algorithm in Section 4.4 executes O(log n) independent copies of B in parallel, the
total memory requirement for the semi-streaming setting is Õ(B + poly(1/ǫ)).

5 (1 + ǫ)-approximate Weighted b-matchings: Outline

In this section we focus on weighted b-matchings.

Theorem 5.1 (Restated Theorem 1.1). Let G be a weighted graph on n vertices, and let ǫ > 0 be a
parameter. When the memory per machine is Õ(n+ poly(1/ǫ)), there exists an MPC algorithm that in
O(log log d̄ ·exp(2O(1/ǫ))) rounds outputs a (1+ǫ)-approximate b-matching. The approximation guarantee
holds with probability 1−1/nc, where c is an arbitrary constant. This algorithm uses the total memory of
Õ(m ·exp(1/ǫ)). Here, d̄ denotes the average degree of the graph. Moreover, there exists a semi-streaming
implementation of this algorithm these uses Õ(exp(1/ǫ) ·∑v bv) memory and exp(2O(1/ǫ)) passes.

Organization and overview of the analysis. Similar to our approach in Section 4, we aim to build
on the connection described in Section 4.2 and reuse existing results for finding (1 + ǫ)-approximate
weighted 1-matchings. This approach has several challenges that we outline next.

We build on the result of [GKMS19], which shows how to compute (1 + ǫ)-approximate weighted
1-matchings. That result reduces a computation of (1 + ǫ)-approximate weighted to a computation of
O(log n ·exp(1/ǫ2)) many (1+ ǫ)-approximate unweighted 1-matchings. We show how to obtain a similar
reduction in the context of b-matchings, which will also enable us to leverage the result from Section 4.

To describe the first challenge we encounter, we recall that the prior work creates a random bipartite
graph from the input graph. A bipartite graph is created by randomly placing a vertex to one of the
two partitions, and then only edges connecting the two partitions are kept while the remaining ones are
ignored. Applying the same idea in the context of b-matchings directly means that we create bv copies
of each vertex v and perform the described process of randomly placing each vertex-copy to one of the
partitions. However, it might happen that two copies of v appear in different partitions, and hence it is
unclear how to place their incident edges while preserving bipartiteness. To understand why bipratiteness
is helpful, we also recall that the prior work finds augmenting paths for 1-matchings in two stages: first,
it finds special kind of alternating walks, i.e., vertices and even edges might repeat in these alternations;
and, second, it decomposes each alternating walk into a path and simple cycles. Bipartiteness ensures
that each cycle has even length, and hence it is possible to augment over it. Nevertheless, despite the fact
that copies of the same vertex might belong to different partitions, we show how to achieve these desired
properties in the context of b-matchings by orienting edges. These ideas, together with an example, are
in detail discussed in Section 5.3.

Second, the approach developed in [GKMS19] requires local memory of O(|M⋆|), where |M⋆| is the
size of a maximum matching. For b-matchings, the same algorithm requires O(

∑

v bv) memory, which

in general case is asymptotically much larger than the memory per machine of Õ(n + poly 1/ǫ) that
we are considering. The reason for this requirement is that a collection of computed augmenting walks
might overlap, so it is needed to resolve these conflicts while ensuring that the remaining walks still
lead to large-in-weight augmentation. The prior work performs that by gathering all the walks on a
single machine and resolving conflicts on that machine locally. To alleviate that, we develop a parallel
approach for conflict resolution that requires very little memory per machine, i.e., only nδ memory for
any constant δ. This approach is in detail presented Section 5.6.

In Section 1.4 we provide an additional overview of our techniques used to prove this theorem.
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5.1 Preliminaries

Definition 5.2 (Applying a walk). Given a matching M in a weighted graph G, let P we an alternating
walk in G. By applying P we refer to the operation of replacing M by (M \ (M ∩ P )) ∪ (M△P ), i.e.,
removing from M the matched edges in P and adding to M the unmatched ones.

Definition 5.3 (gain). Given a matching M in a weighted graph G, let P we an alternating walk in
G. We use gain(P ) to refer to the weight-difference between the unmatched and the matched edges of P ,
i.e., gain(P ) = w(P△M)−w(P ∩M). Intuitively, gain(P ) represents the weight-increase that would be
obtained if P is applied.

5.2 Graph layering for weighted 1-matchings

We now recall the main parts of graph layering in [GKMS19], which is designed to reduce the problem
of approximating weighted 1-matching to that of approximating unweighted 1-matchings. In Section 5.3
we describe how to make a step further and obtain a similar reduction for b-matchings, while assuring it
is an efficient reduction.

A layered graph is defined as a function of a weight W , a weighted bipartite graph J ′, and two
threshold sequences τA and τB (that will be explained soon). We use L(J ′,W, τA, τB) to denote such
layered graph. Intuitively, L(J ′,W, τA, τB) captures short weighted augmentations in J ′ whose total
weight is Θ(W/ poly(ǫ)) and the gain of each of those augmentations, if applied, is Θ(W poly(ǫ)).

1. Given a weighted graph J (not necessarily bipartite), a matching M in J , as the first step of
layering procedure is to create two partitions of vertices – let those partitions be called H and T .
Each vertex is assigned to H or T uniformly at random. Then, each edge between two vertices
in the same partition is ignored. This yields a bipartite graph J ′. We say that J ′ is obtained by
bipartiting J .

2. A layered graph L(J ′,W, τA, τB) (which is different than the one described in Section 4) is created
from J ′ as follows. L(J ′,W, τA, τB) consists of k + 1 layers. Each layer contains a copy of H and
a copy of T , i.e., the vertex set of J ′ is repeated in L(J ′,W, τA, τB) k + 1 times, where vertex
v ∈ V (J ′) in layer i of L(J ′,W, τA, τB) is denoted as vi. Let Hi denote the copy of H and Ti

denote the copy of T in the i-th layer.

3. To each layer i is assigned a threshold τAi and between two layers i and i+ 1 is assigned threshold
τBi .

4. For each i, a matched edge e = {u, v} is added between ui and vi, assuming that u ∈ H and v ∈ T ,
only if w(e) is “close” to τAi W .2 Similarly, an unmatched edge e = {u, v}, such that u ∈ H and
v ∈ T , is added between ui and vi+1 only if w(e) is “close” to τBi W . Therefore, matched edges are
placed within layers, while unmatched edges are placed between neighboring layers.

5. Remove each vertex in the layered graph L which is not incident to a matched edge in L, where
matched vertices in the first and the last layer are treated specially. That is, if a free vertex v is in
H1 and τA1 = 0, keep v; otherwise remove v. Similarly, if a free vertex v is in Tk+1 and τAk+1 = 0,
keep v; otherwise remove v.

6. The thresholds τA and τB are chosen in such a way that each their coordinate is a multiple of ǫ12,
∑

i τ
B
i −

∑

i τ
A
i ≥ ǫ12 and

∑

i τ
B
i ≤ 1 + ǫ4. That is, each alternating path P passing through all

the layers (which also means P has its first and last edge in M) has sufficiently large gain.

The following claim follows from Algorithms 3 and 4 and Theorem 4.8 of the arXiv version of
[GKMS19].

Theorem 5.4 ([GKMS19], rephrased). Assume that the following algorithms exist:

(A) Let Alg-Layered be an algorithm for finding a (1+δ)-approximate unweighted maximum match-
ing in a bipartite graph.

2Here, close means that w(e) ∈ [poly(ǫ)τA
i
W, (1 + poly(ǫ))τA

i
W ]. We point a reader to [GKMS19, Section 4.3 of the

arXiv version] for details.
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(B) Given a blue Mblue and a red matching Mred where Mblue ∩ Mred = ∅ and Mblue ∪ Mred does
not contain cycles. Moreover, exactly one vertex of some red edges is marked as special and it
is guaranteed that a special vertex is not incident to a blue edge. Let Alg-Alternating be an
algorithm that finds red-blue alternating paths in Mblue ∪Mred where each such path begins with a
special vertex and each path is as long as possible.

(C) Let W be a set of distinct weights such that each W ∈ W is of the form (1+ ǫ4)i for some i ∈ N≥0.
For Wi ∈ W, let PWi

be a collection of vertex disjoint alternating paths in L(J ′,Wi, τ
A
i , τBi ), where

J ′ is obtained by bipartiting J and each path passes through all the layers. Let Alg-Resolve be an
algorithm that by using augmentations

⋃

i PWi
finds a collection A of edge disjoint augmentations

in J whose gain is at least rresolve ·
∑

i

∑

P∈Pi
gain(P ).

Then, there exists an algorithm that finds a (1 + ǫ)-approximate maximum weighted matching by
invoking Alg-Layered, Alg-Alternating and Alg-Resolve for O(exp(1/ǫ2) ·1/δ ·1/rresolve) times,
where δ is of the order of the probability that a “short” augmenting walk in J appears in a layered graph.

Our main task is now to implement Alg-Layered and Alg-Resolve. Before doing that, we first
elaborate how these methods are used in the context of finding weighted 1-matchings. In the same way,
we will use them to find approximate weighted b-matchings.
As a reminder, each alternating path passing through all the layers L(J ′,W, τA, τB) is by construction
such that it contains an augmentation which yields poly(ǫ)W increase in the matching weight. Hence, a
goal is first to find many such disjoint alternating paths in L(J ′,W, τA, τB). Those paths might intersect
when translated to J ′, though. To find many such paths, we consider L′ obtained from L(J ′,W, τA, τB)
by removing the edges in the first and the last layer. Recall that those edges are matched. Then, in L′
we find a (1 + δ)-approximate (unweighted) maximum matching M ′, for some δ ∈ exp(1/ǫ). The idea
now is that the union of M ′ and M contains many path whose edges alternate between M and M ′. To
see why that holds, observe that an alternating path of L passing through all the layers correspond to
an alternating path in L′ that begins by and ends by an unmatched edge. Other than these alternating
paths, due to Step 5, there are no additional odd-length alternating paths in L′ that begin with an
unmatched edge. Therefore, if we assume that there are sufficiently many-in-weight augmentations in
L′, a close to maximum matching M ′ in L′ is expected to select many unmatched edges. It can be shown
that M ′ combined with the M -edges appearing in L(J ′,W, τA, τB) contain sufficiently many alternating
paths that pass through all the layers of graph L(J ′,W, τA, τB). In the context of Theorem 5.4, we think
of Mblue as the M -edges in L′ and of Mred as M ′ \M . The special vertices is H1.

The augmentations found in the previous step might intersect. Moreover, they might intersect when
mapped to J even if they are coming from the same layered graph. This is addressed by extracting a
subset of non-intersecting augmentations.3 The prior work extracts a subset of non-intersecting aug-
mentations greedily and sequentially, starting from the heaviest augmentations. We design a different
method, which is parallel and scalable.

5.3 Layering for b-matchings

Let G be a weighted graph. Let M be the current b-matching in G which is not a (1 + ǫ)-approximate
one. We now describe how we adapt the layering described in Section 5.2 to b-matchings. We provide
an example of b-matching layering in Figure 3.

(I) Inspired by the connection between 1- and b-matchings that we described in Section 4.2, we consider
Decompress(V (G), b) and distribute each edge {u, v} ∈ M between a copy of u and a copy of v in
Decompress(V (G), b) such that no copy of a vertex is incident to more than two edges of M . Let M̃
be the resulting matching, the one distributed between the vertices Decompress(V (G), b) as described.

(II) We create a weighted layered graph L with the vertex set Decompress(V (G), b) and assign to it
M̃ as described in Section 5.2, but we do not yet add unmatched edge to L.

3The notion of “non-intersecting” is direct for 1-matchings, but requires a special care in the context of b-matchings.
Namely, multiple augmentations may pass through the same vertex v as long as there are at most bv of them and they are
edge-disjoint.
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Figure 2: An example of a weighted graph used in Figure 3 and a b-matching in that graph. The dashed
edges are those in the matching.
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Figure 3: An example a graph layering for b-matching for the graph G = (V,E) shown in Figure 2.
Dashed edges in the figure are those in the current matching. Recall that a layering for b-matching is
created on Decompress(V, b). The matched edge {x,w} is placed between x1 and w1, while {u, v} is
placed between u1 and v1. Assume that in this layering {w1, u1, v2} ∈ H and {w2, w3, x1, v1} ∈ T . Note
that v2 does not appear in the layering. It is the case as v2 ∈ H , but v2 is not incident to a matched edge
and also τA1 6= 0; see Step 5 in Section 5.2. We also point out that unmatched edges {w, v} and {w, u}
do not appear in the layering, as stated under (II) in Section 5.3. However, those unmatched edges will
be used inside corresponding layers by the algorithm to find augmentations.

(III) For each unmatched edge e = {u, v} ∈ E(G) we choose a random orientation to be ~e = (u, v) or
~e = (v, u); this is akin to our approach described in Section 4.4. Without loss of generality, assume that
~e = (u, v). The meaning of this is that e is allowed to connect in L only a copy of u in Hi and a copy of
v in Ti+1; but never a copy of v in Hj and a copy of u in Tj+1.

We now elaborate on why this step is crucial. Let A′ be an augmentation in L(J ′,W, τA, τB) and
let A be an alternating walk “mapped back” to J , i.e., a vertex vi ∈ Hi ∪ Ti is replaced by v. Even
for 1-matchings it might happen that A intersects itself. This comes from the fact that vertices, and
hence the edges as well, repeat across different layers. Nevertheless, it can be shown that in the case of
1-matching the walk A can be decomposed into a union of even cycles and a single path. In the case of
1-matching, these cycles and the path by construction do not have repeated edges.

However, this property is not ensured in the case of b-matchings. For instance, assume that L contains
an alternating path PL where PL = v1H,1u

1
T,2w

1
H,2x

1
T,3u

2
H,3v

2
T,4 and both v1 and v2 are free. The issue

with PL is that the same edge in J , the edge {u, v} in this case, is accounted twice in gain(PL), which we
want to avoid and ensure that a walk never goes over the same edge twice. As we show, this is achieved
by performing random orientation as we described. This step is crucial for proving Lemma 5.6.

5.4 MPC implementation of Alg-Alternating

We now describe the MPC implementation of Alg-Alternating and prove the following claim.

Lemma 5.5. Given two disjoint matchings Mred and Mblue as described in Theorem 5.4, point (B), let
k be the maximum alternating-path-length in Mblue∪Mred starting at a special vertex. Then, there exists
an MPC algorithm that implements Alg-Alternating in O(k) rounds and uses O(nα+k) memory per
machine, for any constant α > 0.

Our MPC implementation simply performs a BFS in parallel over all the special vertices. More
formally, for each special vertex is created a path of vertex-length 1. Then, the algorithm step by step
extends all current paths by an edge from Mred (in odd-numbered steps) or extends all current paths by
an edge from Mblue (in even-numbered steps). The first step is numbered 1. Note that each vertex is
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incident to at most one edge from Mred and at most one edge from Mblue. So, if a path can be extended,
then that extension is unique.

5.5 From layered alternating paths to augmenting walks

1 Algorithm: Alg-Extracting-Alternations

Data: An alternating path PL in L(J ′,W, τA, τB) passing through all the layers, where J ′ is
obtained by bipartiting J . If an endpoint of PL is in H1, then the endpoint is free. If an
endpoint of PL is in T|τA|, then the endpoint is free.

2 For each vertex v ∈ V (J), let idx(v,H, P ) be the value (in case of ties, choose any) such that

v
idx(v,H,P )
H,i appears in PL. Similarly, let idx(v, T, P ) be the value (in case of ties, choose any)

such that v
idx(v,T,P )
T,i appears in PL.

3 Replace each vertex vtH,i ∈ PL by v
idx(v,H,P )
H and each vertex vtT,i ∈ PL by v

idx(v,T,P )
T . Let the

resulting walk be P ′.
4 Since P ′ is bipartite, it can be decomposed into a collection of even-length non-intersecting

alternating cycles and a single non-intersecting alternating path. Let such C′ be one such
collection of cycles and a path.

5 Let C ← ∅.
6 for each c′ ∈ C′ do
7 Let c be obtained from c′ by replacing each vtH and each vtT by v. /* Mapping c′ to J.

*/

8 Add c to C.
9 end

10 return C
Algorithm 4: An algorithm that transforms an alternating path PL in a weighted layered graph
L(J ′,W, τA, τB) to a collection of even-length walk-cycles and a single walk c in J . Each endpoint
v of c either corresponds to a copy of v which is free, or the edge in c incident to v is matched.
Moreover, no edge repeats twice in any of these walks.

Lemma 5.6. Let C be the output of Algorithm 4 for an input PL. Then,

(1) All but one walk of C is even-length cycle.

(2) No edge in a walk of C repeats.

(3) Let c be the walk (if any) in C which is not an even cycle. Each endpoint v of c either corresponds
to a copy of v which is free, or the edge in c incident to v is matched. If both endpoints of c are
free, then they do not correspond to the same copy in Decompress(V (G), b).

Proof. Let L(J ′,W, τA, τB) and PL be the input to Algorithm 4.
The property that all but one walk in C is even-length cycle follows from the fact that P ′ constructed

on Line 3 is bipartite. Hence, C′ contains even-length alternating cycles and a single alternating walk.
When C′ is mapped to J on Line 7, we obtain a collection of even-length cycle-walks and a single walk
c. Also, the endpoints of c are the same to those of PL. In particular, of both endpoints of PL are free,
then one of them is in H1 and the other is in T|τA|; hence, these endpoints differ. Therefore, the input
constraints on PL imply Property (3).

Consider c ∈ C. We now want to show that no edge appears twice in c. Towards a contradiction,
assume that {u, v} appears twice in c. Choose a starting vertex of c (if c is not a cycle-walk, choose its
first vertex in c′ as the starting one), and orient all edges from that starting vertex. We consider two
cases.

Both (u, v) and (v, u) appear. Assume first that {u, v} is matched, i.e., it belongs to M̃ constructed
in Step (I) of Section 5.3. Hence, if both (u, v) and (v, u) are in c it would imply that u ∈ Hi and u ∈ Tj

for some i and j, which is a contradiction with our construction of M̃ .
Hence, assume that {u, v} is an unmatched edge. This is now in a contradiction with Step (III)

described in Section 5.3, i.e., it cannot happen that L contains both edge (ut1
H,i, v

t2
T,i+1) and edge

(vt3H,j , u
t4
T,j+1), where t1, t2, t3 and t4 do not have to be necessarily distinct.
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The orientation (u, v) appears twice. Assume that (u, v) is matched; the case (u, v) being un-
matched follows analogously. This implies that u appears as ut1

H,i and ut2
H,j in PL for some i, j, t1 and

t2. However, both ut1
H,i and ut2

H,j are represented by the same vertex u
idx(v,H,P )
H in P ′ (see Line 3 of

Algorithm 4). Moreover, by the construction of layered graphs, two appearances of u
idx(u,H,P )
H are at

even distance. Therefore, the even cycle containing the first appearance of u
idx(u,H,P )
H “closes” before the

second appearance of u
idx(u,H,P )
H . So, it does not contain twice (u

idx(u,H,P )
H , v

idx(v,T,P )
T ), and hence c does

not contain two oriented copies of (u, v).

5.6 Implementation of Alg-Resolve

Our implementation of Alg-Resolve (which is defined in Theorem 5.4 (C) has two main components:
resolving conflicts within a layered graph (that we describe in Section 5.6.1); and, resolving conflicts
between different layered graphs.

5.6.1 Resolving conflicts within layered graph

We now describe an algorithm that performs within-layered-graph conflict resolution.

1 Algorithm: Alg-Resolve-within-Layered

Data: Let PW be a collection of vertex-disjoint alternating paths in L(J ′,W, τA, τB), where J ′

is obtained by bipartiting J and each path passes through all the layers. If an endpoint
of P ∈ PW is in H1, then the endpoint is free. If an endpoint of P is in T|τA|, then the
endpoint is free.

2 Let A′ ← ∅.
3 for each P ∈ PW do
4 With probability 1− ǫ9/2 skip processing P .
5 Let C ← Alg-Extracting-Alternations(P ).
6 Let C be an alternating walk from C with the largest gain.
7 Add to C to A′.

8 end
9 Let A ← ∅

10 For a walk C in J , we use Decompress∩C(V (J), b) to denote vertices of Decompress(V (J), b)
that correspond to those in C.

11 for each C ∈ A′ do
12 if Decompress∩C(V (J), b) ∩Decompress∩C′(V (J), b) = ∅ and E(C) ∩ E(C′) = ∅, for

every C′ ∈ A such that C 6= C′ then
13 Add C to A.
14 end

15 end
16 return A
Algorithm 5: An algorithm that given a collection of vertex-disjoint augmentations in a lay-
ered graph L(J ′,W, τA, τB), where each augmentation passes through all the layers, extracts a
collection of edge-disjoint augmenting walks in J . Moreover, when these walks are mapped to
Decompress(V (J), b) they are vertex-disjoint as well.

Lemma 5.7. Let PW be the input to Algorithm 5 and let A be its output. Then,

E

[

∑

C∈A

gain(C)

]

≥ ǫ13

2e

∑

P∈PW

gain(P ).

Moreover, Algorithm 5 can be implemented in O(1) MPC rounds and O(nδ +1/ poly(ǫ)) memory per
machine, for any constant δ > 0.

Proof. We now upper-bound the probability that a sub-walk of P ∈ PW is part of the output.
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We also have that P contains k = |τA| + |τB | + 1 vertices. Since vertices of Decompress(V (J), b)
repeat in L(J ′,W, τA, τB) across different layers (but not within the same), P intersects at most 2k2

other alternating walks from PW (k2 walks might have edge-intersection, and k2 of them might have
vertex intersection). There is a way to define layered graph (including the number of layers they have),
so that k2 ≤ 1/ǫ8 (we refer a reader to [GKMS19] for details). From Line 4 we have that P ′ ∈ PW is
processed with probability ǫ9/2. Hence, each walk that P intersects is reject with probability at least

Pr [each P ′ intersecting P is rejected by Line 4] ≥ (1− ǫ9/2)2k
2 ≥ (1 − ǫ9/2)2/ǫ

8 ≥ 1/e,

where we assume ǫ < 1/2. Hence, we have

Pr [C is added to A on Line 13]

≥Pr [P is not rejected on Line 4] · Pr [each P ′ intersecting P is rejected by Line 4]

≥ ǫ9

2e
.

In addition, due to Line 6, we have gain(C) ≥ gain(P )/k ≥ ǫ4 gain(P ). This further implies

E

[

∑

C∈A

gain(C)

]

=
∑

P∈PW

C selected on Line 6

Pr [C is added to A on Line 13] · gain(C) ≥ ǫ13

2e

∑

P∈PW

gain(P ),

completing the approximation analysis

MPC implementation. Since each P ∈ PW has size O(1/ poly(ǫ)), each P is processed locally.
Therefore, the first for-loop requires no extra communication.

To implement Line 12, each C ∈ A′ generates a list of all its vertices in Decompress(V (J), b). All
these vertices, from all C ∈ A′, are sorted. In this sorted list, if a vertex vi has a neighbor vi, then the
alternating walk C that vi is coming from has an intersection. Hence, vi communicated this information
back to C. All C ∈ A′ that received that there is an intersection are dropped from further calculation.

Sorting and exchanging this information between vi and C can be done in O(1) rounds by using
primitives described in [GSZ11].

5.6.2 Conflicts between different layered graphs

We now describe an algorithm that performs conflict resolution between alternating walks that are
obtained by layered graphs corresponding to different weights.

Lemma 5.8. Let I = {AWi
}Wi∈W be the input to Alg-Resolve-between-Layered. Then

∑

C∈Rj⋆

gain(C) ≥ poly(ǫ)
∑

C∈I

gain(C).

Moreover, Alg-Resolve-between-Layered can be implemented in O(1) rounds with O(nδ+poly(1/ǫ))
memory per machine.

Proof. Let AWi
be the input to Alg-Resolve-between-Layered (Algorithm 6). For each C ∈ AW ,

by definition of weighted layered graphs it follows that gain(C) ≥ ǫ12W and gain(C) ≤ 2W .
Consider C ∈ Rj , where Rj is obtained by Algorithm 6. We now want to upper-bound the sum of

gains of augmentations not added to Rj due to existence of C; these not-added augmentations did not
pass the if condition on Line 9.

Let f(i) be the sum of gain of augmentations ruled out due to the existence of an augmentation in
A(1+ǫ4)i . Trivially, we have f(0) = 0. Now, an augmentation C ∈ AW and W ∈ Wj directly rules out
at most |C| augmentations in each AW ′ such that W ′ < W and W ′ ∈ Wj . However, each of those
augmentations can recursively rule out some other ones. Also, recall that an augmentation in AW has
gain at most 2W and that we have |C| ≤ 1/ǫ4 (we refer a reader to the proof of Lemma 5.7 and definition
of layered graphs for a reason why it holds). Therefore, we have

f(i) ≤
∑

h≥1

(

1

ǫ4
·
(

2(1 + ǫ4)i−t·h + f(i− t · h)
)

)

=
1

ǫ4



(1 + ǫ4)i
∑

h≥1

2(1 + ǫ4)−t·h +
∑

h≥1

f(i− t · h)



 .
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1 Algorithm: Alg-Resolve-between-Layered

Data: Let W be a set of distinct weights such that each W ∈ W is of the form (1 + ǫ4)i for
some i ∈ N≥0. Let {AWi

}Wi∈W be a collection of alternating walks in J , where AWi
is

the output of Alg-Resolve-within-Layered for W = Wi.
2 Let t be the smaller integer such that (1 + ǫ4)i ≥ 1/ǫ20.

3 Partition W as follows: for 0 ≤ j < t, let Wj = {(1 + ǫ4)j+t·h ∈ W | h ∈ N≥0}.
4 for j = 0 . . . t− 1 do
5 Let Rj = ∅.
6 for W ∈ Wj do
7 for C ∈ AW do
8 Let Decompress∩C(V (J), b) be the same as define on Line 10 of Algorithm 5.
9 if Decompress∩C(V (J), b) ∩Decompress∩C′(V (J), b) = ∅ for every C′ ∈ AW ′ such

that W ′ > W and W ′ ∈ Wj then
10 Add C to Rj .
11 end

12 end

13 end

14 end
15 Let j⋆ be the index that maximizes

∑

C∈Rj
gain(C) over all j = 0 . . . t− 1.

16 return Rj⋆

Algorithm 6: An algorithm that given a collection of walks in J , along with vertices in
Decompress(V (J), b) they correspond to, finds a subset of them which is non-intersecting with
respect to Decompress(V (J), b).

By our choice of t, we have (1 + ǫ4)−t·h ≤ ǫ20·h. Using that, we can further upper-bound f(i) as

f(i) ≤ 1

ǫ4



(1 + ǫ4)i
∑

h≥1

2ǫ20·h +
∑

h≥1

f(i− t · h)



 ≤ 1

ǫ4



(1 + ǫ4)i4ǫ20 +
∑

h≥1

f(i− t · h)



 .

Therefore, we have

f(i) ≤
∑

h≥0

4

ǫ4(h+1)
(1 + ǫ4)i−t·hǫ20

= 4(1 + ǫ4)iǫ20
∑

h≥0

(1 + ǫ4)−t·h

ǫ4(h+1)

≤ 4(1 + ǫ4)iǫ20
∑

h≥0

ǫ20·h

ǫ4(h+1)

= 4(1 + ǫ4)iǫ20
∑

h≥0

ǫ20h−4h−4

= 4(1 + ǫ4)iǫ16
∑

h≥0

ǫ16h

≤ 8(1 + ǫ4)iǫ16,

for sufficiently small ǫ, e.g., ǫ < 1/2. On the other hand, gain(C) ≥ ǫ12(1 + ǫ4)i. Hence, for ǫ < 1/2,
adding an augmentation to Rj rules out only ǫ · gain(C) gain from other augmentations.

In addition, all the weights W are divided into t ∈ poly(1/ǫ) weight classes (see Line 2 for the defi-
nition of t), and the algorithm outputs the one carrying largest gain. This completes the approximation
analysis.

MPC implementation. The only non-trivial step is to implement Line 9. This is done similarly as
in Lemma 5.7. We now provide more details.

Each C ∈ AW generates a list of all its vertices in Decompress(V (J), b) along with W , j such that
W ∈ Wj , and C. (Recall that |C| ∈ poly(1/ǫ).) In particular, one such tuple looks like (vi, j,W,C),
where vi ∈ Decompress(V (J), b) is a copy of v.
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All these tuples are sorted. In this sorted list, if a tuple (vi, j,W,C) has as its neighbor a tuple
(vi, j,W ′, C′) with W ′ > W , then C is not added to Rj .

5.7 Proof of Theorem 5.1

Our proof strategy is to use Theorem 5.4 together with the algorithms we described to obtain the
advertised claim.

Existence of specific augmenting walks. We begin by recalling our discussion from Section 4.2 that
enables us to claim that if there exists a collection of alternating paths that have a specific property and
augment a weighted 1-matching, then there exists a collection of alternating walks that have that same
property and augment a weighted b-matching. This further enables us to carry over the properties (listed
in [GKMS19]) that relevant alternating paths have to augmenting walks in the context of b-matchings.
Those properties are guaranteed by the design of weighted layered graphs.

Finding augmenting walks. However, in addition to existence of specific augmenting walks, we want
to be able to find these walks algorithmically. In Section 5.3 we describe a graph layering that preserves
many of relevant augmenting walks. We point out that the assignment of M over Decompress(V (G), b),
i.e., the set called M̃ , performed as Step (I) is the same for all layered graphs, where layered graphs are
defined with respect to different W , τA and τB .

Our next goal is to find many augmentations in the corresponding layered graph L that can be
mapped back to walks in G. To be able to ensure a proper mapping, we impose additional property
on layered graphs, Step (III). Then, in Section 5.5 we provide an algorithm that performs mapping and
prove its correctness (see Lemma 5.6).

To find many augmentations in L, we follow the steps of our approach described in Section 4.4 and
of that described in [GKMS19]; the latter invokes (1+ δ)-approximate maximum matching on L′, where
L′ is obtained by removing all matched edges in the first and last layer of L. By construction, there
exists a placement of unmatched edges between the vertices of L′ that leads to large matching, and
hence to many augmentations. We use the fact that among all possible placements of unmatched edges,
where each placement conforms the layering constraints described in Sections 5.2 and 5.3, a maximum
b-matching finds a placement that leads to the largest matching. Therefore, we find a large b′-matching
in L where, the same as in our approach in Section 4.4, all copies of a vertex v in Hi are contracted to
a single vertex vH,i (i.e., we invoke Compress(Hi)) and similarly all copies of v in Ti are contracted to
a single vertex vT,i (i.e., we invoke Compress(Ti)). We let b′vH,i

be defined as the number of copies of v
in Hi, and b′vT,i

be defined as the number of copies of v in Ti. For each arc ~e = (u, v) (whose orientation

has been fixed randomly) is added an edge {uH,i, vT,i+1} if w(e) is “close” to τBi .
Let M ′

Compress
be the (1+δ)-maximum b′-matching found in the Compress-version of L′ as described

above. We now need to distribute M ′
Compress

among the vertices of L′. First, the edges in M ′
Compress

that are matched in L′ we keep as they are – their endpoints are already assigned. For the remainder
of the set M ′

Compress
we invoke the procedure described in Lemma 4.7. Let the resulting matching, i.e.,

M ′
Compress

distributed among L′, be called M ′.
Let M̃L′ be the matching M̃ restricted to L′. Finally, to find a large number of alternating paths in

L, we take the same steps as [GKMS19], and find alternating paths among the edges M ′ ∪ M̃L′ , where
each such path has an endpoint in the first and an endpoint in the last layer of L′. Such algorithm
and its analysis is provided in Section 5.4. Observe that that algorithm implements Alg-Alternating

described as (B) of Theorem 5.4 where we let Mblue = M̃L′ , Mred = M ′ \ M̃ , and the vertices in H1 are
marked as special.

Recall that these alternating paths are found in L′, which differs from L in that that the edges between
H1 and T1 and those between H|τA| and T|τA| are removed. So, for each alternating path found in L′ we
also append the edges extending it in the first and the last layer of L, if any such edge exists. We need
to do this so to have a valid input to Alg-Resolve-within-Layered (see Algorithm 5). Step (5) from
Section 5.2 assures that each alternating path found in L′ as described and extended to the maximal one
in L satisfies the input requirement of Algorithm 5.

Conflict resolution. Alg-Alternating finds alternating paths in L which are then used to extract
alternating walks in G. The correctness of that method is analyzed in Section 5.5. However, although
each of those alternating walks can independently by applied in G, applying all of them might not lead
to a valid b-matching. To resolve that, we make a filtering of the augmenting walk that results in a
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collection of them yielding a valid b-matching. The conflict resolution is provided in Section 5.6. It
guarantees several properties:

• No two walks in the final output intersect when they are mapped to Decompress(V (G), b). For the
walks within the same layered graph, this is guaranteed by Line 12 of Algorithm 5. For the vertex-
disjointness of the walks between different layered graphs is guaranteed by Line 9 of Algorithm 6.
The edge-disjointness is guaranteed by the fact that two weights in Wj are at least ǫ20 factor apart
(see Line 3 of Algorithm 6). Now, by construction of layered graphs we have that a layered graph
defined with respect to W1 and one defined with respect to W2 for W1/W2 ≤ ǫ20 are edge-disjoint
(see Steps (4) and (6) in Section 5.2).

• An augmenting walk c which is not even cycle is such that each endpoint v of c either corresponds
to a copy of v which is a free vertex, or the edge in c incident to v is matched. Moreover, if both
endpoints are free, they do not correspond to the same copy of a vertex. This is guaranteed by the
subroutine Algorithm 4 (see Lemma 5.6) and also by the way we invoke that subroutine.

This now implies that applying the final collection of alternating walks that Alg-Resolve-between-Layered

and Alg-Resolve-within-Layered (which we call jointly as Alg-Resolve) output yields a valid b-
matching.

Running time analysis. In [GKMS19], it is set δ = ǫ28+900/ǫ2 . In addition, we need to account for
the probability of choosing the orientation “right” (performed in Section 5.3, Step (III)) so that a given

augmenting walk appears in layered graphs. That probability is at least 2−|τB| ≥ 2−32/ǫ2 , where we use
fact that |τB| ≤ 32/ǫ2 in [GKMS19]. Hence, in our work we let δ = ǫ28+932/ǫ2 .

Combining Lemmas 5.7 and 5.8 we obtain rresolve = poly(ǫ).
Notice that our conflict resolution methods guarantee sufficiently large gain in expectation. However,

using standard techniques and with O(log n) repetition in parallel, this can be turned into “with high
probability” statement. We now overview these ideas.
As long as the current matching is not (1+ǫ)-approximate, the gain our method achieves can be shown to
be in expectation X ∈ exp(1/ǫ) fraction of the maximum matching. Hence, repeating the entire process
O(X) times where after each invocation we improve the existing matching, we get that in expectation the
obtained matching is ǫ fraction smaller than the maximum one. By Markov’s inequality, with probability
at least 1/2 this matching is not more than 2ǫ fraction smaller than a maximum one. Therefore, if we
repeat the entire process O(log n) times in parallel, then with high probability at least one of those
matchings will be a (1+ 2ǫ)-approximate one. So, we invoke this procedure with ǫ′ = ǫ/2 approximation
requirement and the claim holds.

Combining these results, Theorem 5.4, MPC and streaming implementation (Sections 4.5 and 4.6),
and using Theorem 4.1 to find (1 + δ)-approximate unweighted b-matchings we obtain the desired
round/pass and memory complexity.
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