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Abstract

We undertake a system-level analysis of the conference peer review process. The process
involves three constituencies with different objectives: authors want their papers accepted at
prestigious venues (and quickly), conferences want to present a program with many high-quality
and few low-quality papers, and reviewers want to avoid being overburdened by reviews. These
objectives are far from aligned; the key obstacle is that the evaluation of the merits of a sub-
mission (both by the authors and the reviewers) is inherently noisy. Over the years, conferences
have experimented with numerous policies and innovations to navigate the tradeoffs. These
experiments include setting various bars for acceptance, varying the number of reviews per sub-
mission, requiring prior reviews to be included with resubmissions, and others. The purpose
of the present work is to investigate, both analytically and using agent-based simulations, how
well various policies work, and more importantly, why they do or do not work.

We model the conference-author interactions as a Stackelberg game in which a prestigious
conference commits to a (threshold) acceptance policy which will be applied to the (noisy)
reviews of each submitted paper; the authors best-respond by submitting or not submitting to
the conference, the alternative being a “sure accept” (such as arXiv or a lightly refereed venue).
Our findings include:

e observing that the conference should typically set a higher acceptance threshold than the
actual desired quality, which we call the resubmission gap and quantify in terms of various
parameters.

e observing that the reviewing load is heavily driven by resubmissions of borderline papers
— therefore, a judicious choice of acceptance threshold may lead to fewer reviews while
incurring an acceptable loss in conference quality.

e showing that conference prestige, reviewer inaccuracy, and author patience increase the
resubmission gap, and thus increase the review load for a fixed level of conference quality.

e observing that depending on the paper quality distribution, stricter reviewing may lead to
higher or lower acceptance rates — the former is the result of self selection by the authors.

e finding that a relatively small increase in review quality or in self assessment by the authors
is much more effective for conference quality control (without a large increase in review
burden) than increases in the quantity of reviews per paper.

e showing that keeping track of past reviews of papers can help reduce the review burden
without a decrease in conference quality.

For robustness, we further consider different models of paper quality and compare our theoretical
results to simulations based on plausible parameters estimated from real data.

*The data sets and code for experiments in this paper are available at https:// github.com/ yichiz97/
Conference- Peer- Review.
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1 Introduction

Conferences play an important role in the publication and scientific dissemination process in com-
puter science. They aim to provide attendees with access to high-quality and recent research re-
Sultsﬂ and authors view the ability to publish and share their recent results at high-quality venues
as conferring scientific credibility and thus status. In order to do so, conferences rely on significant
volunteer work from the community, most notably in reviewing large numbers of submitted papers
to evaluate their scientific merit.

While the conference publication process seems to have served the community fairly well overall
— in particular enabling a high speed of dissemination of scientific results — different members
of the community often also see significant room for improvement: authors often feel that their
submitted papers are not evaluated sufficiently competentlyEL while conference attendees sometimes
find the program diluted with less interesting work. Attempts have been made by conferences
to mitigate such concerns, one of which is to increase the number of reviews assigned to each
submissionﬂ However, this approach increases the review burden; indeed, many members of the
scientific community now feel overloaded with conference reviewing requests. The approach has the
potential to lead to a vicious cycle: the substantial increase in peer review Workloadlﬂ may lead to
lower-quality reviews, in turn leading to more resubmissions of the same papers and thus a higher
review burden.

Our high-level goal is to understand how the parameters of the system, together with the
conference’s review policy decisions, affect the tradeoff between the conference quality and the
review burden on the community. Given a fixed number and quality distribution of submissions,
the conference’s quality is increased by accepting more good and fewer bad papers. Distinguishing
between good and bad papers more accurately requires more reviews, along with enticing self
selection by authors.

We model the conference review process as a Stackelberg game between a top conference and
the (homogeneous and strategic) authors (described in detail in Section . The authors’ papers
have qualities (positive or negative) drawn from a commonly known distribution over a (finite or
infinite) set; however, both the conference’s reviewers and (in some of our analysis) the authors
themselves only obtain imperfect signals about the quality of a paper. The conference’s quality
is the sum of qualities of the accepted papers, normalized by the total number of papers. The
conference commits to a review and acceptance policy, which prescribes how many independent
reviewers are assigned to each paper, and what the criteria for acceptance are. In Section [7] we
also study policies with “institutional memory,” including policies limiting the number of times a
paper can be resubmitted, and policies requiring past reviews to be included with resubmissions.

In response to the conference’s policies, the authors face a binary decision in each round: whether
to submit to the top conference (which leads to some positive utility if the paper is accepted, but
zero utility if the paper is rejected), or submit to a safe choice (such as a second-tier conference or
arXiv) and get a guaranteed smaller positive utility. The utility of acceptance to either venue is
exponentially time-discounted in the number of resubmission rounds, modeling that authors prefer
timely acceptance of their result. Authors best-respond, i.e., choose a utility-maximizing action,
based on their private (potentially noisy) signal about their paper’s quality as well as the historical
reviews collected when the paper was rejected in previous rounds. We primarily focus on the
following high-level questions:

lin addition to networking opportunities

Zand of course always with reviewers erring on the negative side

3 Assigning five reviewers to one paper is no longer rare for top computer science conferences.
“4also exacerbated by the growth of the research community



e The fact that rejected papers can be resubmitted means that weaker papers may be eventually
accepted if authors are patient enough. What is the impact of resubmissions on the gap
between a conference’s acceptance threshold and the de facto distribution of paper qualities
at the conference?

e What is the range of Pareto optimal review and acceptance policies with regard to the tradeoff
between conference quality and review burden? How is it impacted by conference prestige,
authors’ patience, and/or review quality?

e How does the conference’s acceptance policy affect its acceptance rate? Note that this is
non-obvious, as a strict policy may lead to a lot of self selection on the part of the authors,
and thus to a higher acceptance rate.

e How does the number of reviews per round affect the overall review burden? What is the
tradeoff between review quality and quantity, i.e., how many noisy reviews approximate one
high-quality review?

e How helpful is institutional memory? Can the conference significantly lower the review burden
or increase quality by limiting the number of resubmissions, treating resubmitted papers
differently, or requiring past reviews to be included?

To ensure robustness of our results, we investigate these questions under different models regard-
ing (1) the quality distributions of papers and distributions of review noise, and (2) the information
authors have about the quality of their own work.

For (1), we consider three models: (a) a model with continuous paper qualities (e.g., drawn
from a Gaussian distribution), where reviews are also continuous with additive noise, (b) a class of
categorical models with several discrete paper qualities and a discrete scale of review scores, and (c)
a model with binary paper qualities (good/bad) and reviews (accept/reject recommendations). The
advantage of (a) and (c) is that they are characterized by a small number of meaningful parameters,
making it possible to systematically explore the dependence of outcomes on these parameters. On
the other hand, (b) allows for more realistic modeling of real-world conferences, and we estimate
the parameters from publicly available review data for the ICLR 2020 and 2021 conferences [, 2].

For (2), we consider authors with perfect information about their paper’s intrinsic quality, and
authors who themselves only receive noisy signals. The advantage of the former is that authors
do not learn new information from reviews, so each author’s decision is either to submit her paper
until it is accepted, or to immediately submit to the sure bet option. In turn, this simplicity
of best responses allows us to prove theoretical results about the outcomes. On the other hand,
this behavior is also somewhat unrealistic, motivating the study of a model in which authors
themselves have noisy signals, and update their beliefs about the paper’s quality based on the
reviews. The resulting Bayesian reasoning makes the model too complex for a theoretical analysis,
so we investigate it using agent-based modeling (ABM) and simulations.

We emphasize results in the model which portrays them most clearly. We hope that this helps
the reader quickly grasp the underlying intuition. However, we also typically test the robustness
of the results in the remaining models. In particular, many of our results are shown theoretically
in simple models, but are shown to continue to hold (at least qualitatively) based on simulations
for the more complex models.

While the models are necessarily a simplification, and one should therefore be very cautious
of directly basing concrete decisions on the results, we hope that our theoretical results (and
simulations) can steer the discussion, uncover parameters to focus on, and inform decision makers.



1.1 Summary of Results

Noiseless Authors: Theoretical Results. We first assume that authors know the quality of
their manuscripts, but reviewers only obtain noisy signals of the quality.

It is sometimes argued that conferences should accept every paper that is “above the bar”.
Because every submitted paper will be resubmitted until accepted (since the authors learn no new
information from the reviews), the conference’s acceptance threshold induces a de facto threshold:
a manuscript quality above which every paper will be eventually accepted and below which no
manuscript will be submitted. The acceptance threshold and de facto threshold are typically dif-
ferent, sometimes significantly so (in particular when the conference is very attractive to authors,
the authors are very patient, or the noise of reviews is large) — we call the difference the resub-
mission gap. In most situations, if a conference naively sets an acceptance threshold identical to
their ideal de facto threshold, they will ultimately accept substandard papers, in rounds in which
enough reviewers had noisy reviews that ended up too high. We call this phenomenon the resub-
mission paradoz. Instead, the conference should select an acceptance threshold higher than the
desired threshold of conference acceptances. However, the resulting “optimal” is then counter-
intuitive: every paper that is submitted is eventually accepted, yet each round many of the papers
are rejected. We exactly characterize the resubmission gap in several settings.

Second, we consider the tradeoff between the conference quality and the review burden (the
total number of reviews per paper throughout its resubmission process), focusing on the Pareto
frontier. At a high level, the review burden closely tracks the number of papers just above the de
facto threshold, because such papers typically require numerous resubmissions before acceptance.
In particular, a conference may be able to significantly reduce the long-term review burden by
choosing the threshold such that there are fewer borderline papers near the resulting de facto
threshold.

Third, we show that if the prestige of the conference increases or the patience of authors
increases, then the tradeoff between the conference’s quality and the review burden becomes strictly
worse. Thus, one cause of more reviews may be the high prestige placed on certain venues. This also
warns that policies which affect these items may have unintended consequences. We obtain similar
results in terms of the review quality. If the signals of reviewers in one setting Blackwell-dominate
those in another setting, the conference can obtain a weakly better tradeoff between quality and
review burden. However, doing so may necessitate using non-monotone acceptance policies, which
do not treat papers with strictly more positive reviews better than those with strictly less positive
reviews. We show that a better tradeoff for better signals can be achieved under a restriction
to threshold policies as well, but only with the additional assumption that the review signal is
informative in the sense of monotone likelihood ratios.

Fourth, we study what impacts the acceptance rate of the conference. We show that as the noise
of the reviewers’ signals shrinks, the relation between the acceptance threshold and the acceptance
rate is related to a quantity resembling the hazard rate of the prior distribution of papers. If
the quantity increases, corresponding to thin tails of the prior, then as the acceptance threshold
increases, the acceptance rate decreases. However, for priors with thick tails, a stricter acceptance
threshold often leads to a larger acceptance rate. We illustrate the robustness of these observations
beyond the setting where the review noise is sufficiently small using simulations.

Noiseless Authors and Real-World Parameters We further investigate the above phenom-
ena in a more realistic setting based on categorical data. One common attempt at improving a
conference’s quality is to solicit more reviews per submission which, as believed, can help distin-
guish the good papers from the bad ones. Thus, we next (in Sections and study how the



number of solicited reviews for each submission impacts the conference’s quality and the average
total number of reviews for each paper. (Recall that each paper may be submitted multiple times.)
We find that in our models, increasing the number of solicited reviews per paper beyond three
rarely leads to better outcomes. This is because a small number of solicited reviews can be optimal
with a carefully chosen acceptance threshold. In contrast, we find that increasing the quality of
reviews often substantially improves the Pareto frontier.

Authors with Noisy Signals We continue to investigate the robustness of the above results in
a setting where authors do not exactly know the quality of their paper and can learn about it from
reviews (Section @ In this context, the Pareto frontier for conference quality vs. review burden
is significantly worse than with perfectly appraised authors — the reason is that the latter can
be compelled to self-select with carefully chosen acceptance thresholds. However, it is not clear if
such gains are realizable in practice. Perhaps, new discipline norms of learning the quality of one’s
paper prior to submission (for example, by sharing early manuscripts with colleagues for feedback)
could provide authors with accurate quality signals. Or perhaps, in practice, overcoming authors’
unfounded admiration of their own work is not possible.

Memory in the System. Another popular type of proposal is to give the system more memory,
either by limiting the number of resubmissions of the same manuscript or by reusing reviewsﬂ Our
results here (in Section [7]) show that the main effect of having memory within the review process
is that the conference can reduce the review burden while preserving the same (or slightly better)
conference quality. However, such an effect can be marginal in some cases; thus, it is not clear
whether it is worthwhile to implement these policies broadly. It should be noted, though, that our
analysis here is rather preliminary, and only carried out for the binary model.

Our models are primarily designed to investigate the tradeoff between conference quality and
the reviewing burden for the community. They necessarily abstract away several other aspects of
the conference submission ecosystem which would also be worth investigating, most importantly
the authors’ utility. These limitations are discussed in more depth in Section

1.2 Related Work

Not surprisingly, given the importance of peer review in science, several attempts have been made
by different research fields to simulate, understand, and improve the process. When considering
the systems level, agent-based models (ABMs) have been one of the techniques of choice. The
review article by Feliciani et al. [I4] gives a fairly comprehensive summary of this line of work. It
suggests several general themes to focus on in models: editorial strategies, matching submissions
with reviewers, decision making, biases and calibration, and comparisons of alternative peer review
Systems.

Among the more prominent works using ABMs are those by Kovanis et al. [22] 23]. Kovanis
et al. [22] propose a model for a holistic study of the scientific publication ecosystem — this model
includes the acquisition of resources (such as status) by authors, which can be leveraged into
future papers. Their subsequent work [23] builds on these models and implementations to evaluate
several alternative systems for peer review. These models and results differ from ours in several key
dimensions: the authors are not strategic, they do not focus on fine-grained policies by journals (or
in our case, conferences), and due to the holistic nature and complexity of the model, the model is
only amenable to simulation, but not analytically tractable.

% Another reason for requiring the inclusion of prior reviews — not modeled here — is that it lets the conference
ascertain that specific concerns from earlier versions have been addressed.



Two papers by Bianchi et al. [5] and Squazzoni and Gandelli [33] also use agent-based modeling
approaches. They particularly focus on the fact that researchers must decide how to divide their
time between writing and reviewing papers, and investigate (experimentally) the impact of various
policies on the efficiency of peer review. Similarly, Thurner and Hanel [36] and D’Andrea and
O’Dwyer [12] use agent-based models to investigate a specific aspect of peer review, namely, selfish
behavior on the part of referees, who may not have incentives to see other strong work published.

Allesina [3] also uses agent-based modeling, in this case to understand the impact of different
high-level approaches (editorial desk rejects, bidding on papers, etc.) on the overall reviewing load.
Roebber and Schultz [28] use agent-based modeling to evaluate strategies for program officers of
funding agencies. One of their findings is similar to ours: that requiring unanimous support for
accepting a proposal (i.e., setting a high threshold) can discourage authors from submitting many
proposals, thus lowering the review burden.

A more analytical approach is taken by Smith and Wilson [32]. Here, the authors are also
interested in the impact of self selection on the acceptance rate of a journal (or university). They
study a system with multiple journals or universities announcing different thresholds in the presence
of noisy reviews. Due to their motivation, their model does not appear to account for resubmissions,
thus differing from our work in a key aspect.

Several other works do more basic theoretical analysis of the impact of conference policies. In
particular, they focus on the false positives (accepting bad papers) and false negatives (rejecting
good papers) arising as a function of the number of reviewers and their individual qualities. Based
on such calculations, Herron [16] suggests that obtaining a large number of low-quality reviews may
be better than a small number of expert reviews. Neff and Olden [26] focus in particular on the
role of desk rejects by an expert editor.

In response to concerns by authors about the evaluation of their work when submitted to
conferences or journals, the scientific community in general, and CS community in particular,
has engaged in significant self evaluation efforts. Many of these have focused on the quality and
consistency of reviews provided to conferences [30} 8, [13]. Cole et al. [9] and Tran et al. [38] study
the reproducibility and randomness in review scores and acceptance decisions. Furthermore, the
community has experimented with (or at least suggested) different formats, including increasing
the number of reviews per paper, multi-level or multi-stage evaluation processes, having reviews
from past submissions follow a paper upon resubmission, and many others [17, 27, B0, 29]. Many
of these approaches appear primarily driven by concern for authors and their desire for accurate
evaluation of their submission, though some of them are also part of our evaluation.

Other attempts that try to mitigate the overwhelming demand for reviewers consider solutions
based on mechanism design. Srinivasan and Morgenstern [34] combine a bidding system and peer
prediction to simultaneously incentivize high-quality reviews and high-quality submissions. Su [35]
designs a mechanism that elicits ranking information truthfully from the authors, which is proven
to empirically benefit the conference’s quality.

In our idealized model, we assume that all reviews are i.i.d., that is, reviewers are subject to
the same noise distribution. Naturally, this is a simpification. In reality, one of the difficulties
faced by conferences and journals is how to aggregate the scores from reviewers with possibly very
different scales or expectations. Indeed, such aggregation is a well-known fundamental problem in
statistics [4, [10] [39].

Peer review can also be viewed through the lens of a principal-agent problem: the principal
decides on the review process and the acceptance rule, and the agents respond. Besides peer
review, related applications include admitting college students [I8] and recruiting faculty [41], or
endorsing a product [15, 24]. In particular, [15, 24] study models in which the agent (such as an
author) can choose among venues one that maximizes the expected utility, as determined by the



chance of success and the prestige.

2 Model

We consider a process of an author (or group of authors) submitting a paperﬁ to a prestigious
conferencdﬂ We model the submission-reviewing process as a multi-round game: in each round,
the author decides to submit the paper either to the prestigious conference or an undiscriminating
(“sure bet”) conferenceﬁ that will always accept. Upon submission, the prestigious conference will
send the paper out for review and, based upon the reviews, decide to accept or reject. If the paper
is rejected from the prestigious conference, the author sees the reviews, and faces the same decision
problem in the next round.

In the game, two main agents actually make decisions: the author of the paper and the presti-
gious conference. (The “sure bet” conference simply accepts all papers, and the reviewers simply
provide reviews.) Whenever we refer to “the conference” as a decision maker, we therefore always
mean the prestigious conference.

Each paper has a quality @ drawn i.i.d. from a commonly known prior paper quality distribution
p over the set of possible qualities. The support of p, i.e., the set of all possible paper qualities, is
denoted by @ C R, and larger qualities correspond to better papers. We note that the assumption
that p is commonly known is not essential — it only matters that the conference (e.g., PC chair)
know the distribution. Without loss of generality, there exist both negative and positive values in
Q; otherwise, the conference would simply accept/reject all papers without review. When the set
of qualities is discrete, we write p, = Prob[Q) = ¢; when it is continuous, we use p(q) to denote the
density of p at ¢q. Because all papers’ qualities are drawn from the same distribution, we will not
need to reference a specific paper in our notation.

The conference cannot observe the true quality of the paper, but will solicit some number, m, of
reviews for each submission. Each review S;, for j = 1,...,m, is a random variable drawn i.i.d. from
a distribution B, where ¢ is the paper’s quality. The outcome of the jth review is s; € ¥ C R
where X is the set of possible review scores, and a higher score denotes a more positive review. We
assume that B, has full support on X for every ¢q. Thus, the reviews are independent conditioned
on the paper’s quality. We write s for the vector of the m reviews. We let U(s) = Eg [Q | s, p, 8]
denote the expected quality of a paper conditioned on the reviews s. We assume that the reviews
are informative about the paper’s quality, in the sense of monotone likelihood ratio:

Definition 2.1 (Informative Reviewer Signal [19]). The reviewer’s family of signal distributions 3

is informative if it satisfies the monotone likelihood ratio (MLR) property; that is, if for any ¢’ > ¢,

, By(s") _ By(s)
whenever s’ > s, Bl > By(s) "

For our theoretical results, unless otherwise specified, we assume that review signals are in-
formative. It is well known that a wide class of commonly used distributions — including the
Gaussian, Beta, and Exponential distributions — have monotone likelihood ratios |20, [19].

For some of our results, we assume that the authors perfectly observe @, the paper’s quality.
This model has the advantage of being analytically tractable, because the authors do not learn new

5The analysis focuses on the process for one paper. By considering the (independent) processes for multiple papers,
we obtain a systems-level view. This is discussed in more detail in the section on the review burden, below.

"This single conference can refer to multiple “equivalent” conferences, e.g., STOC/FOCS.

8Equivalently, we can think of the undiscriminating conference as a preprint site like arXiv. Another viewpoint of
this simplification is that the papers under consideration are of sufficient quality that the sure bet will always accept
them.



information from the reviews. We call such authors noiseless. For other results, we consider noisy
authors, who themselves only assess their papers’ qualities approximately. In this case, we assume
that authors have noisy signals S(®, which, similar to the conference’s signals, are drawn according
to some informative distribution o, for a paper of quality ¢. The author’s signal is independent
of the conference’s signals conditioned on ). Noisy authors will update their beliefs about their
papers’ qualities based on the reviews in a Bayesian way.

We study categorical and continuous models in this paper, as defined next. When a result does
not specify one of these models explicitly, it holds for both models.

Categorical Model: In a categorical model, both @ C R and ¥ C R are finite (and ordered
by their natural order on R). Such a model bears some similarity to the Dawid-Skene model
[11], although the latter typically does not assume an ordering on labels and thus also no
informativeness requirement akin to monotone likelihood ratio.

Continuous Model: In the continuous model, we assume that both @ C R and ¥ C R are
convex sets. Furthermore, the reviewers’ signals are obtained by adding to the true quality @
a noise term drawn from a distribution F(") which is independent of Q and has zero mean
More precisely, let ¥x C R be the domain of the zero-mean noise (an open and convex set),
and F(") : ¥x — (0,1) be a monotone increasing bijection. Then, the cdf of the distribution
of reviewer signals conditioned on a quality QQ = ¢ is F() (x —q).

2.1 Conference Acceptance Policy and Quality

The conference’s main lever of control is its acceptance policy. We primarily focus on memoryless
acceptance policies. Under a memoryless acceptance policy, (1) the author can submit a paper
an unlimited number of times; (2) the same number of reviews m and decision policy are used in
every round; and (3) in each round ¢ in which the author (re-)submits the paper, the conference’s
decision depends only on the reviews obtained in round ¢. In other words, each submitted paper
is treated as a fresh paper. For that reason, we typically omit the round ¢ from the notation
when discussing memoryless policies. We discuss alternatives to memoryless policies in Section
in particular, limiting the number of times a paper can be submitted, and having old reviews
follow a resubmission. Except for these sections, unless stated otherwise, all acceptance policies are
memoryless. We call an acceptance policy non-trivial if it neither accepts nor rejects all submissions.

A memoryless acceptance policy is characterized by a function ¢ : ¥™ — [0, 1] which determines
the probability with which each combination of review signals leads to a paper’s acceptance.

We primarily focus on monotone acceptance policies. A policy is monotone if for any two
vectors s, s’ of reviews, U(s) > U(s’) implies that ¢(s) > ¢(s’).

A particularly natural class of monotone acceptance policies prescribe a conditional expected
quality threshold. We largely restrict our attention to threshold policies because 1) they comprise a
natural set of policies, and other policies seem unlikely to arise in practice; 2) it is both conceptually
and computationally easy to search over such policies; and 3) we will see that such policies are
sufficiently rich to induce any author strategy that can be induced using any monotone acceptance
policy.

Definition 2.2. A threshold acceptance policy ¢,, is characterized by a threshold 7 € R U
{—00,+00} and a probability r € [0,1]. It accepts a paper with reviews s when U(s) > 7, re-
jects the paper when U(s) < 7, and accepts the paper with probability » when U(s) = 7.

9The zero-mean assumption is without loss of generality so long as the noise distribution is independent of the
quality @, as any (known) bias could be subtracted out from the reviews.



When the distribution Probg[U(s) = 7| has no point mass for any 7, the third (knife-edge) case
is an event of probability 0; we then omit r from the notation, and simply use ¢, to denote the
threshold acceptance policy with threshold 7; in particular, this is true in the continuous model
and some generalizations.

Once an acceptance policy ¢ is fixed, the probability of a submitted paper being accepted in
a particular round is only a function of its underlying quality q. We denote this probability by
P.cc(é,q). The following proposition shows that when ¢ is monotone, P,e.(¢,¢q) is monotone in g.

Proposition 2.3. Assume that the reviewers’ signals are informative. If ¢ is a monotone ac-
ceptance policy, then Puec(¢,q) is non-decreasing in q. Moreover, if ¢, is a non-trivial threshold
policy, then Pucc(dr.r,q) is strictly increasing in q, for any prior p.

In order to prove Proposition we first note the well-known fact ([40} 25 31]) that the MLR
property implies first-order stochastic dominance (FOSD) of the distribution of the signal condi-
tioned on a higher parameter (as well as for the posterior distribution of the parameter conditioned
on a higher signal).

Lemma 2.4. Assume that the family of review signal distributions is informative. Then, whenever
q > q, the signal distribution for q' first-order stochastically dominates the distribution for q; that
is, the distributions satisfy that Probs.g, [s > a] > Probs.g,[s 2 @] for all x € (inf ¥, sup X).

We mentioned above that a higher signal also implies FOSD of the posterior quality distribu-
tions. The following lemma captures the stronger property that under the MLR property, this
holds even for vectors of signals.

Lemma 2.5. Suppose s’ and s are two vectors of informative signals that satisfy ' > s component-
wise, and the inequality is strict for at least one of the components. Then, U(s') > U(s) holds for
any prior p.

For continuous distributions, this lemma is proved in [37]. We give a self-contained proof
for the categorical case, which is largely analogous, in Appendix [A] We are now ready to prove
Proposition 2.3

Proof of Proposition|2.5. We give the proof in the categorical model; it can be straightforwardly
generalized to the continuous model.

Let ¢’ > ¢. For each reviewer ¢, couple the draws of s; from B, and s} from B, by drawing a
(common) uniformly random quantile z and letting s;, s; be the respective signals at quantile = of
the corresponding CDF's. Because, by Lemma By (strictly) first-order stochastically dominates
By, this coupling ensures that s; > s;; furthermore, the inequality is strict with positive probability
unless s; = max, € 3. By applying this coupling to each individual review (which, recall, is drawn
independently of other reviews), we obtain a coupling of vectors of reviews such that s’ > s always
holds component-wise, and the inequality is strict for at least one of the components with positive
probability. By Lemma this coupling has the property that U(s’) > U(s) always holds, and,
conditional on s, the inequality is strict with positive probability unless every component of s is
the maximum signal (if the maximum exists). Therefore, if ¢ is a monotone acceptance policy,
Piec(¢,q) can never decrease in g.

It remains to show that Pacc(¢,q) is strictly increasing in ¢ for non-trivial threshold policies
¢rr. First, we may assume w.l.o.g. that 0 < r < 1. For if » = 0, the policy is equivalent to the
policy ¢r’,% with any 7/ € (max{U(s) | U(s) < 7},7), and if » = 1, it is equivalent to the policy
¢, 1 with any 7 € (r,min{U(s) | U(s) > 7}). Here, the minimum and maximum will be finite
because the policy is assumed to be non-trivial.



By Lemma there must exist s, § with U(8) > 7 > U(s) such that at least one of the two
inequalities is strict. Let s be a vector of reviews maximizing U(s) subject to U(s) < 7. Because
U(s) > U(s), the vector s cannot be maximal in all components. Therefore, by the preceding
coupling argument, when s is drawn with quality ¢, the corresponding vector s’ drawn with quality
q satisfies U(s’) > U(s). By definition of s, the review vector s’ gives rise to strictly higher
acceptance probability than s. For if U(s) < 7, then s always leads to rejection, whereas (by
maximality of U(s)) s’ leads to acceptance with probability at least » > 0. And if U(s) = 7, then
s leads to acceptance with probability r < 1, whereas s’ leads to acceptance with probability 1.

Therefore, for non-trivial threshold policies, the coupling ensures that a paper of quality ¢ is
accepted at least whenever a paper of quality ¢ is accepted, and with strictly positive probability,
only the paper with quality ¢’ is accepted. This completes the proof. ]

In round ¢ of (re-)submission, we suppose that the conference faces a (the same) number K of
new papers as well as the previously rejected papers from the past ¢ — 1 rounds. We define the
quality U (©) of the conference as the expected value of the sum of all the accepted papers’ qualities
in round ¢, normalized by K and taken in the limit of ¢. As is typical in Stackelberg games,
we assume that the authors best-respond; if there are multiple best responses, for convenience of
analysis, we assume that we can prescribe a particular tie breaking. Note that when ¢ — oo, the
expected number of submissions in round ¢ that have previously been submitted ¢ times converges
for any £ € N.

2.2 Author Utility and Decisions

In terms of timing, first, the conference announces its review and acceptance policy; subsequently,
in each round ¢, the author decides whether to submit the paper to the conference or the “sure bet”
option. The game ends when the paper is accepted at the conference or at the “sure bet” option.

Authors are characterized by two parameters: their time discount factor 7, capturing how
patient they are, and the prestige V' > 1 they ascribe to the conference. (We normalize the value
of the sure bet option to 1.) When the paper is accepted at the conference in round ¢, the author’s
utility is therefore U(® = n!=1 . V: when the paper is accepted at the sure bet option in round ¢,
the author’s utility is 7°~!. The n’~! term encodes exponential time discounting and models that
authors would like their work to be published in a timely manner. Besides the utility loss due to
time discounting, rejection does not cause additional cost for the author.

The author’s decisions depend on all available information, i.e., her own (possibly perfect)
private signal S(® as well as all the reviews she has received for previous submissions. We assume
that the author is rational and Bayesian, so her decisions are based on posterior quality distributions
taking into account all available information. She will submit to the conference in round ¢t if and
only if her expected utility from doing so (over all future time steps ¢’ > t) exceeds her expected
utility from the sure bet (which is exactly '~! at the point she is making the decision). Notice that
unless the author obtains a perfect signal, the reviews she obtains (in addition to her own signal
S (“)) change her posterior conditional probability over the paper’s quality, which in turn changes
her belief of the probability distribution of future reviews.

Definition 2.6. The model in which authors have perfect information about their papers’ qualities,
and papers may be resubmitted an unlimited number of times, is called the model of noiseless
authors with unlimited resubmissions.

Under the model of noiseless authors with unlimited resubmissions, a theoretical analysis be-
comes more tractable. This is because authors’ beliefs of their papers’ qualities will not be updated
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based on the reviews. As a result, the papers that are submitted in the first round will be repeat-
edly resubmitted until acceptance. Consequently, the quality of the conference depends entirely on
the authors’ self-selection.

2.3 Review Burden and Tradeoffs

As we discussed in the introduction, we are primarily interested in the tradeoff between the con-
ference’s quality and the review burden, which is captured by the number of requested reviews
imposed on the communitylr_ﬁl We call this the QB-tradeoff. We denote the expected number
of reviews of a paper by R, which will be called the review burden. To be precise, the confer-
ence’s policy, along with the author’s best response, determines a probability distribution b, where
by = Prob|[The paper is submitted at least ¢ times]. Then, R = m - > ;2 b;. In the limit as the
number of rounds becomes large, the reviewing load is spread out evenly over rounds. Therefore,
with K new submissions in each round, the review burden on the community is K R.

We say that a policy ¢ with U(©) and R weakly dominates another policy qAS with U© and R if
(1) it has a higher (or equal) expected utility, U(©) > U(©), and (2) the number of reviews is smaller
(or equal), R < R. We say that a policy ¢ with U and R dominates another policy ¢ if it weakly
dominates, and at least one of the inequalities is strict. Given a set of policies, a policy is Pareto
optimal if it is not strictly dominated by any other policy in the set. If policy ¢ and policy QAS do not
induce unique conference qualities and review burdens (because they allow different best responses
by the author), we say that ¢ (weakly) dominates ¢ if every pair (U(®), R) induced by ¢ is (weakly)
dominated by a pair (U®), R) induced by ¢.

We say that the QB-tradeoff in one setting weakly dominates another if for any point (corre-
sponding to a policy qg) of the second QB-tradeoff, there exists a point (corresponding to a policy
¢) in the first setting that weakly dominates it.

Typically, instead of optimizing over all memoryless acceptance policies, we will restrict our
attention to memoryless threshold acceptance policies. In such a case, we can look at the @B-
tradeoff curve, which maps out each point of the QB-tradeoff as the acceptance policy threshold 7
increases from —oo to +00, and for 7 where Probg[U(s) = 7] > 0, r increases from 0 to 1.

We say that one QB-tradeoff curve C (weakly) dominates another QB-tradeoff curve C if for any
point on C that does not correspond to accepting all papers or rejecting all papers, there exists a
point on C which (weakly) dominates it. Note that this implies that no point on the Pareto frontier
of the QB-tradeoff curve C is dominated by any of the points on the QB-tradeoff curve C.

3 Noiseless Authors: Thresholds and Resubmission Gaps

We first focus on the case of noiseless authors. Recall that in this setting, because the author will
not update her belief about the paper’s quality, she will either submit to the conference until the
paper is accepted (or, in the case of limited submissions, until the paper may not be resubmitted
any more), or immediately submit to the sure bet option. In turn, this allows us to obtain analytical
expressions for the conference’s quality and optimal strategy.

In this section, we focus on the resubmission gap: the difference between the threshold the
conference sets for acceptance and the actual threshold of accepted papers, taking into account the
resubmission of previously rejected papers. An analysis of the resubmission gap is of interest in
its own right (since it may crucially inform conference acceptance policies), and also serves as the
foundation of our further investigation of tradeoffs in Section

0This downplays the utility of the authors, a fact which is discussed in Section
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3.1 The Author’s Best Response: De Facto Thresholds

When the conference’s acceptance policy ¢ is fixed, from the author’s perspective, it induces an
acceptance probability Ppec(®,q) for each paper quality q. By Proposition this probability is
weakly increasing in ¢ if the acceptance policy is monotone, and strictly increasing under a non-
trivial threshold policy. We will show that as a result, if the acceptance policy is monotone, the
author has a best responselE which can be characterized by a submission threshold 6. To state this
result, we first define suitable nomenclature and notation.

Definition 3.1. In a 0-threshold strategy for the author, an author submits (and resubmits until
they are accepted) all papers of quality @ = ¢ > 6, and no paper of quality ¢ < 6. The author may
handle papers of quality ¢ = @ arbitrarily. An author strategy is called a threshold strategy if it is
a O-threshold strategy for some 6.

When ¢ = 6, the author is typically indifferent between submitting and not submitting. In this
case, we assume that we can prescribe the author’s tie breaking behavior for ease of analysis.
We now formally define a central concept of our paper:

Definition 3.2 (De Facto Threshold). Consider a conference with memoryless acceptance policy
¢ and noiseless authors. A value 0 such that under every best response the author submits a paper
of quality @) = q if ¢ > 6 and does not submit any paper with ¢ < 6 is called a de facto threshold@

Based on the definition, the de facto threshold exists for an acceptance policy if and only if
every best response of the author is a threshold strategy. In particular, if there are qualities ¢ # ¢’
such that the author is indifferent between submitting or not submitting papers of qualities g and
¢, then the de facto threshold does not exist.

The following proposition characterizes the best responses of an author to monotone and thresh-
old acceptance policies. For its statement and proof, and most others later, we capture the appeal
of submitting to a conference by an attractiveness factor p (where larger values correspond to
conferences that are more attractive to submit to), based on its value V' and the discount factor 7:

_V-n

p=T .

Proposition 3.3. Consider a memoryless conference with a non-trivial monotone acceptance policy
¢. Let the authors be noiseless, with value for acceptance V> 1 and discount factor n € (0,1).

(1)

1. An author with a paper of quality Q = q is indifferent between submitting or not submitting,
if and only if Pycc(0,q) = 1/p.

2. There existﬁ a threshold strategy best response for the author.

3. If the conference acceptance polity ¢ is additionally a threshold policy, then there exists a
de facto threshold. This implies that every best response for the author must be a threshold
strategy.

4. If the conference applies a threshold acceptance policy and the model is continuous, then the
de facto threshold 6 is unique in the following sense: mo best response is a 0’ -threshold strategy

for 0" # 0. Moreover, Pycc(ér,60) = 1/p.

" There may be other best responses which do not fit this pattern.

12 A1l such papers will be submitted until accepted, so de facto, the conference will accept all such papers.

13As will be evident in the proof, for general monotone policies, there may be other types of best responses, or
multiple different thresholds.
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Note that our results (here and later) depend on 1 and V only through p. Therefore, in a
sense, they are “interchangeable,” albeit not linearly. That is, an increase in author patience (7) is
tantamount to a (different) increase in conference prestige, as far as author behavior is concerned.

Proof. Let ¢ be the acceptance policy. The probability of acceptance for a paper of quality Q) = ¢ is
Piec(¢,q). By Proposition this probability is non-decreasing for monotone acceptance policies,
and strictly increasing for non-trivial threshold policies. The author submits the paper if the
expected utility of submitting is greater than 1 (the value of the “sure bet” option), does not
submit the paper if the expected utility is less than 1, and is indifferent between submitting or not
if the expected utility is equal to 1. Since the author will face the same tradeoff in future roundﬁ,
she will make the same decision, so she will submit until acceptance. The expected utility can be
obtained as the time-discounted sum of the utility from acceptance:

a) t—1 . t—1 _ V- Pacc(¢a Q)
<f>7 ;V n PaCC(¢7 ) ( Pacc(¢; Q)) 1_ 7- (1 — Pacc(¢, q)) (2)

Solving the inequalities U@ (¢,q) > 1, U@ (¢p,q) < 1, and U@ (¢,q) = 1 for g, the author
submits the paper if Pec(¢,q) > 1/p, does not submit if Paec(¢,q) < 1/p, and is indifferent
between submitting or not if P,.(¢,q) = 1/p, respectively. This completes the proof of the first
part of the proposition.

We next prove the second part. Let 6 = sup{q | Pacc(¢,q) < 1/p} and 8 = inf{q | Pacc(¢,q) >
1/p}. (If the policy accepts/rejects all papers, it is possible that § = —oc or § = cc.) By
Proposmon 6 < . Furthermore, the author will submit the paper (and resubmit until accepted)
if ¢ > 6, and not submit if ¢ < §. If § = 0, then # = § = 0 satisfies the claim. Otherwise,
Pace(¢,q) = 1/p for all ¢ € (8, 0), so the author is indifferent between submitting and not submitting
for all such q. Thus, any 6 € (6, 0) satisfies the claim. This completes the proof of the second part.
Note that the threshold # may not be unique. Indeed, the author may make arbitrary decisions for

€ (6,0), showing that non-threshold strategies may be best responses for the author as well.

We next prove the third part, so we assume that the conference’s policy is a non-trivial threshold
acceptance policy. By Proposition Picc(¢,q) is strictly monotone in g. Therefore, in the
categorical model, there exists at most one ¢ € Q such that Pacc(#,§) = 1/p. If such a § exists, it is
a de facto threshold. If not, then because the threshold acceptance policy is non-trivial, there exist
qualities ¢ < g such that Paec(d,q) < 1/p, Pacc(¢,q) > 1/p, and there are no qualities in Q between
g and g. Then, any 6 € [g,q] is a de facto threshold. To complete the third part of the proof, notice
that if 6 is a de facto threshold, then every best response by the author is a #-threshold strategy.

Finally, we prove the fourth part. By Proposition . ace (@, q) is strictly increasing in q.
Moreover, in the continuous model, the distribution of the review noise is assumed to be a bijection,
which implies continuity of Pacc(¢, q) as a function of q. Therefore, the first case § = § must occur
in our proof of the second part of the proposition, and Pae.(¢,0) = 1/p, proving the uniqueness of
the author’s best response. O

Proposition assumes that the agents are allowed to resubmit their papers arbitrarily many
times. This assumption is not essential: an essentially identical calculation (in Section shows
that the de facto threshold does not change when the conference restricts the number of times a
paper can be resubmitted.

Y Crucially, a noiseless author does not learn any new information from rejection in previous rounds.
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3.2 Threshold Acceptance Policies and the Resubmission Gap

Threshold acceptance policies (see Definition comprise a very natural class of policies for a
conference to apply. Recall that they accept all papers whose posterior (based on the reviews)
expected quality strictly clears some threshold, and reject all papers whose posterior expected
quality falls short of the threshold. We show that every possible de facto threshold can be induced
by a threshold acceptance policy.

Proposition 3.4. Let € R be any de facto threshold. Then, there exists a threshold acceptance
policy with threshold 7 and probability 7 such that a rational noiseless author will submit to the
prestigious conference which uses ¢z if Q > 0 and submit to the sure bet if Q < 6 (and the
author is indifferent between submitting or not submitting if Q = 0 € Q). Moreover, if the model
s continuous and authors are neither submitting all papers nor submitting no papers, the threshold

7 is uniquel”]

In order to prove the proposition, we want to relate the acceptance threshold to how “strict”
the policy is. We begin by defining a comparison between the strictness of two policies:

Definition 3.5. An acceptance policy ¢’ is (weakly) stricter than another policy ¢ if it accepts every
paper with a (weakly) smaller probability, i.e., Pacc(d, q) < Pacc(®,q) for all g (resp., Pacc(¢',q) <
P.cc(¢, q) for all ¢ for the weak version).

Being stricter appears to be a very demanding requirement, in that it requires an inequality
for all paper qualities. We next show that for threshold policies, it in fact follows from a strictly
smaller acceptance probability for just one paper.

Lemma 3.6. Let ¢ and ¢' be two threshold acceptance policies. If there exists a q € Q such that
Poce(9',q) < Pace(9,q), then ¢ is stricter than ¢.

Proof. We want to show that if a threshold policy accepts one type of paper with strictly smaller
probability, it accepts every paper with strictly smaller probability.

First, because the review signals are informative, for every paper quality, the conditional signal
distribution has full support on the signal space. Because multiple reviews are i.i.d., conditioned
on any paper quality ¢, the review signal distribution has full support over all vectors of review
signals.

Because ¢, ¢’ are threshold policies, any review vector that leads to acceptance under ¢’ must
lead to acceptance under ¢ with at least the same probability. And because a paper of quality ¢ is
accepted with strictly higher probability by ¢, there must exist at least one review vector s which
is accepted with strictly higher probability under ¢ than under ¢'.

Because s occurs with positive probability for every paper quality ¢/, every paper is accepted
with strictly higher probability by ¢ than by ¢, completing the proof. O

The following lemma relates the strictness of a threshold acceptance policy with its acceptance
threshold.

Lemma 3.7. In the categorical model, let ¢, and ¢ .+ be two threshold acceptance policies with
r,r" € (0,1]. Then, if either 7' > 7 or 7' =7 and v’ <r, ¢ is weakly stricter than ¢r .

In the continuous model, let T and 7' be the thresholds for two non-trivial threshold policies.
Then, ¢, is stricter than ¢, if and only if T/ > .

15Recall that in the continuous model, the parameter r can be omitted.
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Proof. We begin by proving the first part of the lemma, regarding the categorical model. By the
definition of ¢, and ¢,/ ,», whenever a paper with some review vector s is accepted by ¢,/ ,» with
positive probability, it will be accepted by ¢, with at least the same probability. This means that
¢r accepts every paper with at least the same probability as ¢,/ .

Next, we prove the second statement, regarding the continuous model. For the “if” direction,
there always exists a review vector s with U(s) € (7,7'). Thus, for every paper, there is a positive
probability that it is rejected by ¢,/ (namely, when the review vector is s) but accepted by ¢,. For
the “only if” direction, we know that a stricter threshold policy accepts every paper with strictly
smaller probability. In the continuous model, ¢, must reject some review vectors that are accepted
under ¢,. This implies 7/ > 7. O

Proof of Proposition[3.4. Let 6 be a value in Q closest to 6, i.e. § € arg mingeo(q — )% (breaking
ties arbitrarily). Let f(7) := Pacc(¢r0s é) be the probability that a paper of quality 8 is accepted
under the policy ¢ o, which accepts the paper if and only if its expected posterior quality is greater
than 7.

Then, lim,,_o f(7) =1 > 1/p > 0 = lim,;, f(7). Furthermore, by Lemma f(r) is
a non-increasing function of 7. Therefore, there must exist a 7 such that lim,_,3 f(7) > 1/p >
].imT*)%\l/ f(T) Fix this 7.

If f is continuous at 7, then the threshold policy ¢;¢ has Pacc(gbﬁo,é) = 1/p by definition.
Otherwise, let z = lim,_,+4 f(7) — lim,+; f(7) > 0. We can infer that there must be a discrete
probability of z for the event that E[Q | s] = 7, i.e., that Probs.g,[E[Q | s] = 7] = 2. We then

consider the threshold policy ¢+; with threshold 7 which conditioned on E[Q | s] = T accepts a

1/p=lim;+ f(7)
z

paper with probability 7 := . The overall acceptance probability of ¢;; for a paper

with quality 0 is therefore

I. 1/p—lim, 4 f(7)

Probs.g,[E[Q | 8] > 7] + Probs.g,[E[Q | s] =7

TT] z

Thus, under the threshold acceptance policy ¢+, papers with quality 0 are indifferent between
submitting and not submitting. Note that if 8 € Q, then 6 = 0. The result for the special case
in the proposition statement straightforwardly follows. For the general case, assume w.l.o.g. (the
other case is symmetric) that 0 > 0. Because the author is indifferent between submitting and not
submitting papers of quality Q) = 0, we may assume that such papers are submitted, and hence all
papers of quality at least 6. By definition of 6, no papers have quality @ € [6, é), so all papers of
quality at least # are submitted. Thus, 6 is also a de facto threshold for the author.

Finally, uniqueness of the conference’s threshold policy in the continuous model when the au-
thor’s submission decision is non-trivial follows directly because by Lemma [3.7] the solution for
7 of Pace(P20, é) = 1/p is unique in the continuous model when agents are neither submitting all
papers nor submitting no papers. O

Proposition in part justifies our focus on threshold policies. For any monotone policy,
Proposition [3.3| implies the existence of a threshold best response for the author, and thus, Propo-
sition implies the existence of a threshold policy for which the author best-responds in the same
way. Thus, assuming that authors break ties in favor of using threshold strategies, any conference
quality that can be achieved with a monotone policy can be achieved with a threshold acceptance
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policy. Interestingly, it does not follow that the QB-tradeoff for threshold policies weakly dominates
that of all monotone acceptance policies, as we will show in Section

While Proposition [3.4] implies the existence of an acceptance threshold 7 inducing the desired
submission threshold @, these two thresholds will typically be different. The threshold 7 can be
interpreted as the “declared” quality goal of the conference, attained in isolation. 6 is the ac-
tual quality of the conference, taking into consideration resubmissions and reviewing noise. The
difference is a key concept we study, and term the “resubmission gap”.

Definition 3.8 (Resubmission Gap). Consider a memoryless conference with a non-trivial thresh-
old acceptance policy ¢-,, and a noiseless author. Let 6 be the smallest de facto threshold in
response to ¢ .

The difference between the acceptance threshold 7 and 6 is called the resubmission gapm

In general, the de facto threshold is not unique in the categorical model; we define the resubmis-
sion gap based on the smallest de facto threshold. This issue disappears in the continuous model,
where the resubmission gap is unique for every non-trivial threshold acceptance policy. The fact
that the actual threshold of papers at the conference differs from the declared acceptance threshold
for each year in isolation (namely, by the resubmission gap) may appear somewhat unexpected at
first, and is frequently missing from conversations about policy changes. The resubmission gap
leads to the following oddity, which we call the resubmission paradox: all submitted papers will
eventually be accepted, but in any one round, many (and often most) are rejected. While accepting
all papers initially seems like a solution, in our model, it is not. The only way to initially accept all
papers is to lower the acceptance threshold. However, this will lower the de facto threshold (unless
the de facto threshold already accepts all papers), which in turn means that additional papers will
be submitted. Moreover, these additional papers will often be rejected multiple times, but will be
resubmitted until they are accepted. Thus, this apparent solution actually reproduces the problem,
just with a lower de factor threshold.

Next, we observe that using the de facto threshold, one can cleanly characterize optimal policies.

Proposition 3.9. The conference’s optimal policy induces a de facto threshold of 6 = 0.

Proof. Given a de facto threshold @, the conference’s quality is feoo qdp(q)m This expression is
maximized when 6 = 0, proving the optimality of this de facto threshold. (Notice that while p may
have point mass at § — giving different values depending on whether the author submits papers
of quality exactly § — the conference quality of all such policies is dominated by that for § = 0,
where a point mass does not affect the value of the integral.) O

Combining Proposition 3.9 with Proposition[3.3]allows us some insights into the right acceptance
threshold for a conference aiming for maximum quality: under the chosen threshold acceptance
policy, Pacc(¢7,,0) = 1/p. This means that the more attractive the conference is (i.e., the larger
p), the more likely borderline papers must be rejected. Because borderline papers are resubmitted
until accepted, this means that for the same optimal quality, an attractive conference (or patient

authors) leads to higher reviewing load. We will investigate this phenomenon in significantly more
depth in Section [£.4]

16The name reflects that there is a gap between the “stated” and “de facto” quality of accepted papers, caused by
the fact that authors are free to resubmit papers.

"For discrete quality distributions, the corresponding conference quality is obtained by replacing the integral by
the sum and the density function by the probability function.
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3.3 Continuous Model with Additive Noise

To derive some further insights, we now focus on the continuous model with additive noise and
m = 1 review only. Importantly, recall that the noise distribution is independent of the true
underlying quality, and has zero mean. That is, for any quality () = ¢, the reviewer observes a
signal of ¢+ X where the distribution of the review noise, F(") (X), is independent of q. Under this
model, the resubmission gap of a threshold acceptance policy does not depend on its threshold .

Proposition 3.10. Given an acceptance threshold T, in the continuous model with a single review
and additive noise drawn from F) | the de facto threshold is the unique solution to the equation
1/p=1- F() (1 —0). In particular, the resubmission gap T — 6 is independent of T and the prior
distribution p over paper qualities.

Proof. Consider an acceptance threshold 7, and corresponding policy ¢,. Recall that under a
continuous model, the probability that the conditional expected quality of a paper is exactly 7 is
0, so 7 uniquely defines the threshold acceptance policy. By Proposition the de facto threshold
0 satisfies Pyce(dr,0) = 1/p.

In the continuous model with a single review, the conference will accept a paper with quality
q if and only if the review s satisfies s = ¢ + « > 7. This happens with probability Pycc(¢-,q) =
1 — F) (1 —¢q). Thus, 0 solves 1/p =1 — F(") (1 — §).

A solution for # exists because 1/p = ‘1/;_7177 € (0,1) (because € (0,1) and V > 1) and F") (.

is a distribution. The uniqueness of @ follows because we assumed F(") () to be a bijection. O

Substituting 8§ = 0 from Proposition into Proposition we immediately obtain the
following corollary.

Proposition 3.11. For the continuous model with a single review and additive noise drawn from
F) (independently of the true paper quality), the threshold that maximizes the conference quality

is 7 = (FO) ' (¥22)

_17 -
Then, the author submits (and resubmits until accepted) the paper if and only sz_g] the quality is
non-negative: Q > 0. The resulting (mazimum) quality for the conference is U(®) = fooo qdp(q).

First, note that Proposition also implies that the quality-maximizing acceptance threshold
does not depend on the distribution p of the papers’ qualities. Second, notice that a large conference
value V' (very high prestige) or a large discount factor n (very patient authors) encourages authors
to consistently resubmit bad papers. This leads to a large resubmission gap: the conference has
to set a significantly higher bar to sufficiently discourage such resubmissions, and will reject many
good papers repeatedly before they are finally accepted. In contrast, when the conference is not
attractive enough or authors are not patient enough, the conference has to lower the acceptance
threshold even below the de facto threshold, to provide strong enough assurance to good papers
that they will be immediately accepted. However, this can only occur for V < 2; otherwise, the
resubmission gap is non-negative for authors with any level of patience.

4 Noiseless Authors: Tradeoffs and Acceptance Rate

In this section, we build on the fundamental concepts of threshold policies, de facto thresholds,
and resubmission gap, to undertake a more in-depth investigation of the tradeoffs a conference may

8In this case, the event @ = 0 has probability 0, so there is a unique optimal strategy for the author.
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face. In particular, we consider the tradeoff between conference quality and review burden on the
community, and between acceptance thresholds and acceptance rate.

We primarily study the tradeoff between the conference’s quality and the review burden based
on threshold acceptance policies. In Section we first use numerical examples to visualize the
QB-tradeoffs and the Pareto frontiers in the continuous model. Then, the rest of this section
investigates when threshold policies are optimal, and identifies factors that affect QB-tradeoffs.
Finally, we examine the relationship between the acceptance threshold and the acceptance rate.

4.1 Continuous Models Studied

In this section (and the following sections that contain discussions on the continuous model), we
frequently use the following special cases of our general continuous model as examples for our
analysis and plots.

The (o, p, m,V,n)-Gaussian model is a continuous model with noiseless authors; the noise for
each review is drawn from a Gaussian distribution F(") = N(0,0). The parameters p, m, V, and
7 are, as before, the prior, the number of solicited reviews, the value of the prestigious conference,
and the discount factor, respectively. The (o, ip, op, m, V,n)-Double Gaussian model is a Gaussian
model with the prior p = N (pp, op).

4.2 Tradeoff between Conference Quality and Review Burden: QB-tradeoff

We first consider the tradeoff between the conference quality and the review burden. We focus on
the average number of reviews per paper (including papers that were never submitted, and thus
incurred 0 reviews) as the relevant measure of the review burden.

Intuitively, if there are many borderline papers, whose quality is near the acceptance policy
threshold 7, they may go through many rounds of resubmission and increase the review burden.
Raising or lowering the threshold slightly might lead to a different borderline regime with a smaller
fraction of papers on the border. We already saw that the conference quality is maximized by a de
facto threshold of 0. Thus, changing the threshold will come at a cost to the conference quality,
either by losing out on some good papers, or by accepting some bad papers. In the extremes,
rejecting everything will lead to a review burden of 0, and accepting everything will lead to a
review burden of 1. The QB-Tradeoff traces how the review burden and conference quality jointly
vary across all possible acceptance policy thresholds.

We would like to understand the Pareto frontier of the QB-tradeoff over threshold acceptance
policies. That is, fixing all the parameters except the acceptance threshold, we want to understand
which thresholds are Pareto optimal.

Notice that deviations from the optimal de facto threshold of 0 in either direction could be
Pareto optimal. First, the conference can decrease the threshold to accept some negative-quality
papers, in order to accept the positive-quality papers in fewer rounds; alternatively, the conference
can increase the threshold to give up on some borderline papers with positive quality which might
otherwise take a large number of rounds until acceptance. Clearly, which intervals of strategies are
Pareto optimal depends on the distribution of paper quality. For example, if there is a substantially
larger number of borderline papers with negative quality than positive quality, marginally lowering
the threshold will both degrade conference quality and increase review burden, but marginally
increasing the threshold will decrease the review burden though still degrade conference quality.
The latter will be Pareto optimal while the former will not.

Fig. |1l maps the QB-tradeoff for various settings. In each setting, there is a point at (0, 0) that
corresponds to rejecting all submissions. As the threshold is decreased, high-quality papers start
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Figure 1: (a) shows the QB-tradeoff of a (o, tp = 0,0p =1,m =1,V =5,n = .7)-Double Gaussian
model. (b) shows the QB-tradeoff of a (o, up = .8,0p =1,m =1,V = 5,1 = .7)-Double Gaussian
model. In each case, the review quality o is varied over five discrete options. For each o, the curve
shows the possible QB-tradeoffs as the acceptance threshold is varied continuously. The Pareto
frontier is shown with solid lines, while dominated points are shown with dashed lines.

being submitted, increasing both the conference quality and review burden. When the de facto
threshold is 0, conference quality is maximized. Subsequently, a further decrease in the threshold
leads to more low-quality papers being accepted, lowering the conference quality. We see here that
the effect on the review burden is mixed: sometimes it increases while other times it decreases. As
the threshold decreases further, in each case, we see a point with review burden 1 where all the
papers are accepted. At that point, the conference quality is 0 in panel (a), but .8 in panel (b) due
to the different priors on paper quality.

In Panel (a), the Pareto optimal de facto thresholds are always greater than 0. This is because,
for any 6 > 0, the de facto thresholds of § and —6 have the same conference quality, but 6 will
have a smaller review burden because the number of submitted papers overall is smaller, and the
number of submitted papers just above the boundary will also be smaller.

Panel (b) contains some interesting observations. First, for o = 0.2,2 and 5, marginally increas-
ing the de facto threshold from 0 remains Pareto optimal, while marginally decreasing it is Pareto
dominated. However, the opposite is true for ¢ = 0.5 and 1. This is because, in all cases, when
the threshold decreases, the number of submitted papers increases and the number of papers just
above the borderline (that require more rounds of submission in expectation) decreases. However,
the rate at which the latter decreases depends non-monotonically on the review quality. Second,
notice that in the four largest settings of o, some Pareto optimal thresholds lie both above and
below the de facto threshold of 0.

Thus, for all curves in panel (a) and o = 0.2 in panel (b), we have that the Pareto optimal
QB-tradeoffs either optimize the conference quality, or increase the threshold to trade off conference
quality for a reduced review burden.

However, for 0 = 0.5 and 1 in panel (b), the Pareto optimal QB-tradeoffs correspond to a set
of de-facto thresholds that is not convex. In particular, there exists a 6y > 0, such that the Pareto
optimal QB-tradeoffs either (1) only accept papers with quality at least 6y or (2) keep out the
bad papers (with quality less than some threshold # < 0). Here, having a de facto threshold of
0 < 6 < 6y is Pareto dominated by some threshold of # < 0 which yields the same conference
quality, but at a lower review burden.

Finally, for ¢ = 2 and 5 in panel (b), there are three ranges of Pareto optimal QB-tradeoffs!
That is, there exists 3 < 0 < 1 < 6y such that the Pareto optimal policies either (1) only accept
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papers above some threshold 6 > 6y; (2) reject the really bad papers by setting the threshold to
0 < 09; or (3) maximize conference quality despite a relatively high review burden with 0 < 6 < 6.

4.3 When Are Threshold Acceptance Policies Optimal?

Our analysis of QB-tradeoffs is largely based on threshold acceptance policies. To contextualize
this focus, we first investigate when using such policies is optimal in terms of achieving Pareto
frontiers of the QB-tradeoff. While analyzing monotone acceptance policies, we showed that they
always induce a threshold strategy for authors as one of the best responses (see Proposition .
Furthermore, under threshold acceptance policies, non-threshold best responses do not exist; and
even for monotone policies, they exist only in knife-edge cases, where authors are indifferent between
submitting or not submitting for multiple paper qualities. We therefore restrict our attention to
threshold best responses for the authors in the following discussions.

In Proposition we showed that every de facto threshold can be implemented with a thresh-
old acceptance policy. In particular, this applies to the optimal de facto threshold of § = 0 — see
Proposition Therefore, every conference quality that is achievable by a monotone policy can be
achieved by a threshold policy. It remains to understand when a threshold acceptance policy mini-
mizes the corresponding review burden (among all monotone policies) for every conference quality.
Our results suggest that when only m = 1 review is obtained, there always is an optimal threshold
acceptance policy. However, even for m = 2, there are in general instances for which monotone
non-threshold policies strictly outperform threshold policies in terms of the review burden, while
achieving the same (optimal) conference quality.

Proposition 4.1. When m = 1 and authors always respond with threshold strategies if possible,
the QB-tradeoff for threshold policies weakly dominates that of all monotone acceptance policies.

We defer the proof to the appendix. The optimality of threshold policies ceases to hold when
m > 1, as we illustrate next with a counter-example.

5 (L. L) (L,M) or | (L,H) or (M, M) (M, H) or (H, H)
(M, L) (H,L) (H,M)
bobisla= 2| 3| 5 | % | & | & | &
Povislg=1) | & | b | b & ]
Prob[s | ¢ = 5] % Tls % % % %

Table 1: Likelihood function in Example Columns are ordered based on expected conference
quality (from low to high) conditioned on the review vector.

Example 4.2. The set of paper qualities is {—2, 1,5}, with uniform prior p = (1/3,1/3,1/3). The
review signal set is ¥ = {L, M, H}, and the number of reviews is m = 2. The conditional distri-
butions of review signals are 3_o = (2/3,1/6,1/6),81 = (1/3,1/6,1/2), and Bs = (1/6,1/6,2/3);
it can be verified that this information structure is informative. The conference’s attractiveness
factor is p = 24/5. Table 1| shows the likelihood of each vector of review signals, with m = 2.
Consider the following policy ¢’. (1) When the review vectors are (H, H),(M,H) or (H, M),
accept the paper with probability 1; (2) when the review vectors are (M, M),(L,H) or (H,L),
accept the paper with probability 1/2; and (3) otherwise, reject the paper with probability 1.
Notice that this policy is monotone (because the acceptance probability is non-decreasing in the
conditional expected quality), but it is not a threshold policy. This is because the conditional
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expected paper qualities of the signal vectors (M, M) and (L,H) (or (H,L)) are UM,M) =
% > % =U(H,L) =U(L,H), yet (H,L) and (L, H) lead to acceptance with positive probability,
while (M, M) does not lead to acceptance with probability 1. Next, we compute the acceptance
probabilities of papers with different qualities:

Pace(¢/,5) =19/24 > 1/p  Pace(¢/,1) =43/72>1/p  Pace(d',—2) =5/24 = 1/p.

Thus, all papers of positive quality are submitted, while the papers of negative quality are
indifferent between submitting and not submitting; we can assume that they are not submitted.
As a result, ¢’ is a monotone policy with de facto threshold 0, maximizing the conference quality.

Next, consider any threshold policy ¢ implementing the de facto threshold of § = 0. It cannot
accept papers with review vectors (L, H), (H, L) with probability exceeding 7/16. Otherwise, by
virtue of being a threshold policy, ¢ would have to accept all papers with higher review vectors
with probability 1; as a result, the acceptance probability of a paper with quality —2 would exceed
7/16-2/9+1-(1/364+1/18 +1/36) = 5/24.

Again by virtue of being a threshold policy, ¢ must reject all papers with review vectors
(L,L),(L,M),(M,L). Thus, a paper of quality 5 is accepted with probability at most 1-(4/9 +
2/9+1/36) 4+ 7/16 - 2/9 = 19/24, while a paper of quality 1 is accepted with probability at most
1-(1/44+1/6+1/36) +7/16 - 1/3 = 85/144. Thus, papers of quality 5 are accepted with the
same probability as under the policy ¢’, while papers of quality 1 are accepted with strictly smaller
probability. As a result, a strictly higher review load is required.

We further note that Example also shows that the combination of independent informative
review signals is not necessarily informative. To see this, in Table [1, (M, M) is a better review
signal than (L, H) or (H,L) in the sense that the expected paper quality is higher conditioned
on the former. However, it is not hard to observe that these two signals violate the definition of

informativeness. In particular, % =1<1b5= ﬁ[ili(((LL’z))O;(gfL)))).

4.4 Dominating QB-tradeoffs: Review Noise

In comparing the different QB-tradeoff curves of Fig. [l we observe that any curves corresponding to
higher-quality (i.e., lower-variance) reviews dominate similar curves corresponding to lower-quality
reviews. We show that this is not a coincidence and holds not just for Gaussian noise in the reviews,
but for Blackwell dominating review quality (defined in Definition . Note that the former is a
special case of the latter.

The full story is a bit more subtle. Whether Blackwell-dominating reviews imply better QB-
tradeoffs depends on what space of acceptance policies the conference can optimize over. We show
that if the conference has all memoryless acceptance policies available, then better reviews can
always be used to simulate the worse reviews, and the conference can thus obtain at least the
same QB-tradeoff. Therefore, better reviews weakly dominate worse reviews even when the signals
do not satisfy the informativeness definition. However, if the conference is restricted to threshold
policies and the reviews are not necessarily informative (Definition , carefully chosen “worse”
reviews may actually permit the use of a better threshold policy, achieving a better QB-tradeoff.
However, such behavior is indeed the result of signals violating the informativeness definition: if
the review signals are informative, Blackwell dominance again implies a weakly better QB-tradeoff
under threshold policies.

Definition 4.3 (Blackwell Dominance [7,16]). Let 3: Qx ¥ — [0,1] and 8’ : @x X" — [0, 1] be two
review signal distributions. 3 Blackwell dominates 3’ if there exists a garbling v : X x 3’ — [0, 1]
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from ¥ to X', where for all s € X, (y(s,5"))sexr is a distribution on ¥/, such that for all s’ € ¥’
and all ¢ € O:

By(s") =D Bals) (s, 8).

sEX

4.4.1 General memoryless acceptance policies.

We state the following proposition in the categorical model with m = 1 review. We discuss the
(straightforward) extension to the continuous model and multiple reviews below.

Proposition 4.4. Consider two settings with m = 1 in the categorical model that are identical
except for the review signal distributions (which need not be informative): the distribution 3 of the
first setting Blackwell-dominates the distribution 3’ of the second setting. Then, over memoryless
acceptance policies, the QB-tradeoff in the first setting weakly dominates the @QB-tradeoff in the
second.

Proof. We will show that any memoryless acceptance policy ¢’ : ¥’ — [0,1] in the second setting
can be simulated in the first setting with the same expected conference quality and review burden.
It follows that the QB-tradeoff in the first setting weakly dominates the QB-tradeoff in the second
setting.

Because 3 Blackwell dominates (3, there exists a garbling v from ¥ to ¥/. We define a memo-
ryless acceptance policy ¢ in the first setting: for any review signal s, we set

$(s) =D ¢(s) (s, 8).

s'ey’

First, because (y(s,s'))gesy is a distribution on X' and ¢/(s") € [0,1] for all s’, the output of ¢
is in [0, 1]. Moreover, for any paper quality ¢ € Q,

Pacc(d)a Q) = Z 5(1(8) ’ d)(S)

LIS

= Z Baq(s) - Z ¢'(s') (s, ) (Definition of ¢)
sex s'ex’

= Z (Z Bq(s) - (s, 5')) ¢'(s) (Changing order of summation)
s'eX! \seX

= Z 5;(5/) -¢'(s") (v is a garbling)
s'eX!

= Pacc(¢/7 Q)-

Thus, the acceptance policies ¢ and ¢’ have identical acceptance probabilities for each paper
quality; this makes them indistinguishable to authors. In particular, both acceptance policies have
the same expected conference quality and review burden. ]

For the continuous setting, the proof can be modified by replacing summation with integration.
When the two settings have m > 1 reviews drawn independently from 3 and @', respectively, where
B Blackwell-dominates 3’, we can use the fact that applying the same garbling independently
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in each dimension gives a garbling on the m-dimensional signal vectors. Therefore, viewing the
entire vector as just one signal, the distribution in the first setting Blackwell-dominates that in
the second setting, and Proposition [4.4] applies directly. Performing this reduction relies on the
fact that Proposition [£.4] did not require informativeness of the signals. After all, our notion of
informativeness (and monotone likelihood ratio in general) is defined only for scalar-valued signals.
Similarly to the case of better reviews, when more reviews are obtained in the first setting, and the
reviews in both settings are drawn from the same distribution, the signal of the combined reviews
in the first setting Blackwell-dominates the signal in the second setting: this is because discarding
the additional signals is easily seen to be a garbling.

4.4.2 Threshold acceptance policies.

Proposition shows that a better review quality (in the Blackwell sense) implies a better QB-
tradeoff if we allow the conference to apply any memoryless acceptance policy. This result even
holds for review signals that are not necessarily informative (Definition . In the following
proposition, we further show that even if the conference is restricted to apply threshold policies,
the same result holds if the review signals are informative, i.e., review signals satisfy the monotone
likelihood ratio.

Proposition 4.5. Consider two settings with m = 1 informative review in the categorical model
that are identical except for the review signal distributions: the distribution B of the first setting
Blackwell-dominates the distribution (3’ of the second setting. Then, over threshold acceptance
policies, the QB-tradeoff curve in the first setting weakly dominates the QB-tradeoff curve in the
second setting.

The following lemma is central to the proof of Proposition and proved below.

Lemma 4.6. Consider two threshold acceptance policies ¢ and ¢' which accept papers of quality
q with probability 1/p € (0,1) in the first and the second setting, respectively. Then, under the
author’s q-threshold strategy, the review burden of ¢ in the first setting is no larger than the review
burden of ¢ in the second setting.

This lemma says that if the policies ¢ and ¢’ induce indifference at the same quality threshold
in the authors, then the first setting has a lower review burden than the second. The proof of
Proposition which we turn to now, then follows by creating an appropriate ¢ from ¢’. Given a
¢’ for the second setting, if there is a paper quality in the second setting that agents are indifferent
toward submitting, this is pretty straightforward. If there is no such paper quality, we make ¢’
slightly stricter so that such a quality exists. In this case, the modified ¢’ is “better” than the old
¢', and, again using Proposition we can show that there is a ¢ inducing the same threshold in
the first setting which is “better” than the modified ¢'.

Proof of Proposition[{.5. For any threshold acceptance policy ¢’ in the second setting (the one
that has weaker review signals), let ¥ be any of the author best response strategies to ¢’. (As
discussed in Proposition there might be more than one best response.) We will show the
existence of a threshold acceptance policy ¢ in the first setting such that: 1) ¢ is also a best
response to ¢; 2) the conference quality is the same in both settings; and 3) the review burden
induced by the policy-response pair (¢, 1) in the first setting is at most the review burden induced
by the policy-response pair (¢, %) in the second setting. If the above is true, then every point on
the QB-tradeoff curve of the second setting is weakly dominated by a point on the QB-tradeoff
curve of the first setting, which completes the proof.
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First note that if ¢’ always accepts or always rejects, then the proposition trivially holds. Thus,
we can assume that ¢’ is non-trivial. By Proposition the author’s best response to a non-
trivial threshold acceptance policy is a threshold strategy with some 6: the author will always
submit a paper with quality 2 > 6, not submit if () < 6, and can decide arbitrarily if Q@ = 6.
Additionally, if 9 is the strategy under which the author always submits everything, then letting ¢
be the policy that accepts everything minimizes the review burden without changing the conference
quality. Therefore, without loss of generality, we can assume that not every paper is submitted
under 9.

Now, we consider two cases based on whether there are authors who are indifferent between
submitting or not submitting.

1. The first case is that there exists a quality ¢ such that an author with threshold strategy v
sometimes, but not always, submits papers of quality §. Because 1 is a threshold strategy,
there can be at most one such quality. By Proposition the acceptance probability at ¢
must be exactly 1/p.

Now, consider a threshold acceptance policy ¢ in the first setting that also induces ¥ as the
author’s best response. By construction, ¢ is a de facto threshold. Therefore, the existence
of ¢ is guaranteed by Proposition Note that the conference quality remains unchanged:
papers with qualities strictly greater than ¢ are all accepted, no paper with quality strictly less
than ¢ is accepted; and the same batch of papers with quality ¢ are submitted and accepted
ii.d. with probability 1/p in each setting. The claim now follows by Lemma

2. In the second case, for any possible paper quality ¢, an author with threshold strategy 4,
either always or never submits papers of quality ¢q. Let ¢ be the highest paper quality which
is never submitted. Such a ¥ exists because we are assuming the categorical model, and we
assumed that not every paper is submitted.

Let qub/ denote the threshold policy which accepts papers of quality ¢ with probability 1/p
in the second setting. Note that both ¢’ and dA)’ induce ¥ as the author’s best response,
because we can assume that authors with papers of quality g never submit under ¢, given
that Pacc(é’ ,4) = 1/p, i.e. authors are indifferent between submitting papers of quality g or
not. This implies that qg’ induces the same conference quality as ¢’. Fixing the author’s best
response v, the review burden of qB’ is no larger than that of ¢’. This is because by definition,
¢’ accepts papers of quality ¢ with probability at most 1/p, which is the acceptance probability
of papers of quality ¢ under ¢2' . Then, by Lemma the acceptance probability of papers
of any quality is weakly larger under (;AS’ than ¢, resulting in a weakly smaller review burden

under ¢'.

Finally, in the first setting, let ¢ be a threshold policy that induces a threshold best re-
sponse with a threshold ¢ for the author. Because ¢ is a non-trivial threshold policy, by
Proposition [3.3] ¢ is a de facto threshold. Therefore, the existence of ¢ is guaranteed by
Proposition [3.4] Furthermore, by Proposition [3.3] papers of quality g are accepted with prob-
ability 1/p. By this construction, first note that ¢ is also a best response to ¢. Second, the
conference quality under ¢ is identical to the conference quality under ¢’ because the same
batch of papers are submitted, and all are eventually accepted. Finally, by Lemma the
review burden of ¢ is no larger than the review burden of qg’ which is no larger than the review
burden of ¢’. This completes the proof.
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Proof of Lemma[].0. Let (7,7) and (7/,7") be the parameters corresponding to the threshold poli-
cies ¢ and ¢, respectively. Given that the acceptance probability of g is the same under ¢, , and
@7 4, we want to show that for every ¢ > @, the acceptance probability is weakly higher under ¢,
than under ¢,/ ... By decomposing the acceptance probability into the individual signals, we need
to show that

e By(r) + Y Byls) — (r'-@;(r’) + > ﬁ;<s’)> > 0, (3)

s>T s/ >7!
for any ¢ > q.
Let «y be the garbling from 3 to 3’ (see Deﬁnition, so that B, (s") = >_, By (s)7(s,s') for any
¢ and s’. Substituting the garbling-based characterization and changing the order of summation,
the left-hand side of Eq. can be rewritten as

re Bo(T) + Y Byls) - ( ST Ba(s) s )+ YN Byls) 'V“’S/))

s>T s>t s

=1 Be(r) + D Bals) =Y (r’ (s, T+ Y ’7(878’)> Pa(s)-

S>T s s/ >/

For notational simplicity, let h(s) = 7" - v(s,7") + >, V(s,s"). Because h(s) is a probability
(the probability of observing an instantiation of the Blackwell dominated signal that is accepted
by ¢, ,» when the instance of the Blackwell dominating signal is s), 0 < h(s) < 1. We now break
the summation over s in the above equation into three summations, namely, the summation over
s<T,s=r,and s > 7. Combining the summations over the same subset of signals allows us to
rewrite the preceding equation as

r-ﬁq(7)+26q(s)—2h(s) Bq(s

§>T

= (r—h(r) - By(r) + Y _(1 = h(s)) - B(s) = D hls) - By(s)- (4)

S>T s<T

Next, we use the monotone likelihood ratio property. Let 7, := gzgz; denote the likelihood ratio

for signal s. Informativeness of signals, being defined as monotone likelihood ratio, then implies
that ny > ns for any s’ > s. Using this monotonicity, we can bound as

[4) = (r — h(r) nrﬁq ‘|‘ Z (1- Usﬂq Z h(s 7786q

$>T s<T

> ('l“ - h( 777'@1 + Z 1 - 777611 Z h 777611
S>T s<T

=17 (7’ Ba() + Y Bals) = > h(S)%(S))

S>T S
=MNr- (Pacc(¢r,r7 Q) - Pacc(‘bﬂ,ﬂv Q))
= 0.

Here, the inequality uses the monotone likelihood property separately for s > 7 and s < 7 (observing
the signs of the multipliers of 7,), and the final step follows from the assumption that the acceptance
probabilities of papers of quality ¢ in both settings are equal 1/p. O
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While the result again generalizes from the (presented) categorical model to continuous signals,
it does not generalize to m > 1 signals. The reason is that it relies on informativeness of the
signals, a property that is not preserved when combining signals (shown in Example . In
particular, we have numerically found counterexamples which suggest that even though the review
signal distribution of one setting Blackwell-dominates the distribution of another setting (and both
review signals are informative), it is possible that after combining two independent signals in
each setting, the QB-tradeoff achieved by threshold policies in the first setting does not (weakly)
dominate the QB-tradeoff in the second setting@

These examples also suggest that if the reviews do not satify informativeness, Blackwell domi-
nance does not imply better QB-tradeoffs under threshold acceptance policies.

4.5 Dominating QB-tradeoffs: Conference Value and Discount Factor

We just saw that higher review quality leads to a better QB-tradeoff for the conference. Next,
we elaborate on an observation made in Section [3.3] namely, that a more attractive conference
or more patient authors leads to a worse QB-tradeoff, because authors will be more persistent in
resubmitting borderline papers.

Proposition 4.7. Consider two settings that are identical except that they have attractiveness fac-
tors p and p' < p, respectively. Consider their corresponding @QB-tradeoff curves as the acceptance
threshold is varied from —oo to co. Then, the QB-tradeoff curve of the first setting dominates the
@ B-tradeoff curve of the second.

Proof. To verify the definition of the dominance of QB-tradeoff curves, we will show that for any
point on C’ that neither corresponds to accepting all papers nor to rejecting all papers, there is a
point on C that has the same conference quality but strictly smaller review burden.

Fix any non-trivial de facto threshold 6; the existence of 8 is guaranteed by Proposition We
first focus on the continuous case. By Proposition both settings have a unique corresponding
non-trivial threshold acceptance policy with thresholds 7 and 7/. By Proposition a paper
with quality 6 is accepted with probabilities 1/p and 1/p/, respectively, in the two settings. This
means that papers with quality 6 are accepted with strictly smaller probability by ¢, than ¢,.. By
Lemma ¢, is stricter than ¢,.. Thus, for papers of every quality ¢, the expected number of
rounds that a paper of quality ¢ has to be resubmitted is strictly larger in the second setting, which
implies a strictly larger review burden.

The argument for categorical models is essentially the same, but slight care needs to be taken
to account for the non-uniqueness of threshold policies. Note that fixing a de facto threshold does
not fix the conference quality in the categorical model when 6 € Q. However, we can always
additionally fix the author’s strategy (for both settings considered) if there exists a paper quality
for which the authors are indifferent between submitting or not; this fixes the conference quality.
Therefore, fixing a de facto threshold 6 is still sufficient to complete the proof. Let ¢ < 6 be the
largest quality in the quality set Q that is strictly smaller than 6. (We define ¢ this way even
if 0 itself is in the quality set.) Such a ¢ must exist because 6 was a non-trivial threshold. Let
¢ be any threshold acceptance policy which induces 6 as the de facto threshold in the setting
with conference attractiveness p. Because papers of quality ¢ are not submitted, we must have
Pace(9,q) <1/p. Now, let ¢’ be a threshold acceptance policy in the setting with attractiveness p/

90ur counterexamples use three types of paper qualities, and the signal set contains three signals. Unfortunately,
these counterexamples are complicated and not very intuitive, so we choose not to include them in this paper.
The counter-examples were found by exhaustive computational search, and the code for this search is available at
https: // github.com/ yichiz97/ Conference- Peer- Review!.
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which accepts papers of quality ¢ with probability 1/p’. Such a policy ¢’ exists by Proposition
Because 1/p’ > 1/p, by Lemma ¢ is stricter than ¢’. Therefore, all papers are accepted with
at least the same probability under ¢’ as under ¢. Therefore, the review burden under ¢’ is strictly
smaller than under ¢, and since this holds for all non-trivial 8, we have shown domination of the
QB-tradeoff. O

Proposition directly implies that either increasing the conference value V or increasing the
authors’ discount factor will harm the QB-tradeoff, in the sense that it will be dominated by the
original setting. This result holds across all the models that we consider; it is also confirmed by
our analysis based on real data in Section [5]

4.6 Acceptance Rate

One may suspect that the higher the threshold, the more selective the conference, so the lower the
acceptance rate. But this is not always true. The reason is self selection by authors of weaker
papers, who may not submit in the first place. As a result, those papers will not be rejected.

We first develop some mathematical tools to help us reason about the interaction between the
selectivity of the conference (the de facto threshold) and the acceptance rate.

Consider the continuous model. Let 7 be a non-trivial acceptance threshold, and 6 the corre-
sponding de facto threshold. As before, let P,..(T,q) be the probability that a paper of quality
Q) = q is accepted at the conference. In round ¢, the total resubmission “density” of papers with
quality equal to ¢ > 6 is equal to p(q) - Z§:0(1 — Pace(1,9))179. As t gets larger this converges
t0 p(q)/ Pacc(T,q). Of these papers, a Py (T, ¢) fraction will be accepted in each round. Hence, the
acceptance rate converges to

_ Number of papers accepted this round feoo p(q)dq 5)
7~ Number of papers submitted this round 15" p(@)/ Pace(T, q)dq’

We now use Eq. to intuitively reason about how the prior distribution p affects the acceptance
rate . Notice that it is the papers with low acceptance probabilities which disproportionally
decrease the acceptance rate. This is because they add only their mass to the numerator, but add
their mass scaled by 1/Ppcc(7,q) to the denominator. Thus, intuitively, for papers with quality at
least 0, if a z fraction of them are borderline with quality “near” 6, and the other 1 — z fraction has
a very high acceptance probability, the acceptance rate can be approximated by m.
Notice that this is decreasing with z: the larger z, the smaller the acceptance rate.

The measurement of z intuitively resembles the hazard rate of a distribution, which is defined as
T f g()xy where f is the probability density function, and F' is the cumulative distribution function.
Similar to z, the hazard rate measures the probability of a paper on a boundary at z, f(x), relative
to the mass of papers larger than =, 1 — F(z). The hazard rate is known to be monotone for
thin-tailed distributions, like the Gaussian distribution. Conversely, the hazard rate is known to
be non-monotone for heavy-tailed distributions, like the Cauchy distribution. Finally, the hazard
rate is known to be (eventually) constant for the Laplace distribution.

Using the above intuition, we might expect the acceptance rates to decrease for the Gaussian
prior. This is because Gaussian distributions have a monotone (increasing) hazard rate; thus, z is
likely to increase and drive down the acceptance rate. Additionally, we might expect the acceptance
rates to increase for the Cauchy distribution. This is because Cauchy distributions have a non-
monotone hazard rate; thus, z is likely to decrease at some point and drive up the acceptance rate.

20Taking ¢ large enables us to take into account the full history of previously rejected papers that are resubmitted.
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Finally, we might expect that the acceptance rate is relatively constant after some point for the
Laplace prior. Fig. [2] gives evidence to support this intuition. We find it remarkable that despite
the heuristic reasoning “by analogy” to the hazard rate, we exactly observe these outcomes for the

paradigmatic distributions in their respective classes.

1.0 1.0 1.0
> > >
% 0.8 % 0.8 a:‘_;j 0.8
It 0.6 0=0.2 g 0.6 0=0.2 o 0=0.2
g 0=0.5 g 0=0.5 §°-6 0=0.5
804] — o=1 S04l — o=1 o4l — o=t
E —_— 0=2 é(‘j —_— 0=2 g —_— =2

02 — o= —_ o= _ =

o=5 0.2 o=5 0.2 o=5
-10 -5 0 5 10 -10 -5 0 5 10 -10 -5 0 5 10

Acceptance threshold T

a) Gaussian prior.
(a) p

Acceptance threshold T

(b) Laplace prior.

Acceptance threshold T

(¢) Cauchy prior.

Figure 2: The acceptance rate vs. acceptance threshold under different prior distributions. Here, the
noise distribution F(") is fixed as a normal distribution with zero mean and standard deviation of 1.
Three types of prior distributions of the paper quality, all with zero mean and standard deviation
(scaling factor) o, are considered: (a) the Normal distribution; (b) the Laplace distribution; and
(c) the Cauchy distribution.

Another interesting observation is that the quality distribution of submitted papers is not a
good reflection of the prior quality distribution of papers, even conditional on being above the de
facto threshold. The reason is that papers nearer the de facto threshold need to be submitted
more times (on average) before being accepted than higher-quality papers. Therefore they are
over-represented among the submitted papers@ However, by Eq. , the quality distribution of
accepted papers is an accurate reflection of the prior quality distribution of papers conditional on
being above the de facto threshold.

5 Noiseless Authors and Real-World Parameters

In Section [3] we defined the key notions of de facto thresholds and resubmission gaps, and charac-
terized them generically in terms of model parameters. In Section [d, we built on this foundation
to obtain theoretical insights into Pareto-optimal QB-tradeoffs and the relationship between the
acceptance threshold and acceptance rate. In this section, our goal is to investigate these basic
phenomena on more realistic categorical data. We will study two different categorical models: a
more theoretical model with binary qualities and signals (which allows for very clean interpretation
of model parameters), and a more realistic model with parameters learned from publicly available
ICLR data.

We emphasize that the results in this section were obtained analytically rather than with agent-
based simulations; however, we use figures to visualize them, as the analytical formulations would
be extremely cumbersome.

21This aligns well with many reviewers’ observation in the real world that many of their assigned papers seem to
be borderline.
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5.1 Categorical Models Studied

We define the following two special cases of our general model. Both have discrete sets of qualities
Q and signals . Both models are defined more generally, allowing for noisy authors, for use in
later sections.

The (a, B, m,V,n)-binary model is a categorical model in which there are two paper qualities
{=1,+1} and two review signals. One paper quality is referred to as negative (“bad papers”), and
the other as positive (“good papers”). The prior is such that each paper is equally likely to be bad
or good. Authors receive the correct signal about their papers with probability o and otherwise
receive the opposite signal. Similarly, each reviewer receives the correct signal about his assigned
paper with probability S and otherwise receives the opposite signal. The parameters m, V, and n
are, as in general, the number of solicited reviews, the value of the prestigious conference, and the
discount factor, respectively.

The (Aa, Ag,m,V,n) — ICLRY" model is a categorical model learned from data. Specifically,
the prior of paper quality p* and the review signal distribution 8* are learned from the ICLR, 2020
and 2021 open review datasets [I], 2]; for each dataset, a model is learned with paper quality sets
of sizes L = |Q| € {4,5}. The year of the dataset is denoted by y. Details of the method used for
learning are described in Appendix [C] where the learned parameters are shown in Table

When varying the signal quality in models based on ICLR data, we use Aq € [0,1] for the
author’s signal and A € [0,1] for the reviewer’s signal; the parameters control the probability
with which the signal is drawn from the learned parameters 8* vs. a uniform distribution. A4 =1
(Ag = 1) implies that the signal is drawn from 8* (the same for both authors and reviewers) while
Aa = 0 (Ag = 0) implies that the signal is uniformly random. The parameters m, V, and 7 are
again the number of solicited reviews, the value of the prestigious conference, and the discount
factor, respectively. When we model noiseless authors, we simply remove the entry A4 from the
tuple and call this the (Ag,m, V,n) — ICLRY"* noiseless-author model.

We remark that the learned distributions B* of reviewer signals do not strictly satisfy informa-
tiveness as defined in Definition However, as we will see, the properties that we are interested
in still (approximately) follow.

5.2 The Resubmission Gap in Categorical Models

We begin by juxtaposing the acceptance threshold and de facto threshold in a model whose pa-
rameters are learned from ICLR data, and in which each paper is reviewed m = 3 times. We study
this juxtaposition to understand the extent of the resubmission gap for a situation with realistic
parameters for a real-world conference.

By Proposition [3.4] each de facto threshold can be achieved by a threshold policy with some
acceptance threshold; we therefore focus on threshold acceptance policiesH However, given that
the models we consider here are categorical, a threshold 7 may not uniquely determine a policy,
namely, when there is a combination of reviewer signals which occurs with positive probability and
induces posterior expected quality exactly 7. For convenience of notation and visualization, instead
of specifying the additional parameter r, we use the following convention to associate a unique policy
¢, with each 7 € R. Let min(Q) < U(s1) < --- < U(spy) < max(Q) be the expected posterior
qualities of all possible combinations of review signals that occur with positive probability@

22Threshold acceptance policies may not achieve the optimal QB-tradeoff, but are natural and likely more readily
accepted in practice.

23The assumption that all inequalities between U (s1) and U(sar) are strict is basically without loss of generality.
If there are multiple review vectors with the same expected posterior quality, our proofs can be adjusted by replacing
one vector s; with the set of all vectors giving rise to the same U(s;). This change is merely syntactic.
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1. If 7 < U(sy), accept everything.
2. If 7 > max(Q), reject everything.

3. fU(sy) <7 < max(Q), accept papers of posterior expected quality U(sys) with probability

% and reject all other papers.

4. For the intermediate cases 7 € [U(s1),U(snr)), let i be such that 7 € [U(s;),U(si+1)). Then,
we interpret a threshold of 7 as the policy which accepts all papers of expected posterior
quality at least U(s;4+1), rejects all papers of expected posterior quality strictly less than U(s;),

and accepts papers of expected posterior quality exactly U(s;) with probability %

Recall from Proposition [3.9] that optimal policies for the conference are exactly those that induce
a de facto threshold of # = 0 in the authors; that is, they induce authors to submit all papers of
positive quality but no papers of negative quality. If there are multiple threshold acceptance
policies all achieving the same de facto threshold of 0, we have the conference choose the most
lenient of these, i.e., maximizing the acceptance probability. This is because the same set of papers
is submitted and accepted eventually, but each is reviewed the smallest number of times.

By Proposition a paper with quality @ = ¢ is submitted if P,.(7,q) > 1/p = ‘1/;_’777 and not
submitted if Pec(7,q) < 1/p. Fig. |3| plots Pacc(7,q) as a function of the acceptance threshold T,
for all ¢ € Q in the categorical model. In this figure, there are four discrete paper qualities, two
of which are negative. The optimal de facto threshold is just above the largest negative quality,
which is § = —0.41. The optimal acceptance thresholds are determined by the intersection between
the horizontal line y = 1/p and the curves Pacc(7,6) (the orange curves), which implies that the
optimum thresholds 7 are the lowest thresholds to guarantee the maximum quality. By definition,
the resubmission gaps are then 7% — 0.
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Figure 3: The probability of acceptance P,c.(7, q) as a function of the acceptance threshold 7 in the
(Ar,m = 3,V,n) — ICLR?*?%4 noiseless-author model. In this example, 1/p = 0.3, and the optimal
de facto threshold is 8 = —0.41. We consider two different levels of review quality, characterized by
Ar = 1 (higher quality) and Ar = 0.5; the corresponding curves are shown in solid and dashed lines,
respectively. The corresponding optimal acceptance thresholds are 7 = —0.24 and 75 = —0.11.

In Fig. [3| the optimum thresholds 7* are the intersections between the horizontal line Py (-, ) =
% and the orange curves, which correspond to ¢ = —0.41. From this figure, we observe that
decreasing p or increasing A leads to a decrease in the resubmission gap when the conference uses
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the optimal de facto threshold. Recall that p = ‘l/f_g Hence, the resubmission gap is increasing in
V and 7, and decreasing in the review quality. Both observations are in line with our theoretical
results in Section |3} Note that the curves in Fig. [3|are serrated because the probability of acceptance
of papers with quality ¢ is approximately equal to Ei:U( si)>T Pr(s;) while ignoring the knife-edge
cases. The values of U(s;) are typically distributed unevenly in the range [U(s1),U(spr)]. Thus,
for some 7y, an increase in the acceptance threshold from 7y to 79 + € does not rule out any s;
(resulting in a flat curve at 79), while for other 7, the same increase in the acceptance threshold

will rule out multiple s; (resulting in a steep drop in Py at 7).

5.3 The Quality-Burden Tradeoff and Acceptance Threshold
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(a) Quality-burden tradeoff (b) Acceptance rate.

Figure 4: In the (Ag,m = 3,V = 5,17 = 0.7) — ICLR?***** noiseless-author model, (a) shows the
different quality-burden tradeoffs; (b) shows the acceptance rate as a function of the acceptance
threshold. For (a), the Pareto optimal points are marked with triangles for different review qualities.
Note that the de facto threshold which accepts @2, (3 and ()4 has expected conference quality
—0.002, and thus is dominated by “accepting nothing.” Similarly, “accept all” is dominated by
“accept nothing.”

We next want to understand the tradeoff between the conference’s quality and the review burden
on the community, as well as the relationship between the conference’s acceptance rate, the review
quality, and the acceptance threshold in the categorical model.

Fig. fa) shows the QB-tradeoff. Similar to the continuous case, the conference can reduce the
number of reviews while giving up some quality, by increasing the threshold and only accepting the
papers of highest quality. Note that the Pareto frontier of a threshold policy under the categorical
model is not a curve, but a set of discrete points. This is because the quality space is discrete,
and we assume papers whose authors are indifferent between submitting or not always make the
same decision, for convenience of visualization. In line with the intuition behind Propositions (4.4
and the Pareto optimal points improve with the review quality (as captured by A), i.e., higher
review quality allows for a lower review burden while achieving the same conference quality.

The acceptance rate, as shown in Fig. (b), has a sawtooth like shape as a function of the accep-
tance threshold. It jumps up whenever the acceptance threshold reaches a level where the lowest
remaining tier of papers will not be submitted any more. Subsequently, as the acceptance threshold
increases further, the acceptance rate decreases, as the same papers are submitted, but more papers
are rejected due to the higher threshold. Furthermore, keeping the acceptance threshold constant,
higher review quality leads to lower acceptance rate when the acceptance threshold is relatively
low, but to higher acceptance rate when the threshold is high. The intuition is that fixing the re-
view quality, there is a minimum posterior quality U(s) which the conference can discern (denoted
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by 7 in Section . Once the acceptance threshold is below U(s), all papers are immediately
accepted and thus also submitted. The high-quality reviews have a lower minimum U (s); thus, for
low thresholds, they will reject papers with poor reviews; nonetheless, all papers are submitted,
resulting in lower acceptance rate. When the acceptance threshold is high, high-quality reviews

lead to more careful self-selection than low-quality reviews, and thus lead to a higher acceptance
rate.

5.4 The Optimal Number of Solicited Reviews

We next study the optimal number of reviews the conference should solicit in each round. Notice
that an increase in the number of reviews per round may be counter-balanced by a decrease in
the number of rounds until a paper is accepted. More specifically, while even with one review, a
correct acceptance threshold can induce the author to perfectly self-select and only submit papers
of positive quality, this threshold may be very high. As a result, it may take many rounds of
resubmission to accept the desirable papers. More reviews per round can be interpreted as a more

accurate signal, allowing earlier acceptance for desirable papers. We empirically study this tradeoff
and find the optimal m.
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Figure 5: The review burden vs. review quality under different numbers of solicited reviews in (a)
the (a = 1,3,m,V = 5,17 = 0.7)-binary model and (b) the (Ag,m,V = 5,17 = 0.7) — ICLR*?%4
noiseless-author model.

In Fig. 5| we show examples of how m and the review quality affect the review burden. We do
not trace out all the points of the QB-tradeoff. Instead, we set the de facto threshold as permissibly
as possible while maximizing conference quality. Note that in Fig.[b| the optimal number of reviews
per round is either 1 or 2.

Next, in Fig. [f] we investigate how the optimal number of solicited reviews and the review
burden depend on the combination of the conference’s value V' and the review quality, in both the
binary model and the categorical models. We observe that, in general, a relatively small number
of solicited reviews (m < 3) is optimal in most cases, especially when the conference is not much
more valuable than the sure bet.

Inspecting the results for the binary model in Fig. @(a), we observe that a single review is
optimal both when the review quality is low (/3 is close to 0.5) and almost perfect (8 is close to
1). The intuition is that when the review quality is poor, slightly more reviews do not help with
distinguishing the papers significantly better; on the other hand, when the reviews are almost
perfect, the conference does not need more reviews to distinguish the papers. Additional reviews
are most beneficial in the intermediate range of S.
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Figure 6: The m that leads to the minimum review burden while guaranteeing the maximum
conference quality in (a) the (o = 1,8, m,V,n = 0.7)-binary model and (c) the (Ag,m,V,n = 0.7)-
ICLR?92%4 noiseless-author model. (b) and (d) show the minimum review burden that can be
achieved while guaranteeing the maximum conference quality in the same two models, respectively.

5.5 The Tradeoff between Review Quality and Quantity

We next consider how a change in the quality of reviews affects the review burden. More specifically,
we investigate how many fewer reviews are sufficient to retain the same conference quality when
each review has slightly higher quality. Naturally, producing or procuring higher-quality reviews
takes extra effort; our results can be interpreted as guidance on whether the extra effort is worth
the improvement within the context.

Revisiting Fig. || our results show that in general, improving the review quality lowers the
review burden. This is true both if we fix m or if we optimize over the best m (which traces out
the lower envelope of the plots). For the more controlled binary model (in which review noise can
be unambiguously quantified), monotonicity indeed holds throughout. In contrast, in the more
complicated categorical model, the review burden R is not always monotone decreasing in the
review quality Ar. One possible reason is that, as shown in Section [4.4.2] Blackwell dominance in
the review signal distribution does not necessarily imply dominance in the QB-tradeoff curves if the
conference applies a threshold acceptance policy. Counterexamples like this may occur occasionally
in the more complicated categorical model that is estimated from real data.

We next investigate the dependency more quantitatively in the binary model in Fig. (a) for a
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fixed value of m. For example, observe that for m = 3, the review burden for § = 0.7is R = 3.4
while for g = 0.6, it is just shy of 6.7, almost twice as high. Thus, the review burden can be nearly
halved by obtaining slightly more accurate reviews. Note that with m = 3, the smallest possible
review burden is 1.5. This is because when the reviews are perfect, the bad half of the papers will
not be submitted, while the good half will be accepted after one round (entailing 3 reviews).

We observe that generally, the effect of improving review quality on the review burden is more
significant when the review quality is low. To see this, we look at the lower envelope of Fig. (a)
when m is optimized. Here we see that the impact on review burden for improving (5 is larger
when 8 < 0.75 than when 8 > 0.75. Similar patterns can be observed in the categorical model in
Fig. [5|(b).

We also consider the joint dependency on the conference’s value and the review quality. Fig. @(b)
and Fig. |§|(d) show the review burden for different conference values V', optimized over m and the
policy threshold. We see that, fixing a review quality, the review burden increases with V; the
increase is steeper when the reviews have low quality. (The distance between contours is smaller
when the review quality is low.) Seen from another perspective, to maintain a desired review
burden (fixing a contour in the figure), if the conference value is larger, the conference requires a
higher review quality.

5.6 The Author’s Utility

So far, our discussion and analysis have focused exclusively on the conference’s optimization trade-
off between quality and review burden, without consideration for the author’s utility. We next
investigate how this tradeoff changes when taking the author’s utility into account. Specifically,
we consider the author’s utility as a constraint imposing that each submitted paper be accepted
within 3 rounds of review in expectation, over the randomness in both paper quality and reviews.
Recall that each submitted paper is accepted eventually, so we are now considering a constraint
that this eventual acceptance be fast enough.

In order to satisfy this additional constraint, if the review quality is fixed, the conference can
(or has to) request more reviews in each round. The conference will still ensure that the de facto
threshold is 0, but due to the more accurate signal obtained from more reviews, a smaller number
of rounds of review is required.

Fig. [7] is analogous to Fig. [5] in the binary model, but with the additional constraint that the
number of rounds be at most 3@ Not surprisingly, the required minimum number of solicited
reviews is increasing as the conference value increases and the review quality decreases. However,
when the review quality is sufficiently high (5 > 0.7), soliciting no more than three reviews is still
the optimal choice.

6 Authors with Noisy Signals: ABM Experiments

So far, we have considered the impact of parameters and policies on the conference’s tradeoffs in
a simple, clean, and analytically tractable continuous model (in Section and in two discrete
models, one of which is learned from ICLR data (in Section ; there, no clean closed form was
available, but analytical results still lent themselves to easy plots. The primary reason for why
these models were tractable was that authors had perfect signals about their own papers’ qualities,
and thus did not update their beliefs in response to reviews.

24Obtaining the same results for the categorical model would be very time consuming, as the number of solicited
reviews is more than 5; therefore, the corresponding figures are not presented.
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Figure 7: The conference’s tradeoff when ensuring that the expected number of rounds of resub-
mission is at most 3 and the de facto threshold is 0. (a) shows the minimum number of solicited
reviews that is required, and (b) is the corresponding minimum expected review burden. Both
figures are in the (a = 1,8, m, V,n = 0.7)-binary model.

When authors receive noisy signals themselves, they will update their beliefs about their papers’
quality based on the reviews they receive. For example, an author who initially received a signal
indicating that her paper was of high quality may revise this estimate downward after receiving
several negative reviews. As a result, authors may not make the same decision in each iteration;
while it may initially be utility-maximizing to submit the paper, after several negative reviews, the
author may instead submit to the sure bet.

In this section, we focus on authors with noisy signals. After all, understanding the behavior of
more realistic authors (with imperfect information) is also an important robustness check on our
results. Unfortunately, computing the author’s posterior belief of the paper quality, conditioned on
the reviews in each round, is analytically quite intractable. Therefore, we use agent-based simula-
tions (agent-based modeling (ABM)) to evaluate the impact of conference policies on outcomes.

6.1 Experimental Setup

In our ABM experiments, we simulate the submission-review process for n papers. As a brief
recap of our model from Section [2] we conceptualize the submission-review process in three phases:
submission-reviewing—-decision.

In the first phase, each author updates her belief about her paper based on her private signal
that is generated based on «, and the reviews from the previous rounds (if any). Given the belief,
the author reasons about the expected utility of submitting to the conference or to the “sure bet”
option. We consider two strategies for the authors’ decision making. The optimal strategy assumes
that authors are best-responding to the conference’s policy. That is, given that the game lasts for T’
roundsF_gL the author uses backward induction with dynamic programming to optimize the decision.
Specifically, she first reasons about the expected utility in round 7" given all possible histories of
reviews; she then similarly updates the reviews-utility mapping in rounds 7" — 1, T'— 2 and so on.
Eventually, she can infer the optimal action in the current round.

We also consider a simpler myopic strategy. Here, the author reasons about the expected utility
of submitting to the conference by assuming that after a rejection, she will submit to the sure

25Due to running time concerns, we set T = 10 in our experiments.
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bet option. That is, a myopic author in round ¢ does not foresee the future after round ¢ + 1.
FEmpirically, the myopic strategy performs almost as well as the optimal strategy. The myopic
strategy asks: is it better to submit one more round before giving up or to give up now? While it
can happen that submitting two more rounds before giving up is better than giving up now which
in turn is better than giving up after one round of submission, such cases are quite rare when the
same threshold acceptance policy is used in each round.

In the second phase, the conference obtains m reviews for each submission. These reviews are
drawn i.i.d. from the review signal distribution 3, conditioned on the ground truth quality of the
submission.

In the third phase, for each submission, the conference makes a decision of acceptance or
rejection based on a threshold policy with threshold 7. Given the m i.i.d. reviews sampled in
the second phase, the conference can infer the conditional expected quality of the submission
(conditioned only on the reviews from the current round) and accept or reject the paper based on
the simplified threshold policy for the categorical model (described in Section .

The three phases are repeated for T rounds. After T rounds, all papers that have not been
accepted (by either the top conference or the sure bet) are submitted to and accepted by the sure
bet.

Choosing model parameters. We consider the same two types of models as in Section
a simple binary quality model (which has a concise representation), and the more fine-grained
categorical models learned from ICLR data.

For the binary model, we model the authors as using the optimal strategy. When studying the
categorical model, we model authors as using the myopic strategy; this is done due to running-
time concerns, because finding the optimal strategy would involve a search over too many possible
options.

For both models, we set m =3, V =3 and n = 0.7. There are n = 10000 submissions, and we
consider T" = 10 rounds. We note that in most cases, 7' = 10 is enough for the conference to accept
all submitted papers.

6.2 (QB-Tradeoff and Acceptance Rate

In Fig. |8 we show the QB-tradeoff and its dependence on the signal qualities of the authors and
reviewers. In Fig. (b), the signal quality is captured by the parameters A4 and Ar with which the
author and the reviewer, respectively, obtain meaningful (as opposed to uniformly random) signals;
see the definition in Section [5.1] and Appendix [C]

6.2.1 The QB-tradeoff

We first note that the Pareto frontier of the QB-tradeoff consists of a larger number of points when
authors are noisy. For example, in the binary case, the acceptance threshold can be set so that
agents with signals indicating high-quality papers only submit once (or alternatively twice) before
giving up, while agents with signals indicating low-quality papers never submit. In the case where
agents submit only once before giving up, the review burden will be less, but so will the conference
quality, as some high-quality submissions will give up before being accepted. Cases like this can
never occur when agents have perfect signals about their papers.

An immediate observation in Fig. [§] is that improving the signal quality for either the author
or the reviewer is generally beneficial to the QB-tradeoff.
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In Fig. (b), we hypothesize that the Pareto frontier of the current review system is located
in the grey area between the brown triangles and the red triangles. The former represents the
case of noiseless authors, and the latter represents the case of authors whose signals are as noisy
as the reviewers’. In both cases, the reviewers’ signals are learned from the ICLR 2020 dateset.
Comparing the red triangles (which comprise the lower bound of the Pareto frontier of the current
system) with the brown triangle at (2.7,0.16) (which is the Pareto optimal point maximizing the
conference quality when authors are noisy), we obtain a sense of how well the current system is
performing. Our results suggest that with a properly designed threshold policy, the current review
system could achieve at least 94% of the maximum conference quality with at most 180% of the
review burden achieved if the authors were noiseless; at another Pareto optimal point, the current
system could achieve at least 82% of the maximum conference quality with the same review burden
as in the case of noiseless authors.
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Figure 8: Pareto optimal points of the quality-review tradeoff under different review qualities and
author signal qualities, resulting from different acceptance thresholds in (a) the (a, B,m =3,V =
5,m = 0.7)-binary model and (b) the (Aa,A\g,m = 3,V = 5,1 = 0.7)-ICLR?>**** model. In (a),
authors are best-responding; and in (b), authors use the myopic strategy if noisy and are best-
responding if noiseless. The grey area is defined by the Pareto frontier of the red triangles and the
brown triangles; we hypothesize that this is the Pareto frontier of the real review system.

6.2.2 The Acceptance Rate

As in Fig. (b), the acceptance rate as a function of the acceptance threshold — shown in Fig. @—
roughly follows a sawtooth shape: as the threshold increases, the rate decreases, except at discrete
points. At these points, the lowest remaining quality level of papers is not submitted any more,
leading to a sudden jump in acceptance rate. We can also observe that this effect is more pronounced
when authors have better signals about their papers’ qualities. Another interesting observation
from Fig. @(a) is that there exist multiple jumps in the acceptance rate as the acceptance threshold
increases (e.g., for the brown dashed curve, one at 7 = —0.25 and another at 7 = 0.3). This seems
counterintuitive since there are only two categories in the binary model, and thus there should be at
most one jump where the bad papers stop submitting. However, note that when authors are noisy,
bad papers may stop submitting in different ways. For example, in Fig. @(a) with a = 8 = 0.9,
when 7 = —0.25, the best response of an author with a negative signal is to submit in the first
round and stop submitting if she receives more than two negative reviews in the first round of
submission; when 7 = 0.3, her best response is to never submit a paper with a negative signal.
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We further look at the effects of the author/review signals on the acceptance rate. On one
hand, Fig. [0] shows that better author self-selection quality leads to a higher acceptance rate. The
effect of better self-selection emerges after at least the bottom quality tier of papers ceases to be
submitted. On the other hand, the effect of the review quality can be discussed in two cases. First,
when the acceptance threshold is low, e.g., lower than 0 in Fig. |§|(b)7 high review quality (shown
in brown) decreases the acceptance rate, since more bad papers are rejected. Second, when the
acceptance threshold is higher than 0, higher review quality generally increases the acceptance rate
since it helps the authors’ self-selection. This is similar to the behavior observed with perfectly
informed authors in Fig. (b), discussed in Section
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Figure 9: Acceptance rate as a function of the acceptance threshold in (a) the (a, 8,m = 3,V =
5,1 = 0.7)-binary model and (b) the (A, Ag,m = 3,V = 5,17 = 0.7) — ICLR*** model. In (a),
authors are best-responding; and in (b), authors are using the myopic strategy.

6.3 Review Quality vs. Quantity

We next investigate the tradeoff between the number and quality of reviews, in the presence of
noisy authors.
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Figure 10: Pareto optimal points of the quality-review tradeoff under different review qualities
and m, resulting from different acceptance thresholds in (a) the (o = 0.8,5,m,V = 5,7 = 0.7)-
binary model and (b) the (Aa = 1, \g,m,V = 5,7 = 0.7) — ICLR?***** model. Tn (a), authors are

best-responding; and in (b), authors are using the myopic strategy (Section [6.1]) if noisy and are
best-responding if noiseless.
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Fig. [I0] is akin to Fig. [} instead of varying the author’s noise, we varied the number m of
reviews. In general, a larger number of solicited reviews m leads to a heavier review burden, but
can achieve a slightly higher maximum conference quality. The intuition is that more reviews per
round helps the authors update their belief about their papers faster. Thus, better self-selection
can be induced in fewer rounds which results in fewer mistakes made by the conference. Again, in
line with Fig. b, our results show that the Pareto frontiers when the number of solicited reviews is
larger than 3 are largely dominated by the frontiers when m < 3. However, we observe that the
disadvantage of using m = 1 is enlarged when authors are noisy: authors cannot learn the true
quality of their papers fast enough and because we run the resubmission process for 7' = 10 rounds
(due to computation issues), this results in significantly lower maximal conference quality. For
example, in Fig. [I0(b), compared with the light orange circles (m = 2), the yellow circles (m = 1)
only achieve less than 40% of the conference quality.
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Figure 11: The maximum conference quality that can be achieved with review quality 8 (or Ag) and
review burden R when authors are noisy in (a) the (a« = 0.8, 8, m,V = 5,17 = 0.7)-binary model and
(b) the (A4 = 1,Ag,m,V =5, = 0.7) — ICLR**** model. For each 8 and g, we search over all
numbers of solicited reviews m € {1,...,5}, and for each m, we search over acceptance thresholds
7 from [min(Q), max(Q)] with step size 0.01. Then, the Pareto optimal points are plotted as green
dots, and the heat map is drawn to represent the maximum conference quality that can be achieved
with the particular review quality and review burden. (The maximum conference quality that can
possibly be reached is 0.5 in (a) and 0.161 in (b).)

Fig. [L1] provides a different visualization of the interaction of the conference quality and review
burden, which now also incorporates the review quality. For each review quality, we compute the
maximum conference quality attainable without going over some review burden. We see that higher
review quality yields more favorable QB-tradeoffs. Although increasing the number of solicited
reviews per paper can indeed yield higher conference quality, it usually results in a substantial
increase in the review burden. Instead, improving review quality can yield the same conference
quality, while reducing the review burden. Furthermore, when the review quality is reasonably
high, soliciting a small number of reviews per paper often leads to a fairly good QB-tradeoff. For
example, in Fig. a), 95% of the maximum conference quality can be achieved with m = 2 when
the review quality is 8 = 0.8.
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7 Institutional Memory

Most conferences’ acceptance policies are memoryless, in the sense that resubmissions are treated
the same as new submissions. However, in part to deal with the large number of papers that are
repeatedly resubmitted, several conferences have experimented with models that have “institutional
memory.” We consider the following types of policies which are not memoryless and contain some
institutional memory.

Time Limited, Fixed Threshold: The simplest way to incorporate memory into the submission
process is to limit the number of times the same paper can be submitted. We call such a
policy a T-round fized-threshold policy.

Time Limited, Variable Threshold: A generalization of T-round fixed threshold policies is to
allow different acceptance thresholds for different rounds. This allows a conference to set
higher/lower standards for resubmissions. However, we require the conference to solicit the
same number of reviews for each round@ Formally, a round-dependent threshold policy is
defined by a threshold vector 7 = (T(l), @ . ,T(T)); in round ¢t < T, a paper with reviews
s is accepted if and only if its expected quality conditioned on the most recent review vector
s (not including reviews from earlier rounds) is at least 7(*).

Review Following: Under a T-round review-following threshold memory policy, not only does
the conference track the number of resubmissions; it also considers all past reviews as equal
(additional) reviews of resubmissions. That is, reviews are treated identically regardless of
which round they were provided in@ Again, we have the conference obtain the same number
of reviews in each round of resubmissions, i.e., m; = m for all ¢. The conference commits
to a number T of rounds and rejects any paper that has been submitted T times. The

conference also commits to a sequence of thresholds 7 = (T(l),T(Q), e T(T)), such that in
round ¢, a paper with historical reviews (si,...,s:) is accepted if and only if its expected
quality conditioned on (si,...,s;) is at least 7(*).

All three policy types are time-limited, in that the number of times any particular paper can
be submitted is capped. This is similar to certain National Science Foundation programs (e.g.,
CAREER), where the number of times a proposal (or sometimes author) can submit is limited.
Time-limited policies with fixed threshold treat all submissions, whether initial or resubmitted,
equally in each round, until they have reached their resubmission limit. In this section, we analyti-
cally investigate such review policies with a focus on how the limit on the number of resubmissions
affects the QB-tradeoff. In contrast, the other two types of policies allow different thresholds in
different rounds. In particular, the review-following model captures the increasingly popular pol-
icy of requiring resubmissions to be accompanied by previous reviews (e.g., at IJCAI). These two
generalizations are more complicated to analyze, and we use ABMs to investigate their QB-tradeoff.

26We do so for two reasons. First, this reduces the policy space — this is significant in terms of computation when
optimizing over policies with memory. Second, it excludes highly unrealistic policies with very specific dependency on
model parameters. For example, when authors are noiseless, applying a policy with memory can achieve maximum
conference quality with minimum review burden: the conference rejects all submissions 7' — 1 times without review.
In round T, one review is solicited, and the paper is accepted if and only if the expected quality conditioned on the
review is larger than 7; finally, in round T + 1, the submission is accepted without review. A careful choice of T and
7, taking advantage of authors’ patience (or lack thereof) and knowledge of their own paper’s quality, ensures that
no negative-quality papers are submitted, yet all positive-quality papers are submitted and eventually accepted.

27 As such, they do not serve the purpose of verifying whether authors addressed concerns about previous versions
of their paper.
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Perhaps subtly, review-following policies do not fully subsume the other two policies, because
past reviews cannot be treated differently from new reviews. For example, review-following policies
cannot simulate a time-limited fixed threshold policy in which every round, a paper obtains two
reviews and is accepted iff both reviews are positive. The reason is that a review-following policy
cannot distinguish the case of having one positive review in each round (which should lead to
rejection) from the case of having zero positive reviews in the first round and two positive reviews
in the second round (which should lead to acceptance).

7.1 Time-limited Policy With Fixed Threshold

We start with investigating fixed-threshold policies. We first show that when a conference merely
restricts the number of times a paper can be submitted (to some value T'), noiseless authors will
respond exactly as if the conference allowed unlimited resubmissions. Next, based on this property,
we show how T affects the QB-tradeoff.

Proposition 7.1. Consider a conference which allows a paper to be submitted at most T times,
and for each of these submissions independently decides whether to accept the paper, according to
the same momnotone policy ¢.

Then, the author’s best response is to submit the paper (in each round) if Pyec(¢, Q) > 1/p, and
to submit to the sure bet option when Pu..(¢,Q) < 1/p.

Proof. The proof is very similar to that of Proposition The author will submit a paper with
quality = q if her expected utility is greater than 1, and not submit it if her expected utility
is less than 1. We compute the expected utility for an author who submits the paper exactly T
times, akin to the proof of Proposition

T

U(a)<¢v Q) =V Z (Pacc(fbv q)-(n- (1 — Pace(, Q)))til) + (- (11— Pacc(¢7Q)>)T
t=1
Pacc(¢a Q) ’ ( - Pacc(¢7 Q)))T>

1-(n-(1
1- n- (1 - Pacc((ba Q))
V . Pacc(¢a Q) ) T
= —1]-(1=-(Mn-1-P ,q + 1.
(1_77‘(1_Pacc(¢7Q)) ( (77 ( acc<¢ ))) )
To determine when this utility is strictly larger resp. strictly smaller than 1, we need to determine
when the product of the first two terms is positive resp. negative. The second factor is always

positive, and the first has the same sign as P,c.(¢,q) — 1/p, regardless of T'. This completes the
proof. O

=V. +(77‘(1_Pacc<¢aQ>))T

Notice that while the author’s expected utility depends on T', her best response does not. Hence,
as with an unlimited number of submissions, an author will either submit as often as she is allowed
to or not even submit once, and the author’s threshold for doing so is the same as with an unlimited
number of resubmissions.

The property we proved in Proposition allows us to characterize the expected value of the
conference quality and the review burden. For a given acceptance threshold 7, let S; C Q be the
set of paper qualities which an author will submit at this threshold. When Q is discretﬂ the
expected conference quality and review burden are as follows:

28For continuous qualities, the corresponding quantities are obtained by replacing sums by integrals and probabil-
ities by densities.
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Note that (1 — Paec(7,q))7 is the probability of a paper with quality g being rejected for all T
rounds; thus, the expected conference quality is the expected value of papers in S;, weighted by
the acceptance probabilities. To compute the review burden, note that the expectation of a non-
negative random variable Z is E [Z] = fooo Prob[Z > z]dz. For a paper of quality ¢, the number of
submissions exceeds z > 0 with probability (1 — Paec(7,¢))#) for z < T, and 0 otherwise. Therefore,
the expected review load is

T—1
Rir)=m- Y p(@) > (1= Pac(r,q)’ = m- > plg)- m (1= (1= Pace(r,0)7).
qES, t=0 qeS,y acc\7)

Fig. [12|shows the QB-tradeoff for time-limited fixed-threshold policies in the continuous model.
Not surprisingly, the conference can reduce the review burden at the expense of quality by lowering
T. Doing so reduces the maximum conference quality that can be reached by the review policy but
can also reduce the review burden if the desired conference quality is reachable.
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Figure 12: The Pareto optimal curves of the QB-tradeoff under T-round fixed threshold policies
in the (¢ = 0.5,p4p = 0,0p = 1,m = 1,V = 3, = .7)-Double Gaussian noiseless-author model.

Pareto dominated points are shown as dashed lines, while undominated points are shown as solid
lines.

Fig. [13|shows results analogous to Fig. but in the categorical model, and further varying the
number of solicited reviews and the acceptance threshold (to accept different categories of paper
qualities). The same pattern can also be observed here: by comparing different colors of dots while
fixing an m (fixing a line), we observe that the conference can reduce the review burden at the
expense of quality by lowering T'.

Additionally, when T is small, a large number of reviews per submission contributes more to
the conference quality. This can be seen by fixing a color and a shape of marker and looking at the
dots on different types of the lines: solid lines (one review) result in the lowest conference quality
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when T is small. The intuition is that when m is small, the conference has to apply a very strict
acceptance threshold to discourage low-quality papers from being submitted. As a result, such
a policy will need a large number of rounds to accept the good papers. We conclude that if the
conference severely limits the number of times a paper can be submitted, soliciting more reviews
per paper will contribute more to a higher conference quality at the expense of additional reviews.
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Figure 13: The Pareto optimal points of the quality-burden tradeoff under T-round fixed threshold
policies in the (Ag = 1,m,V = 5,7 = 0.7)-ICLR?**** noiseless-author model. The colors of the
markers distinguish 7', and the shapes of the markers denote the accepted papers’ qualities with

Q1 < Q2 <0< Q3 < Q4. Furthermore, we vary the number m of reviews per paper, shown by the
line type.

7.2 More Fine-Grained Institutional Memory, and Noisy Authors

Next, we investigate the extent to which more fine-grained institutional memory — different accep-
tance thresholds in different rounds and reuse of past reviews of a paper — may further improve
the QB-tradeoff for the conference. We do so in the setting of noisy authors, and therefore — as
before — use ABM experiments.

7.2.1 Experimental Setup

Our approach involves searching over policies with T" submissions per paper. Unfortunately, the
number of such policies grows exponentially in T'. We therefore restrict our experiments to T' = 5,
and set m = 3 for only the binary model. Computing the optimal strategy for authors in categorical
or continuous models requires solving a dynamic program with a much larger state space; the
resulting computational requirements prevent us from including such experiments.

We generate candidate policies by searching over different thresholds. For T-round fixed-
threshold policies, we select the 40 candidate thresholds 7 € {—1,—0.95,...,0.95}; in each run,
one of these thresholds is used for all rounds. For the other two types of policies, to reduce the
number of samples, we only enumerate over the thresholds 7®) for the first three rounds while fixing
7® for t = 4,5. More precisely, we select 40% candidate threshold vectors 7, as follows: for each
t € {1,2,3}, we select 40 thresholds 7® from {—1,—0.95,...,0.95} which gives us 403 vectors of
length 3. For each t = 4,5, we fix 7® such that the paper is accepted if and only if two of the three
newly sampled reviews in round ¢ are positive.
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7.2.2 Results

Figure [14] shows the Pareto optimal points of the QB-tradeoff for each of the three review policies.
We summarize the main takeaways as follows:

e Compared with time-limited fixed-threshold policies, round-dependent threshold policies (the
variable-threshold policy and the review-following policy) have slightly higher maximum con-
ference quality. Furthermore, in general, for each of the Pareto optimal points of the former,
there exists a Pareto optimal point of the latter which dominates it. Our results suggest that
having historical reviews follow submissions can help improve the QB-tradeoff. However,
given that the improvement in the maximum conference quality is rather marginal, the main
advantage of review following policies seems to be a reduction in the review burden instead
of improving the conference quality.

e We further observe that for both variable-threshold policies and review-following policies,
with round-dependent thresholds, the Pareto optimal thresholds that lead to large conference

qualities tend to have the following pattern: review papers strictly in the first two rounds
and more leniently after that.
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Figure 14: The Pareto optimal points of the quality-burden tradeoff for three types of policy when
authors are noisy in the (o = 0.75,8 = 0.75,m = 3,V = 5,7 = 0.5,T = 5)-Binary model. The

Pareto optimal points of the memoryless policy are also shown for comparison; the memoryless
policy is approrimated by setting a large T' = 50.

We provide some intuition for both results. Papers that are still being submitted after multiple
rejections tend to be high-quality papers whose authors received strong positive signals. Variable-
threshold policies can help reduce the review burden because the conference can induce a desired
self-selection (where only the good papers are submitted) while relaxing the acceptance thresholds
for papers that are resubmitted for a large number of rounds. This implies that variable-threshold
policies can accept good papers within fewer rounds which reduces the review burden. Furthermore,
in order to induce a desired self-selection, the conference should be strict for the first few rounds;
this will cause more authors of low-quality papers to refrain from submitting. This leads to the

pattern that the Pareto optimal threshold sequence tends to be strict at the beginning and more
lenient later on.
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8 Discussion, Future Work, and Conclusion

8.1 Implications

Here, we suggest some possible interpretations and lessons that might be learned from our analysis.

Resubmission Gap Perhaps the cleanest result concerns the resubmission gap. If a conference
operates like our idealized model with noiseless authors, then we would observe the following:
Every paper ever submitted to the prestigious conference is eventually accepted; however, at any
given conference, many papers will be rejected, and thus need to be submitted multiple times. With
many parameters, the vast majority of papers are rejected. On the surface, this sounds like a
dystopian bureaucracy.

The frequently proposed and obvious reaction is to accept all acceptable papers the first time,
without making them resubmit multiple times. This would allegedly decrease the reviewing load
(because each paper would only be reviewed once), without affecting the quality of the conference
because all of the papers were going to be accepted anyway. Superficially, this seems very reasonable.

However, our model warns that this is an unlikely outcome. Instead, by lowering its acceptance
threshold, the conference would also lower its de facto threshold. While the papers being currently
submitted could be overwhelmingly accepted in one round, it would invite more, lower-quality
submissions. These lower-quality submissions would themselves be repeatedly submitted, and so
the review burden would not necessarily decrease, and could even increase.

Of course, this is a not a perfect reflection of reality. In particular, because authors are not all
aware of their papers’ qualities, some submissions are of low quality and are very unlikely to ever be
accepted. However, the experience of this article’s authors is that for some prestigious conferences,
the situation is similar to a large extent: the pool of submitted papers has been self-selected to
those that will eventually appear in a good venue.

Additional relevant modeling “blinds spots” are that the review noise for some papers may be
different from others, agents may have different levels of patience and different values for their
paper being accepted, and the distribution of paper qualities may react to the acceptance policy.
However, it is not clear that any of these model limitations fundamentally challenge the insight
that there is a gap between the quality of papers implied by the threshold acceptance policy and
the types of papers submitted and eventually accepted.

Threshold Policy and QB-tradeoff In the preceding discussion of the resubmission gap, it
was not clear what happens to the review burden as the acceptance policy becomes more strict
or lenient. This is because it depends on the prior distribution of paper qualities. This effect
was studied in Section where we identified three possible Pareto optimal acceptance policies:
(1) accept only a few top papers; (2) accept all worthy papers; (3) accept nearly all papers, only
attempting to weed out the worst. All of these policies can be easily identified in practice.

The advantage of policies (1) and (3) is that they tend to require less reviewing. For policy
(1), this is because few papers are submitted; for policy (3), it is because few papers are submitted
more than once. The advantage of policy (2) is that it maximizes the conference quality, though
often at the expense of a high review burden.

In our analysis, however, the policy (3) is Pareto optimal only if the prior of paper qualities
contains mostly positive papers. If, instead, the paper quality prior is a unimodal distribution
centered at 0, then such a policy with a negative de facto threshold will never be Pareto optimal.
We note that in the data learned from ICLR displayed in Fig. [4l all the acceptance policies which
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accept negative-utility papers are Pareto dominated. (However, this is not always the case for the
models learned from ICLR data for different years or parameter settings).

Conference Value and Discount Factor We showed, in the noiseless author setting, that
increasing a conference’s prestige and thus value, or increasing the discount factor, creates a strictly
worse QB-tradeoff curve. This has a range of practical implications.

First, having very high prestige conferences creates a higher reviewing burden. In our model, this
happens regardless of the acceptance policy; however, more realistically, lowering the acceptance
policy causally decreases the value of the conference which our model does not account for.

Second, policies that burden the author may improve the QB-tradeoff. Examples include long
review times, rebuttal periods, or onerous formatting requirements. This will intuitively allow the
conference to decrease their acceptance threshold while keeping the same de facto threshold, and
thus may decrease the review load without impacting conference quality. Essentially, such policies
artificially internalize the negative externality of imposing reviews upon others.

Conversely, our model predicts that well-meaning efforts to reduce these burdens may very
well worsen the QB-tradeoff. Proposed and executed reforms include: decreasing the required
time to review papers for a given conference and a “desk reject” phase, where papers that appear
subpar are quickly returned to authors without review. These policies artificially increase the time
discount n by decreasing the time between submissions. This forces the conference to increase
its acceptance policy threshold if it would like to maintain the same de facto threshold (and thus
maintain conference quality).

Of course, it should be emphasized that these observations are not to be taken as recommenda-
tions: in particular, as we will discuss in Section our analysis essentially ignores the authors’
utilities, and a longer time until acceptance or more burden to submit leads to a decrease of this
utility. The tradeoff should naturally include all three concerns, and our observations should be
interpreted as emphasizing one aspect that may not have been considered enough in the past.

Acceptance Rate In Section we showed that empirically, whether the acceptance rate in-
creases, decreases, or remains steady as the acceptance threshold increases is a function of a quantity
resembling the hazard rate of the prior paper quality distribution. This warns against using the
acceptance rate as a signal of quality. At issue is that for certain priors of paper quality, as the
selectivity increases, the fraction of papers near the boundary decreases.

Additional factors may complicate this picture. For example, higher-quality papers may have
different distributions of review noise than lower-quality papers.

We note that in our noiseless model, the quality distribution of accepted papers equals the
prior paper quality distribution conditional on being greater than the de facto threshold. However,
our ICLR data set was instead learned from the submitted papers, so it may overcount borderline
papers while under-counting low-quality papers.

Quality vs. Quantity of Reviews Our results here discourage the strategy of soliciting a large
number of reviews per paper. In particular, any number of solicited reviews larger than 3 greatly
burdens the review system but is unlikely to bring enough benefits to the conference quality. Instead,
our model predicts that a small number of solicited reviews, even with one review per paper, can
be optimal if the conference is able to find the optimal acceptance threshold. The intuition is
that when authors know the quality of their papers well enough, any number of solicited reviews,
as long as it is combined with the optimal acceptance threshold, can take advantage of authors’
self-selection such that only the desired papers are submitted, and eventually accepted.
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A larger number of reviews may nonetheless be desirable due to several real-world considerations:
first, more reviews may decrease the average number of times a paper needs to be resubmitted,
helping authors; second, our reviewer error model does not capture the situation where there may
be a “fatal flaw” that only an astute reviewer observes; and finally, more reviewers can provide
more feedback. Relatedly, in Fig. we observe that soliciting only one review per paper may
slow the progress of authors learning about the quality of their papers based on historical reviews;
this results in low conference quality. Moreover, our model assumes that reviews are i.i.d., which is
not true in reality when the reviewers can communicate (after the rebuttal). The integrated review
signals after communication may become much more informative than aggregating each of them as
an i.i.d. review; this may significantly benefit the strategy of soliciting a large number of reviews.

Institutional Memory Our results indicate that having historical reviews follow submissions,
or allowing the conference to limit the number of times a paper can be submitted, can help improve
the QB-tradeoff. However, given that the improvement in the maximum conference quality is rather
marginal, its main effect seems to be reducing the review burden. The intuition is that with such
a policy, the conference can be strict in the first few rounds and relax the acceptance threshold for
repeated resubmissions so that only the good papers will be submitted and accepted more quickly.

We note that due to computational concerns, our conclusion here is largely based on the ABM
experiments in the simplest binary model. Given that there seems to be general resistance to the
idea of review-following (perhaps for fear that a bad, but erroneous, review may bring bias to the
following reviews and doom a paper’s chances for a long time), even if these modest gains generalize,
this idea is unlikely to be a game changer.

In summary, our results provide the following insight: with an optimal de facto threshold, the
conference can balance its quality and the review burden, even with a small number of solicited
reviews per paper and with a memoryless acceptance policy. For any de facto threshold a conference
would like to implement, a first-order concern is what acceptance policy to employ.

8.2 Limitations and Future Directions

Author’s Utility A major limitation of our work is that we do not explicitly account for author
utility. Although our model of author utility makes sense from the point of view of modeling the
authors’ local decisions, it does not capture the authors’ actual utility in a holistic sense. For
example, if the conference accepted everything, then every author’s utility would be V according to
the model (and indeed, authors would prefer having their papers accepted); however, the prestige
of a conference is also derived from its selectivity, so the authors of high-quality papers would not
be happy with this outcome. In reality, V is a long-term function of the quality of papers appearing
in that venue, a fact that we do not include in the model.

Indeed, the discussion above about adding needless annoyances to submissions to discourage low-
quality submissions is necessarily incomplete without author utility. Even if such policies greatly
reduced the review burden, this improvement would have to be weighed against the additional
burden to authors.

We do note that, typically in our analysis, for a fixed de facto threshold, the average number of
submission for a paper is closely related to review burden and is a reasonable proxy for the author
utility. Thus, the authors’ interests are, to a limited extent, present. However, this relationship
breaks down on occasion, for example, when discussing the number of reviews the conference should
allocate per submission. Here, the cost to the conference is measured in reviews, while the cost
to the author is measured in rounds of submission, and because m is not fixed, these are not the
same.
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Future work could make author utility a first-order concern, in part by modeling the conference
value V' as dependent on the quality of the papers at the conference.

A Single Prestigious Conference Another limitation of this work is that we assume a single
prestigious conference. As mentioned in Footnote [7], this can model several prestigious conferences
that are more or less cooperating to uphold community standards.

Of course, in reality, there is an ecosystem of conferences and not all of them are either top-tier
or sure bets. In such a setting, our analysis could model the decision to submit to a top-tier or
second-tier conference. The utility for submitting to the second tier could be normalized to 1. The
issue with this, however, is that the second-tier conference still needs to review its submissions.
Other analyses (see related work in Section have considered venues of different values.

Furthermore, our model omits competition between conferences. For example, conferences may
compete to attract more papers by attempting to increase their quality, making their acceptance
policy more predictable, creating a faster turnaround time, etc. Future work could extend our
model to these settings.

Heterogeneity We also did not model various sources of heterogeneity in the process. For
example, the qualities of reviews are not uniform, and different authors have different levels of
patience (e.g., a Postdoc who will be on the job market vs. a first-year student or a tenured faculty
member). We are also not modeling the effects of biases that may impact different researchers dis-
proportionately. The uneven impact on different author populations would be made more complex
by co-authorship. As with the previously mentioned endogenous review quality, a main difficulty
would be that this model would have more parameters, and as such require learning/setting them,
which could lead to arbitrary choices.

Additional Feedback Loops There are several feedback loops that we disregard. We model
paper quality as exogenous; however, in reality, it is largely determined by authors who decide how
much effort or time to expend improving their papers. Authors often write a paper to target par-
ticular venues. As the venues change their policies, the underlying distribution of paper qualities
is likely to change. Moreover, authors may improve their papers in response to reviewer feedback.
Additionally, as mentioned already, in our model, the acceptance policy does not impact the con-
ference value, and the review burden does not impact the quality of the reviews or the amount of
time authors (who are typically also the reviewers) spend writing papers.

As mentioned in the discussion of related work, several past papers do try to model these
complexities and provide insights with agent-based simulations [22, [5 33].

Here, we focus on a simpler and cleaner model than can be afforded when including these
complexities. Apart from the analysis being more difficult, it is often difficult to know precisely how
these feedback loops function, which may lead to even greater uncertainty regarding the accuracy
of a model, and any insights derived from it.

Modeling Paper Quality Finally, it should be noted that papers do not have an “objective”
quality that can be projected to a single dimension or even multiple dimensions. One approach,
which adds minimal complexity along these lines, is to distinguish between different types of poor-
quality papers. Some papers may be deemed low quality because they are methodologically flawed;
others because their contributions may be incremental. The first of these might be easier for reviews
to detect and agree on than the second.
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8.3 Conclusion

Despite the fact that there may be no agreed-upon objective metric, still the rigor of peer review
is important to a healthy future of academic research. We avoid concrete recommendations, as
many quantities and observed trends depend on model parameters and on unmodeled real-life
effects. We hope that our theory (and simulations) can steer the discussion, uncover parameters
to focus on, and inform decision makers. We believe that the focus on the resubmission gap, and
the importance of reviewing quality over quantity, are important points to start a discussion in the
community which may not have been as easily identified without studying a model like ours.
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A Proof of Lemma 2.5

Here, we prove Lemma restated here for convenience.

Lemma Suppose s’ and s are two vectors of informative signals that satisfy s’ > s component-
wise, and the inequality is strict for at least one of the components. Then, U(s") > U(s) holds for
any prior p.

Proof. Here, we provide a proof for the categorical model. It can be easily modified for the con-
tinuous model, and the result also is shown as Theorem 1 in [37]. We show the result by induction
on the size of the quality set Q.

Base case: We show that the inequality holds for any binary quality set Q = {q1,¢2} with
6112 (s)

g2 > q1. For s € ¥, let v(s) = O be the likelihood ratio. We first rewrite the ex-post expected
quality:
U(s) =E[Q | s]
= Zq-Prob[Q =q| s

B Prob[q] - Prob[s | Q = ¢]
Z >y Prob[¢] - Prob[s | Q@ = ¢/]

) Pq: B, () tq- Pg2Bg5(8)
Pay Bar (8) + Pgp By (8) Pq1 Bar (8) + Pgp By (8)
q1 - pQIBQI (3) +q2- pQQ/B(Iz (S)
Pa1 Bax (s) + P> By (s)
91 Pg + G2 - PgrY(8)
Pa +PeV(8)

Now, we consider the difference U(s’) —U(s), write it using a common denominator, and cancel
common terms. Then, by Definition we obtain that v(s’) > ~(s), which we substitute:

PyuPgs - (@17(8) + q27(8") — q1v(s") — q27(8))

Us) - Uls) Wor + 201 (5) - (0 + Pe1(®))
_ PayPgy - (7(8) —(8)) - (@2 — 1)
(p(Il "‘qu'Y(S/)) : (pql +pq2'7(3))
> 0.

Induction step: We show that if the inequality holds for all categorical models with support size
|Q| = n—1, it also holds for categorical models with support size |Q| =n. Let Q = {q1,¢2,...,qn}
with g, > -+ > q1. Using the same derivation as in the base case,

0t — t(s) — (e 00 B (5) - (i P (5)) = (i 0 () - (i P B (57)
(3211 PaiBai (87) - (D211 PaiBai (8)) .

Because the denominator is strictly positive, we now focus on showing that the numerator is as
well. We show that the difference between the actual numerator, and the version where the upper
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bound of each summation is n — 1, is positive. Then, because the latter is positive by induction
hypothesis, we will have shown the claim.

((Z%Pqiﬁqi(é"o'<quzﬂqi ) <Zquqﬁql )(zpqﬁqxsq))
=1 =1 1

n—1 n—1 1
((Zwmater) - (Smtato) - (Samnio) (Lot

=Py B (8 <Z P Bq. (s ) + Pga By (s (Z 0iPq,Bq: (8 >
—qnPg, Bg, (8 (Z Pqi By (8 ) Pgn B, (8 <Z 4iPq; Bg: (8 >

n—1
=" papa - (Ban (8B, (8) = Bao (8)B4,(8) - (40 — i) -
=1

By Definition [2.1] u Bgn (8")8q:(8) > Bq.(8)Bq; ("), proving that the difference is strictly positive.
Thus, by induction hypothesis, the utility difference is strictly positive, completing the proof. [

B Proof of Proposition

Our proof will use the following theorem about uniformly most powerful tests in statistical testing.

Theorem B.1 (Karlin-Rubin Theorem (Theorem 12.9 of [21])). Consider two sets Q and ¥ C R
and a family of pdfs or pmfs {g(s|q) : ¢ € Q} on ¥ possessing the monotone likelihood property
(Definition[2.1]). For any 0 € Q, 7 € R, r € [0,1], and two (randomized) tests h,h* : ¥ — [0,1], if
h* is a threshold function, i.e., of the form

lifs>T
h*(s)=<rifs=1
Oifs<rT

and supyee, Esvg(.lg)[P*(5)] = supsee, Esag(.g)[P(s)] with O := {q € Q: q < 0}, then
Eseg( 1) [P (8)] = Egugq[R(5)], for all g € Q\ Op.

We call h* uniformly most powerful among all tests h with

sup IEs~g(~|q) [h*(s)] > sup IE&vg(~|q) [h(s)].

q€Bp q€B
Proof of Proposition[{.1. As discussed after Proposition by assuming that authors break ties
in favor of using threshold strategies, any conference quality that can be achieved with a monotone
policy is fgooqdp(q) for some de facto threshold # € R, and the quality can be achieved with a
threshold acceptance policy. Thus, it is sufficient to show that for any de facto threshold 6 there
exists a threshold policy that minimizes the review burden over all monotone policies.

Given a de facto threshold 6 and attractiveness p, by Proposition a monotone policy with

de facto threshold € can be considered as a statistic test on {Q € Q : Q <0} vs. {Q € Q: Q >
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0}. To ensure that authors do not submit papers of quality less than 6, the false positive rate
(accepting any paper of quality ¢ < #) must be at most 1/p. Subject to those constraints, the
false negative rate (rejecting any paper of quality ¢ > 6) should be minimized. By Proposition
there exists a threshold policy ¢* with de facto threshold #. The Karlin—Rubin Theorem (as given
in Theorem states that when the observed signal (in our case: the review) has the monotone
likelihood ratio property, the above threshold test (policy) ¢* is uniformly most powerful so that
Pacc(¢*,q) > Pace(d, q) for all ¢ > 6. Thus, ¢* has the desired de facto threshold 6 and minimizes the
probability of false negatives (rejections) for all paper qualities that should be eventually accepted.
Thus, it minimizes the review burden. ]

C Learning Parameters of the Categorical Model from Data

We set the parameters of our model based on the OpenReview datasets of submissions and reviews
for ICLR 2020 [I] and ICLR 2021 [2]. The datasets contain about 1500 and 2500 submissions,
respectively; typically, each submission is reviewed thrice, with scores in ¥ = {0,1,...,9}. We
apply the same learning algorithm to each of the two datasets separately, yielding two plausible
parameter settings for evaluation.

The Number of Paper Quality Scores and Signals. While the set ¥ = {0,1,...,9} of
available review scores is known, the number (or set) of different paper qualities is not. Thus, our
goal is to simultaneously learn the number of paper qualities, the paper quality distribution, and
the distribution of reviewer signals conditioned on the paper’s quality.

To do so, we exhaustively try all numbers L of paper quality scores in {2,...,10}; for each,
we apply a variant of the EM algorithm described below. Once the EM algorithm has converged,
we evaluate the likelihood of the learned model for the held-out test data, and retain the model(s)
with the highest likelihood scores.

Given a choice of L, to learn the paper quality distribution p and conditional review distribution
B, we apply the EM algorithm (adding some noise in each iteration) and cross-validation to avoid
overfitting [11].

Specifically, by cross-validation, we first randomly divide the dataset into five subsets with
approximately equal size. We choose one of the subsets as the test set while the remaining 80% of
data form the training set. This step is repeated five times: each time, a different one of the five
subsets is used as the test set. Given the training and test dataset, for each L € {2,3,...,10}, we
run the EM algorithm for 100 iterations on the training set to estimate the quality of each paper
and the confusion matrix for reviewers (i.e., the matrix of review score probabilities conditional
on ground truth quality); the EM algorithm alternates between updating the quality distribution
with fixed confusion matrix, and updating the confusion matrix with fixed quality distribution. To
avoid overfitting, we repeat the following steps in every iteration: given an estimated confusion
matrix B%) after the k-th iteration, we perturb 8*) with a small amount of noise so that each row

1 becomes the convex combination (.99 - ,Bl(k) +0.01 - Iflll;

here, %|1 e RI®l is the uniform distribution on signals. After each iteration, we evaluate
the likelihood of the test data given the trained model, i.e., p and 8. For every L, this gives us a
sequence of models for each iteration. Finally, the model that corresponds to the greatest likelihood
on the test data is selected for use.

To choose the value of L, we judge the learned model based on the likelihood averaged over
the five times cross-validation. The paper quality space size L that has the maximum averaged

likelihood is selected. Finally, we output the paper quality distribution p as well as the confusion
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matrix 3 as the average of the learned parameters for each of the five runs with different test sets.
We find that L € {4,5} tends to fit the data well in both of the datasets.

The resulting parameters are shown in Table |2l For experiments in which the authors receive
noisy signals (instead of the ground truth quality), we set the confusion matrix for the authors o
to be the same as the one for reviewers, 3; this is because unfortunately, no data are available that
show how authors evaluate their own papers.

In our work, we tested four models: L = 4,5 for each of the two ICLR datasets (see Table .
In the paper, only the results for the model with L = 4 and learned from the ICLR 2020 review
data are presented. We note that all of our qualitative results hold for all of the learned models.
The selection of L = 4 is because a smaller number of categories makes visualization easier; the
selection of the 2020 dataset is because the learned paper qualities contain two negative and two
positive qualities, which is more balanced than the Q learned from the 2021 dataset (with three
negative qualities and only one positive quality).

In some of our experiments, we want to explicitly evaluate the impact of increasing the noise
in reviews. To do so, we consider reviewer signal matrices which are a convex combination of the
learned signal matrix 8 with the uniform signal distribution ‘%'1; this corresponds to a reviewer
who assigns a uniformly random score with probability 1 — Ag. The weight Ar € [0, 1] placed on
the learned distribution 3 then captures the quality of the signal. Similarly, A4 controls the weight
of the confusion matrix of the authors’ signal.

The Numerical Values of Paper Quality. Next, we infer the values of the paper qualities,
given the estimated parameters p, B and the review scores s. That is, given L, we want to learn a
vector of values (qi,...,qr) of paper qualities.

First, for each paper 7 in the dataset, we take the average over the review scores, denoted by
5;. Then, we set the value of the quality of paper i as ¥(s;), where ¢ : [0,9] — R is an increasing
function that maps the average score to the quality of a paper. In our experiments, we set ¥ as a
reversed (and shifted and scaled) sigmoid function, i.e., 1)(z) = log £E2% for z € [0,9]. We choose
the reversed sigmoid function because it can assign “convex” weights on both very positive reviews
and very negative reviews. Furthermore, it is parameterized by a small number of interpretable
parameters so that it is not too complex to empirically set the parameters.

Next, given the “artificial” quality assigned to each paper in the dataset, we want to compute
the average paper quality of each category. This requires us to learn a distribution of the category
label for each paper. With the learned model p, B and paper i’s review signals s;, we can infer this

distribution based on Bayes’ rule. Let [; , = Prob[paper i belongs to the kth category | s;, p, 8] for
ke {1,2,...,L}. We can then set the paper quality as a weighted average

o = 20 ik (54)
Yilin

C.1 The Learned Parameters

Table [2| summarizes our parameters for the two datasets. For each dataset, we infer parameters for
two sizes L = 4,5 of the set of paper qualities.
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P B Q
0.0772 0.0400 0.1706 0.4200 0.2729 0.0685 0.0028 0.0247 0.0002 0.0002 0.0001 —1.1145
0.3987 0.0004 0.0123 0.1195 0.3816 0.2948 0.1288 0.0450 0.0119 0.0056 0.0001 —0.4079
ICLR 2020, L =4
0.2648 0.0001 0.0043 0.0226 0.0959 0.3235 0.3626 0.1648 0.0188 0.0073 0.0001 0.0544
0.2593 0.0001 0.0016 0.0090 0.0302 0.0534 0.2922 0.4285 0.1427 0.0375 0.0048 0.5606
0.0923 0.0340 0.1538 0.3981 0.2865 0.0928 0.0085 0.0257 0.0002 0.0003 0.0001 —1.0552
0.282 0.0003 0.0077 0.1214 0.4345 0.2495 0.1266 0.0415 0.0153 0.0031 0.0001 —0.4337
ICLR 2020, L =5 0.25 0.0001 0.0079 0.0523 0.1603 0.4388 0.2270 0.0918 0.0184 0.0033 0.0001 —0.1378
0.206 0.0001 0.0031 0.0126 0.0668 0.1180 0.4503 0.3010 0.0444 0.0034 0.0003 0.2747
0.1696 0.0001 0.0014 0.0082 0.0206 0.0604 0.2216 0.4446 0.1823 0.0535 0.0073 0.6454
0.0267 0.0228 0.2288 0.4211 0.2415 0.0639 0.0201 0.0003 0.0010 0.0002 0.0001 —1.1544
0.287 0.0007 0.0241 0.1568 0.3899 0.2712 0.1134 0.0316 0.0056 0.0063 0.0003 —0.4886
ICLR 2021, L =4
0.6152 0.0008 0.0062 0.0583 0.1805 0.2783 0.2617 0.1619 0.0450 0.0062 0.0011 —0.0331
0.0711 0.0021 0.0031 0.0070 0.0544 0.1173 0.2435 0.3725 0.1256 0.0701 0.0043 0.4927
0.0228 0.0260 0.2320 0.4249 0.2337 0.0630 0.0183 0.0003 0.0014 0.0002 0.0001 —1.1795
0.2712 0.0007 0.0267 0.1616 0.3966 0.2672 0.1074 0.0285 0.0050 0.0060 0.0004 —0.5077
ICLR 2021, L =5 0.306 0.0011 0.0049 0.0600 0.1957 0.3141 0.2614 0.1253 0.0301 0.0063 0.0011 —0.0937
0.3304 0.0006 0.0068 0.0578 0.1734 0.2435 0.2578 0.1947 0.0512 0.0128 0.0015 0.0153
| 0.0695 | 0.0026 0.0037 0.0038 0.0616 0.1390 0.2640 0.3416 0.1075 0.0718 0.0046 0.4641

Table 2: Parameters learned from the ICLR datasets. The rows of the confusion matrix are ranked
based on the expected scores (from low to high). That is, the kth row of the confusion matrix 3
has lower average score than the (k + 1)st row. Given this ranking, we observe that the value of
paper qualities learned from our method is monotone increasing in k.

o7




	1 Introduction
	1.1 Summary of Results
	1.2 Related Work

	2 Model
	2.1 Conference Acceptance Policy and Quality
	2.2 Author Utility and Decisions
	2.3 Review Burden and Tradeoffs

	3 Noiseless Authors: Thresholds and Resubmission Gaps
	3.1 The Author's Best Response: De Facto Thresholds
	3.2 Threshold Acceptance Policies and the Resubmission Gap
	3.3 Continuous Model with Additive Noise

	4 Noiseless Authors: Tradeoffs and Acceptance Rate
	4.1 Continuous Models Studied
	4.2 Tradeoff between Conference Quality and Review Burden: QB-tradeoff
	4.3 When Are Threshold Acceptance Policies Optimal?
	4.4 Dominating QB-tradeoffs: Review Noise
	4.4.1 General memoryless acceptance policies.
	4.4.2 Threshold acceptance policies.

	4.5 Dominating QB-tradeoffs: Conference Value and Discount Factor
	4.6 Acceptance Rate

	5 Noiseless Authors and Real-World Parameters
	5.1 Categorical Models Studied
	5.2 The Resubmission Gap in Categorical Models
	5.3 The Quality-Burden Tradeoff and Acceptance Threshold
	5.4 The Optimal Number of Solicited Reviews
	5.5 The Tradeoff between Review Quality and Quantity
	5.6 The Author's Utility

	6 Authors with Noisy Signals: ABM Experiments
	6.1 Experimental Setup
	6.2 QB-Tradeoff and Acceptance Rate
	6.2.1 The QB-tradeoff
	6.2.2 The Acceptance Rate

	6.3 Review Quality vs. Quantity

	7 Institutional Memory
	7.1 Time-limited Policy With Fixed Threshold
	7.2 More Fine-Grained Institutional Memory, and Noisy Authors
	7.2.1 Experimental Setup
	7.2.2 Results


	8 Discussion, Future Work, and Conclusion
	8.1 Implications
	8.2 Limitations and Future Directions
	8.3 Conclusion

	A Proof of Lemma 2.5
	B Proof of Proposition 4.1
	C Learning Parameters of the Categorical Model from Data
	C.1 The Learned Parameters


