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ABSTRACT
This paper presents the progress made towards developing an equi-
table predictive model for admission success to an online Master’s
program with a large pool of applicants. The overarching goal of
this project is to help the future development of a systematic evalu-
ation tool for programs with large applications. In the first phase
of the project, we collected and processed data on 9,044 applica-
tions and have trained a predictive model using applicants’ profile
information such as demographic data, academic background, and
test scores. In an ongoing phase, we seek to expand the applicants’
database by incorporating the information in the letters of rec-
ommendation (LORs) and statements of purpose (SOPs) that are
essential components of the application package for graduate pro-
grams and are extensively used to make decisions on granting
admission. In this study, we assess various aspects of the LORs and
SOPs using natural language processing to extract a comprehen-
sive list of text features that are used to develop a classifier. We
implement machine-learning algorithms such as Gradient Boosting
to predict admission status and to identify the text features with
the highest weight on the applicants’ success. This work provides
an understanding of the level of significance of a variety of text
features that eventually helps the development of a comprehensive
predictive model.
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1 INTRODUCTION
Georgia Tech’s online Master’s in Analytics (OMSA) which was
initiated in Fall 2017 received more than 10,000 applications to
date. Reviewing these application packages imposes an intense
workload on the responsible faculty and staff. As a result, the insti-
tution leadership has requested predictive models that can facilitate
their decision process. To this end, the current work presents the
progress made as a part of an ongoing project to predict applicants’
success in getting admission to the OMSA program. In [11], an
initial predictive modeling test was performed by primarily using
traditional application features including demographic information,
academic background, and standardized test scores variables. The
results suggested that Gradient Boosting performed the best. Addi-
tionally, the applicant’s grade point average (GPA) played the most
influential role in predicting the admission status of the applicants
while the duration that the applicant spent in college ranked the
second.

The current study aims to improve this modeling approach by
extending the scope of relevant predictors. Specifically, we incor-
porate a set of text features into our model and evaluate the impact
of those features on predicting the OMSA applicants’ admission
status. The text features are extracted specifically from the required
application package including letters of recommendations (LORs)
and statements of purpose (SOPs).

2 RELATEDWORK
2.1 Text-based Application Features in

Admissions Process
Researchers have actively examined the predictive validity of var-
ious application features that are required for admissions to aca-
demic or professional degree programs [11]. Some of the most
widely studied features include GPA and scores from standardized
tests such as the Scholastic Assessment Test (SAT) and the Graduate
Record Examinations (GRE). A related line of research has focused
on examining the extent to which a set of text-based application
features would predict successful admission to academic programs.
For example, some researchers conducted a comprehensive review
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of the literature to compare the predictive validity of various screen-
ing measurement tools that are used in medical school admissions
[9]. They found mixed evidence regarding the validity of subjective
tools such as LORs or SOPs due to the issue of low inter-rater re-
liability, despite the value that this type of tool can bring into the
admissions process.

Similarly, other researchers conducted a meta-analysis study
on the predictive power of LORs in general college and graduate
admissions [7]. According to their results, LORs were found to
have positive but weak correlations with students’ academic per-
formances in post-secondary education. Nevertheless, the results
suggested that LORs seem to serve as an incrementally valid pre-
dictor of degree attainment, corroborating the current usage of
this measurement tool. Yet, extant research has primarily measured
the estimated effect of the inclusion of such application features
(i.e., whether an applicant submitted LOR or not) on admissions,
rather than the effect of specific text features embedded in those
materials. Our study aims to address this research gap by extracting
a set of important text features from both LORs and SOPs through
natural language processing (NLP) techniques and then building a
predictive model for the successful admissions outcome.

2.2 Predicting Applicant Success
While existing educational research has primarily focused on pre-
dicting the success of currently enrolled students [8, 10], a grow-
ing body of research has recently been conducted to predict the
success metrics of applicants [11]. Previous studies in this line of
research have used a range of predictive analysis techniques [3],
mixed-method approaches [2], and balancing weights approaches
[1]. Machine-learning (ML) techniques have also been applied to
measure the predictive power of application features. For example,
some researchers used a deep neural network model to predict an
applicant’s chance of getting admitted to a graduate program [4]
using their college GPA, GRE and TOEFL scores, university rat-
ing, LOR and SOP. However, only a single index score was used to
represent the feature for LOR and SOP. Other researchers tested
whether a set of text features extracted from SOPs could predict
applicants’ success in getting admissions to a computer science
graduate program [6]. Nevertheless, further research is required to
test if the ML-based approach would be applicable to estimate the
predictive power of the combined application features consisting
of both standardized and non-standardized application features
such as comprehensive text features in LORs and SOPs. We aim to
address this research gap by testing a predictive model that incor-
porates a variety of features extracted from text-based application
materials.

2.3 Research Questions
In this study, we seek to address the following research questions:
I) Can we predict the applicants’ admission status based on the
information provided in their LOR and SOP documents? II) Which
aspects or information of these documents have the highest impact
on being admitted to the program?

3 METHOD
The traditional narrative LORs do not typically provide uniform
knowledge about the applicants due to the absence of a standard-
ized format. In addition, there is a lack of standardized relative value
given for internal grading and evaluation. People also use a variety
of terminologies in their narratives which may cause different per-
ceptions. To tackle these challenges, we process the text in the PDF
documents to provide a list of standardized metrics corresponding
to different characteristics of LORs and SOPs. We use these metrics
as the input features to develop a predictive admission model.

3.1 Data Collection and Processing
For the current study, we collected application packages of around
1,700 applicants (for the years 2019-2021) from the Georgia Tech
CollegeNET API. Later, we intend to apply the analysis framework
that is presented in this work on an extended application pool
(around 10,000 applicants) covering the years 2017-2021. In the
initial step, we processed the PDF documents to clean and convert
their narrative contents to a text format using Python’s Natural
Language Toolkit (NLTK) that is typically used to work with human
language data.

Next, Part-of-Speech (POS) Tagging [12] was performed to gram-
matically tag the words in the text and also to differentiate the
informative contents from the personal details. This categorization
was done using Python’s NLTK POS-tagger based on nouns, verbs,
adjectives, adverbs, etc. Then, the text features were engineered by
analyzing Text Statistics and Linguistic Attributes [5]. Text statistics
quantify a variety of factors such as word count, sentence count, av-
erage word length, average sentence length, the average frequency
of words, and the ratio of unique words. Besides, the quality of
language used in the LORs and SOPs was measured by various
Linguistic Attributes. For example, Lexical Diversity measures the
richness of the text. The aforementioned text feature extraction
was performed on the LORs and SOPs to produce two sets of 48
features (a total of 96 features) for each applicant (Table 1).

3.2 Gradient-Boosted Classifier
We initially conducted a pilot study to test the suitability of a set of
candidate ML models using (a) support vector classifier (SVC); (b)
gradient boosting; (c) k-nearest neighbors; (d) Random Forest; and
(e) Multi-Layer Perceptron (MLP). According to the comparison of
the statistical performance of the generated models, the gradient
boosting classifier outperformed the other ML algorithms.

Tree-based approaches provide simple, interpretable ML-based
models for classification problems. Gradient boosting [11] is such
an approach that develops a classifier in the form of an ensem-
ble of multiple learners in which it sequentially builds a series of
relatively simple models to compensate the errors made by each
preceding tree. The collection of the created models contributes
to the output of the model and the final prediction score. Since
we plan to classify the applicants based on their admission status
(admitted vs not-admitted) a binary classifier model was developed.
Using the constructed boosted trees, the importance score for each
attribute was retrieved.
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Table 1: Description of the extracted text features.

Text-based Features Description

NNP Proper noun, singular
VBZ Verb, 3rd person singular
VBN Verb, past participle
DT Determiner
NN Noun, singular or mass
IN Preposition or subordinating

conjunction
CD Cardinal Number
NNS Noun, plural
CC Coordinating conjunction
VB Verb, base form
JJ Adjective
VBP Verb, non-3rd person singular present
TO to
RB Adverb
PRP$ Possessive pronoun
PRP Personal Pronoun
WP Wh-pronoun
MD Modal
VBG Verb, gerund or present participle
VBD Verb, past tense
RP Particle
WDT Wh-determiner
JJS Adjective, superlative
POS Possessive ending
RBR Adverb, comparative
WRB Wh-adverb
RBS Adverb, superlative
NNPS Proper noun, plural
PDT Predeterminer
JJR Adjective, comparative
EX Existential there
FW Foreign word
SYM Symbol
UH Interjection
LS List item maker
WP$ Possessive wh-pronoun
Word_count Word count
Sentence_count Sentence count
Avg_word_length Average word length
Avg_sentence_length Average sentence length
Avg_word_frequency Average frequency of word
Unique_word_ratio Ratio of unique words
RI_fre Readability Index

(Flesch Formula)
RI_gf Readability Index

(Gunning Fog Index)
RI_si Readability Index

(Smog Index)
RI_dcrs Readability Index

(Dale-Chall)
LD_yules_i Lexical Diversity (Yule’s I)
LD_yules_k Lexical Diversity (Yule’s K)

4 RESULTS
Based on the results from the pilot study, classification-based mod-
eling was performed using Gradient Boosting provided by Python’s
scikit-learn library to predict applicants’ admission status. To de-
velop a predictive model using the extracted text-based features,
the data was split into the training and testing subsets using scikit-
learn’s train_test_split library which partitions the data in a strat-
ified fashion. 75% of the entire data was used to train the classifi-
cation model, while the remaining 25% was used to evaluate the
model’s performance on unseen data. Within the training subset,
grid search was performed using Cohen’s Kappa as the measure to
derive the best hyperparameters for Gradient Boosting. The tuned
model with the best set of hyperparameters was used to run on
the testing subset to report the final predictive scores. To evaluate
the classifier performance, a 10-fold cross-validation approach was
used in which the training subset was randomly divided into 10
equal-sized subsets. The classification model was trained using 9
subsets, while it was validated on the remaining subset. This pro-
cess was repeated 10 times and the average results were considered
as the overall model’s performance to prevent over-fitting.

According to the evaluation results, the Gradient Boosting ap-
proach using 100 estimators with a learning rate of 0.1, maximum
depth of 4, minimum samples leaf of 6, and a deviance loss function
exhibited the best cross-validation score (0.4) and training score
(0.95). Using these hyperparameters, a classification model was
developed and tested on the test subset. Figure 1 displays the con-
fusion matrix. Moreover, Gradient Boosting measured the relative
importance of each considered feature in predicting the applicants’
admission. The 15 top-ranked significant features are presented
in Figure 2. According to the comparison of the measure of im-
portance, LOR unique word ratio and Linguistic Attributes such
as Readability Index and Lexical Diversity as well as some of the
Text Statistic related features of SOPs were indicated as the highest-
ranked features.

Figure 1: Gradient Boosting Matrix
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5 CONCLUSION AND FUTUREWORK
As part of a more extensive study, in this paper, we reported on
progress made towards a systemic evaluation of applicants to Geor-
gia Tech’s OMSA program. In addition to our former effort to iden-
tify variables to construct predictive modeling, through NLP and
ML, we predicted the admission status of the applicants and identi-
fied the text-based parameters with the most significant impact on
getting admission.

Figure 2: The level of importance of features calculated using
Gradient Boosting algorithm

Our primary analyses suggested Gradient Boosting as a suitable
ML algorithm to develop the predictive classifier. Moreover, the
comparison results of the features’ level of importance in devel-
oping the predictive model indicated that among the LOR-related
features, the unique word ratio along with the Linguistic Attributes,
including Lexical Diversity index and Readability Index, were en-
countered the most influential parameters in predicting admission
success. However, the top-ranked SOP-related features belonged to
Text Statistics.

In the next steps of the project, we plan to expand the scope
of our dataset and feature processing. Furthermore, our predictive
model will incorporate additional features, including but not limited
to applicants’ demographic information, educational background,
English proficiency, GPA, and work experience. Additionally, we
plan to use visual analytic tools to detect and alert users when their
analysis behavior is biased. Ultimately, we hope that our research
will offer helpful guidance for the OMSA program’s admission pro-
cess and help administrators make informed decisions contributing
to program improvement.
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