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ABSTRACT
Contemporary control processes and methods in multi-scale, cyber-
physical systems require precise data collection at various levels,
timely transmission, and analysis involving large number of com-
puting and storage elements connected within high-performance
permissioned consensus networks. For example, in transport net-
works, resources tend to form multi-scale dynamical systems with
diverse operational requirements, including data exchange policies
and consensus protocols. Apart from designing complete topol-
ogy, chaincodes and consensus logic, effective monitoring of the
applications and infrastructure of such complex systems remains
a research challenge. In this paper, we discuss important aspects
of the data-intensive applications monitoring investigated in the
frames of the ADAPT project. We present highlights on the tool-
sets, architectures and details on possible optimization approaches
for monitoring data collection. We introduce a dynamic multi-scale
monitoring system architecture with preliminary workflow model.
It allows obtaining effective low-latency publish-subscribe match-
ing of the dynamically varying monitoring tasks and executing
machines.

CCS CONCEPTS
• Computer systems organization → Peer-to-peer architec-
tures;Distributed architectures; •Applied computing→Trans-
portation.
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1 INTRODUCTION
Modern computational systems are complex hybrid networks of
the converging [7, 21] cloud, cyber-physical, and HPC systems.
These systems normally receive large volumes of data transmit-
ted and analyzed by significantly heterogeneous processing archi-
tectures [17, 31, 32], with many computing and storage elements
connected within high-performance permissioned blockchain net-
works. Moreover, transport networks tend to form multi-scale dy-
namical systems with diverse requirements on their operational
processes, including data exchange policies and consensus pro-
tocols. Many results show that public transport networks have
characteristics of complex networks. All parameters of the trans-
port network at different scales significantly affect accessibility,
performance, and reliability.

Besides, performance is one of the most important issues of
various blockchain systems, especially when executing complex
smart contracts, requiring adaptive continuous monitoring solu-
tions. These systems collect data on the states of distributed infras-
tructure components (i.e., computing, virtual and telecommunica-
tions infrastructures, cloud environments), process them, and help
to identify prediction models and root causes of the incidents.

Furthermore, when discussing transportation networks, it is cru-
cially important to keep track of infrastructures and autonomous ve-
hicles (e.g., fuel consumption, temperatures, andGPS data) that func-
tion independently inside platooning formations and blockchain
systems (e.g., transaction rates, reliability, transaction data, etc.).

It is impossible and often impractical to globally measure the
performance metrics of large-scale applications while preserving,
for example, I/O limitation policies. Thus, it is critical to identify:
• The important parameters on the various system scales and their
monitoring granularity;

• The measurement interval and the communication patterns con-
cerning these intervals;

• The aggregation and pre-processing of performance metrics at a
monitor granularity for further analysis.

https://doi.org/10.1145/3492323.3495633
https://doi.org/10.1145/3492323.3495633
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3492323.3495633&domain=pdf&date_stamp=2022-02-07
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This paper contributes on important aspects of data-intensive lo-
gistic blockchainmonitoring investigated in theADAPT project [22].
We present highlights on the toolsets and architectures. Further we
introduce complete dynamic multi-scale monitoring architecture.
Section 2 presents related work. Section 4 describes management
aspects of monitoring data collection. Section 6 concludes the paper.

2 RELATED WORK
2.1 Blockchain for Transport and Logistics
Blockchain technology has emerged in the transportation and lo-
gistics industry to solve more efficient and cost-saving business
operations [28]. Blockchain enables the coordination of documen-
tation tasks on a shared distributed ledger, ensures trustworthy
data across the transportation ecosystem and provides a scalable,
immediate solution for authentication and tracking by design [15].
For example, shippers can post unique timestamped loads recorded
and verified by the blockchain with preserved integrity.

Blockchain further enables transparency in the supply chain.
Abeyratne et al. [5] reviewed the state-of-the-art and example ap-
plications, discussed the potential of technology, and proposed a vi-
sion for the future blockchain-ready manufacturing supply chain. A
few supply chains are already using blockchain technology [14, 35].
For example, UbiMS start-up is the world’s first patented cloud-
based platform that reinvented the global supply chain process
using blockchain to connect multiple goods providers with world-
wide consumers. UbiMS is a shared supply chain infrastructure
for small and medium enterprises, modeled as a three-dimensional
globally interconnected e-marketplace and e-supply chain process
for communication and distribution of material goods. Smart con-
tracts coded through the blockchain and self-executed upon meet-
ing certain conditions can reduce costs and eliminate the need
for administrative steps, representing around 20% of the overall
transportation costs. Casado-Vara et al. [12] combined smart con-
tracts with a multi-agent system to improve the current logistics
system’s organization security and distribution times. ShipChain
(https://blog.shipchain.io/) is one of the first start-ups that used
smart contracts in maritime logistics to track goods from leaving the
factory until customer delivery. Process automation allows stake-
holders to purchase digital SHIP currency tokens to pay the cargo
and execute transactions on the platform, enabling information
sharing and platform transparency.

2.2 IoT-Blockchain Enabled Logistics Supply
Chain Assurance, Auditing, and Monitoring

Sweetbridge (https://sweetbridge.com/) provides distributed pro-
tocols that integrate artificial intelligence, distributed ledger tech-
nology, and the Internet of Things (IoT) to improve the efficiency
of settlement between parties throughout the supply chain in the
freight and trucking industry. These protocols use decentralized
inter-enterprise resource planning to perform continuous data as-
surance, auditing and real-time control monitoring. The IoT sensors
in trucks and other shipping vehicles can help shippers and trans-
portation companies detect the space used in cargo and determine
individual freight costs stored in the blockchain.

The authors in [37] proposed a detailed and real-time perfor-
mance monitoring framework for blockchain systems.
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Figure 1: ADAPT architecture: decentralized transportation,
logistic network, and transportation characteristics.

Peloton uses blockchain to store and validate the data exchanged
among multiple freight vehicles forming a platoon and improving
fuel efficiency and safety. Malik et al. [25] argue that blockchain
cannot support the trust and reliability of data concerning physical
commodities’ quality and supply chain entities’ trustworthiness.
They provide an automated framework to associate trust to each
supply chain event based on the trust of the participants and the
quality of the commodity.

2.3 General Purpose Monitoring Architectures
and Techniques

Understanding and optimizing data-intensive applications requires
a comprehensive review of historical metrics. For example, it is
difficult or impossible to tune applications on big data platforms
with access to the coarse-grained system metrics only. Monitoring
data is also critical for optimized job schedulers and auto-scalers [19,
20], even at a coarse-grain level [6].

Authors in [29] propose a dynamic architecture for monitor-
ing large-scale distributed systems that use a specialized service
to collect information and automatically improve task schedul-
ing. Another work [30] presents a distributed resource monitoring
architecture to determine the optimal set of machines to run an
application and implements prediction methods to estimate the
overall performance. The authors in [10] proposed a collaborative
scheduling method for CPU and memory-intensive applications
on a single node using monitoring information to improve overall
throughput and energy efficiency. In centralized monitoring, all
resource states and metrics are sent to a single monitoring server,
continuously receiving them from each monitored component. This
allows for more controlled management and data access but poten-
tially sacrifices availability and elasticity by creating a single point
of failure and eliminates horizontal scalability. Decentralized archi-
tectures solve most scalability and elasticity problems of centralized
architectures without a single point of failure.

Authors in [18] describe generalized approaches and architec-
tures to system performance analysis, including notable toolkits
and visualization [11] techniques. Other works [1–3] provide de-
tailed analysis of cloud and HPC monitoring techniques carried out
in the frame of the European ASPIDE project [3].

https://blog.shipchain.io/
https://sweetbridge.com/
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Figure 2: Visualization of part of the traffic network in
Shanghai (China) (a), with the simulated vehicles, the trucks
(b) railway and trains (c) .

3 ADAPT PROJECT
This section covers the requirements for the monitoring model and
environment from the project’s perspective.

3.1 ADAPT Architecture
This section presents the ADAPT architecture design (displayed
in Figure 1), focusing on the decentralized blockchain-based PPE
transportation and logistics network, followed by the autonomous
transport and the Supply Chain decision making mechanism.

Automated Transport Control. ADAPT relies on real-time data us-
ing the open-source Simulation of Urban Mobility (SUMO) [8] pro-
gram to mimic connected and automated solutions like platooning
to reduce fuel consumption and CO2 emissions. Figure 2 presents a
part of the simulated network in Shanghai (China). ADAPT uses
the Veins, an open-source vehicular network simulation frame-
work [34] for vehicular communication. Veins relies on the OM-
NeT++ (https://omnetpp.org/) discrete event simulator to better
represent, analyze, and implement vehicle platooning. Using real-
time metrics within the integrated Veins, OMNeT++, and SUMO
simulations allows autonomous vehicles to communicate wirelessly
to exchange position, speed, and acceleration data.

Transportation System Optimization. The goal of ADAPT is to
develop mobility models for connected and automated vehicles (e.g.,
platooning). The cooperative adaptive cruise control model used
in the SUMO simulation, allows platooning without considering
vehicular communication. We evaluate additional approaches for
achieving and maintaining an efficient and sustainable connected
and automated transportation network.

Connected transportation data. ADAPT uses the blockchain plat-
form to store some of the data linked to connected and automated
vehicles’ speed, acceleration, and position. It also seeks to visualize
the road network and traffic demand on a national scale by utiliz-
ing 3DCoAutoSim simulation [27]. This is to replicate the traffic
network and its environment in a lab-controlled environment. The
3DCoAutoSim simulation framework simulates vehicle-to-vehicle
communication from a driver-centric perspective [9], including au-
tomated capabilities and the ability to imitate cooperative driving
assistance systems.
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Figure 3: Aggregated statistics dashboard of theHyperledger
Fabric with Hyperledger Explorer in the ADAPT project.

3.2 Monitoring System Requirements
We analyzed the project use-cases and identified a set of critical
requirements grouped in three levels, summarized in Table 1.
• Local urban level contains sensors measurements on vehicle po-
sition (GPS), fuel consumption and speed.

• Organization level contains aggregated information on physical
and virtual execution nodes, such as CPU, RAM, and I/O, includ-
ing read/write bytes, read/write operations, and I/O exceptions.

• Cross organization level contains information on the hyperledger
operations.
Table 1 shows that system metrics such as CPU, RAM, and I/O

with per-node granularity are most important for the organization
level. We obtain these metrics with the Prometheus and Nagios
monitoring systems combined with other cloud solutions. At the
same time, we must consider underlying local urban level and
cross-organization metrics too. We obtained coarse-grained (Fig. 3)
cross-organization metrics associated with the hyperledger fabric
using the Hyperledger Explorer [13]. Hyperledger Explorer is a web
interface used to view, invoke, deploy, or query blocks, transactions
and associated data, network information (e.g., name, status, list of
nodes), chain codes and transaction families, and any other relevant
information stored in the ledger.

The main complexity arises from the local level, where gather-
ing important fine-grained metrics is necessary. Combining these
metrics with dynamic profiling data (Fig. 4) and coarse-grained
statistics (Fig. 3) for further analysis introduces additional complex-
ity for system control software. Thus, it is important to provide a
comprehensive workflow-based approach that allows aggregation
and pre-processing of coarse-grained data subject to the required
application scale.

3.3 ADAPT Monitoring System
We introduce a dynamic multi-scale monitoring system enabling
distributed multi-scale monitoring and analysis, exposing and asso-
ciating collected metrics with potential reliability or performance

https://omnetpp.org/
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Table 1: Monitoring requirements in the ADAPT project.

Scales Monitored system Metrics Latency

Local urban Local self-organization Mostly sensors measurements: Sensitive,
level (platooning) video, LiDAR, temperatures, GPS, fuel consumption real-time data

Organization Data center (IaaS), CPU/RAM use, Non-sensitive,
level Services (PaaS, SaaS) I/O latency heatmaps coarse-grained statistics

Cross-organization Blockchain: Adaptive profiling, failure monitoring, Non-sensitive,
level hyperledger fabric transaction rates coarse-grained statistics

Figure 4: Dynamic profiling visualization flame graph [18]
of the hyperledger fabric transaction execution operation
illustrating the time spent in different code regions using
Linux performance counters [4]. The X-axis represents the
number of samples and the Y-axis the code region.

issues. The conceptual monitoring system depicted in Figure 5
consists of the following components:
(1) Generalizedmatching system (GMS) uses a declarative approach

with the SCIP optimization framework [16], based on the work-
flow model and generalized assignment problem [17, 26] relax-
ation to obtain publish-subscribe matching of the dynamically
varying monitoring agents and aggregators.

(2) Multi-scale aggregation and event detection provides decentral-
ized monitoring data aggregation from the agents and detects
possible events.

(3) Main analysis component is centralized and provides a set of
analytic tools, including smart monitoring of application per-
formance and bottlenecks detection.

(4) Application programming interface enables access to the services
provided by the monitoring platform.

Further sections will contribute on details and model for points 1
and 2 of the list.

4 MULTI-SCALE MONITORING DATA
COLLECTIONWORKFLOW MODEL

Figure 6 depicts the general structure of dynamic data collection
workflow:

V = (𝑉 , 𝐸) , (1)
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Figure 5: Monitoring system architecture split into two tiers:
Tier 1 responsible for the low-latency fine-grained data col-
lection, aggregation, and coarse-grained view of the cluster
performance, and Tier 2 representing a high-level collection
of the decision support tools.

consisting of the following task classes, we execute over the set of
the machines𝑀 .
𝑊𝑃1 optimization task, related to the computing of the optimal

makespan,
𝑆𝑃𝑛 activation signal propagation pseudo-task,
𝐷𝐶𝑛 data collection tasks of different duration,
𝐷𝐹𝑛 data filtration tasks (data dependent), which can be optional

depending on the transaction instance.
𝐴𝐺 aggregation of results,
𝐷𝐴 data archiving and report preparation.
𝐼𝑁 and 𝑂𝑈𝑇 source and sink pseudo-tasks of transaction initiator.

4.1 Makespan Minimization Problem
General Formulation. After defining the workflow mapping:

` (𝑖) ↦→𝑚, ∀𝑖 ∈ 𝑉 ∗ ≡ 𝑉 \ {𝑆𝑃𝑛, 𝐷𝐶𝑛, 𝐼𝑁 ,𝑂𝑈𝑇 } , (2)

a sequencing algorithm creates the schedule by computing the
finish times 𝐹𝑖,` (𝑖) of every task 𝑖 ∈ V . The makespan is equal
to the finish time 𝐹𝑛,` (𝑛) of the last 𝑂𝑈𝑇 task, marked green in
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Figure 6: ADAPT multi-scale monitoring data collection
workflow

Figure 6. The objective is to minimize it:

min 𝑇 = 𝐹𝑛,` (𝑛) (3)

subject to the following precedence and resource constraints in the
context of structural and computational models [23, 24]:

𝐹 𝑗,` ( 𝑗) ≤ 𝐹𝑖,` (𝑖) − 𝜏1𝑖,` (𝑖) ∀𝑖 ∈ 𝑉 ∧ 𝑗 ∈ P(𝑖) (4)∑
𝑖∈𝐴(𝑡 )

𝑟𝑖𝑧 ≤ 𝐾𝑧 ∀𝑡 ∀𝑧 (5)

𝐹𝑖 ≥ 0 ∀𝑖 ∈ 𝑉 (6)

where 𝜏1
𝑗,` ( 𝑗) ∈ Z

+ is the task execution time, P(𝑖) set of the prede-
cessor tasks of the 𝑖𝑡ℎ task, 𝑟 𝑗𝑧 ∈ Z+ is the 𝑧𝑡ℎ renewable resource
consumption by the 𝑗𝑡ℎ task in the set 𝐴(𝑡) of the active tasks at
the given time instant 𝑡 , and 𝐾𝑧 ∈ Z+ is the upper bound on the
available resource quantity. Specifically, Eq. 4 ensures the prece-
dence constraints of the tasks finish times within the DAG structure,
Eq. 5) limits overall resources usage at each time instant 𝑡 and Eq. 6
prescribes non-negative execution times.

Finish and Execution Times. To compute finish times for each
task, we define a data matrix 𝐷𝑖 𝑗 that indicates the amount of data
transmitted from task 𝑖 to task 𝑗 . Consequently, we obtain the delay
tensor 𝐷∗ [21] for transferring data from task 𝑖 to task 𝑗 assigned
to the machines𝑚 and 𝑞:

𝑑∗𝑖 𝑗𝑚𝑞 =

Connection Delay︷︸︸︷
T𝑚𝑞 +

Data Transfer Latency︷      ︸︸      ︷
D𝑖 𝑗 · B−1

𝑚𝑞 .
(7)

The first term T𝑚𝑞 in Eq. 7 represents static connection delay, as-
sumed as a given constant. Second term results from the time re-
quired to transfer the data from task 𝑖 to 𝑗 residing on the machines
𝑚 and 𝑞, obtained by dividing the elements of data matrix 𝐷𝑖 𝑗 by
the corresponding bandwidth B𝑚𝑞 . We compute the execution time
of a given task 𝑖 ∈ 𝑉 as follows:

𝜏1𝑖𝑚 = max
𝑗 ∈ P(𝑖)

{𝑑∗𝑖 𝑗𝑚𝑞 ; ∀𝑗 ∈ P𝑖 } + 𝜏0𝑖𝑚 (8)

where P𝑖 is the set of predecessors of task 𝑖 , the upper indices give
the order of the approximation, the term 𝜏1

𝑖𝑚
corresponds to the

execution time perturbed by the transfer times and 𝜏0
𝑖𝑚

corresponds
to the execution time measured in perfect conditions with no noise
and data transfer delays. We assume a reasonable first-order ap-
proximation where the bandwidth is independent of the number of
simultaneously transferring agents.

5 SOLUTION STATUS
Figure 7 depicts solution dynamics of the problem (Eq. 3) where
we use two-phase SGS heuristic (see RCPSP and MRCPSP formula-
tions [23, 24]) in combination with simulated annealing (SA) as first
matching phase. It has polynomial complexity and provides the full
knowledge about matching and schedule lifespan. However for the
given system it is only important to compute effective matching
and information about schedule is considered redundant. The rea-
son is that those environments are chaotic and it is impossible to
estimate finish times 𝐹𝑖 with high precision. Moreover scalability
of the solution becomes limited in high dimensions, for example,
problems of 1000 tasks and 500 machines.

Figure 7: The results of the Simulated Annealing (SA) al-
gorithm in the context of two-phase SGS heuristic [23, 24].
We can see that the primal bound converges to the local
optimum of 900 seconds. The initial iterations of the algo-
rithm show a certain variance of the objective function val-
ues, which is in agreement with theoretical estimates.

Therefore we currently architect generalized matching system
(GMS) that uses a declarative mixed-integer linear programming
formulation for publish-subscribe matching of dynamically varying
monitoring tasks and executing machines. It is based on the general-
ized assignment problem (GAP) relaxation. In particular, we use by
default the SCIP framework with the possibility to select different
solution regimes (i.e., heuristic, optimality, enumeration) [17] in
combination with heterogeneous earliest finish time (HEFT) [36]
list scheduling heuristic to compute weights of the tasks and relax
precedence constraints. The objective is to offer a nearly optimal
controlling solution for monitoring agents’ raw data aggregation
while keeping the response time of the monitoring system and
the network traffic induced by the data transfers from monitors to
aggregators within the required range.

6 CONCLUSION AND FUTUREWORK
We have initially explored the architectural concepts of distributed
multi-scale monitoring system control strategies, which are ex-
pected to enable near-optimal control systems performance in
large-scale blockchain-based transport networks. We have explored
different classes of monitoring tools and showed one possible way
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to perform low-latency data collection of monitoring metrics at dif-
ferent cyber-physical scales and granularity, including precedence
relations of the process model. We have formulated formal work-
flowmodel, including preliminary vision on the particular workflow
structure. Further important step will be finalization of the gen-
eralized matching system and comparative heuristic evaluation
in realistic conditions. Moreover, several distributed optimization
schemes also require further investigation to deal with large-scale
MIPs beyond existing centralized architectural capabilities. Ubiq-
uity Generator (UG) [33] is a generic framework to parallelize
branch-and-bound based solvers in a distributed or shared mem-
ory computing environment. The ParaSCIP extension developed
using UG consists of a set of base classes to instantiate parallel
branch-and-bound based solvers. We instantiated ParaSCIP parallel
solver and used SCIP as the black box MIP solver and MPI as the
parallelization library.
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