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An algorithm for the complete solution of the quartic
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Abstract

Quartic eigenvalue problem (A*A 4+ A3B + \2C' + AD + E)x = 0 naturally arises
in a plethora of applications, e.g. when solving the Orr—Sommerfeld equation in the
stability analysis of the Poiseuille flow, in theoretical analysis and experimental design
of locally resonant phononic plates, modeling a robot with electric motors in the joints,
calibration of catadioptric vision system, or e.g. computation of the guided and leaky
modes of a planar waveguide. This paper proposes a new numerical method for the
full solution (all eigenvalues and all left and right eigenvectors) that, starting with a
suitable linearization, uses an initial, structure preserving, reduction designed to reveal
and deflate certain number of zero and infinite eigenvalues before the final linearization
is forwarded to the QZ algorithm. The backward error in the reduction phase is bounded
column wise in each coefficient matrix, which is advantageous if the coefficient matrices are
graded. Numerical examples show that the proposed algorithm is capable of computing
the eigenpairs with small residuals, and that it is competitive with the available state of
the art methods.

1 Introduction and preliminaries
We propose a new method for numerical solution of the quartic eigenvalue problem
(MA+NB+ X C+ D+ E)r =0, (1)

where the coefficient matrices A, B,C, D, E € C"*" are assumed general, with no particular
structure (such as symmetry, sparsity). We are interested in the full solution, i.e. computation
of all eigenvalues with the corresponding (left and/or right) eigenvectors, and our ultimate goal
is to provide a robust mathematical software that can be used in ever increasing number of
applications in applied sciences and engineering.

The quartic eigenvalue problem naturally arises in solving the Orr — Sommerfeld equation
which appears in the hydrodynamic analysis of the stability of the Poiseuille flow by eliminating
the pressure from the linearized Navier-Stokes equation. Other applications include e.g. theo-
retical analysis and experimental design of locally resonant phononic plates [38], finite element
analysis of two dimensional phononic crystals [34], modeling a robot with electric motors in the
joints [25], computing deformation modes of thin-walled structures [35], or e.g. computation
of the guided and leaky modes of a planar waveguide [28], or solving an optical waveguiding
problem involving atomically thick 2D materials [27]. In these examples the matrix eigenvalue
problem is the result of discretization of differential operators and thus (depending on the dis-
cretization method) the coefficient matrices are sparse and usually only some eigenvalues are
needed — those may be prescribed by specifying e.g. a region of interest in the complex plane.
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In such cases, methods for large sparse problems such as e.g. NLFEAST [I§], [26], [39], [7]
will find a subspace that contains eigenvectors of interest, and then Rayleigh-Ritz extraction
uses the projected problem in which the Rayleigh quotients are medium size dense matrices.
Reliable solution of the projected problem is important both for the convergence of the itera-
tions towards the wanted part of the spectrum (e.g. for robust implementation of locking and
purging) and for the accuracy of the computed solution.

These examples illustrate the wide spectrum of important applications of the quartic eigen-
value problem, and justify, even demand, development of methods specialized for (I]). Yet, to
the best of our knowledge, there is no published custom-built solver with a supporting analysis
that would provide certain level of confidence/guarantee that is comparable e.g. to the currently
available solvers of the quadratic eigenvalue problem such as [20], [I4]. Instead, (1) is usually
numerically solved by a standard linearization and deployment of the solvers such as polyeig
in Matlab. On the other hand, numerical difficulties in solving nonlinear eigenvalue problems
become nontrivial even in the simplest case of the polynomial quadratic problem, which is at
the core of the theory and applications of mechanical systems. More carefully designed custom-
made algorithm often proves much better than a generic solver — an excellent example is the
quadratic eigenvalue problem, where the algorithms quadeig [20] and kvadeig [14] outperform
polyeig, in particular when the spectrum contains multiple infinite eigenvalues.

1.1 Backward stability and scaling

Numerical algorithms for computing the eigenvalues and the corresponding right and left eigen-
vectors of a general regular matrix polynomial Py ()\) = Z?:o A\t A; usually consist of three main
steps: (i) linearization, i.e. definition of an equivalent linear generalized eigenvalue problem
for a suitably constructed kn x kn pencil A — AB; (i) computation of the eigenpairs of the
linearization A — AB, using e.g. the QZ algorithm; (i) reconstruction of the eigenpairs of the
original problem. Some algorithms include a preprocessor that transforms the linearization (%)
into a form that reveals some canonical (e.g. spectral) structure and that is in some numerical
sense better input to a particular software implementation of the QZ algorithm in (7i) (e.g.
scaling). For a general framework of this scheme we refer the reader to [32], [33].

1.1.1 Weak and strong norm-wise backward stability

In order to be used with confidence in applications, the eigenvalues and eigenvectors computed
in finite precision arithmetic are justified by proving that they are exact spectral elements of a
nearby polynomial

k
Pe(X) =) N (A + AA).
=0
If the sizes of the perturbations (backward errors) AA; are appropriately small (e.g. of the
same order of magnitude as initial uncertainties in the coefficients A;, as measured in a matrix
norm) then the computation is usually deemed backward stable.
In a numerical algorithm, the canonical structure revealing steps [32], [33] and the QZ
algorithm are based on unitary transformations, so that the entire process is backward stable
— the computed result corresponds exactly to a linear pencil

A+AA-ANB+AB), [AAllr <&l Allr, |AB]lr <&[|Bllr, 0<& <1,

We refer to this as strong norm-wise backward stability of the solution of the linearized problem.
However, this statement must be carefully interpreted. The QZ algorithm is oblivious to the



underlying structure of the linear pencil, and A + AA — A(B + AB) most likely will not have
the structure of the linearization of a matrix polynomial, and the backward stability cannot be
stated in terms of the original polynomial eigenproblem.

Relating the pencil A+ AA — A\(B+ AB) with a matrix polynomial close to Py(\) requires
an additional theoretical construction in the error analysis. For large classes of linearizations,
there is an equivalence transformation

A+ AA=NXB+AB) — (I + E)JA+AA - AXB+AB)]J(I +F), |Ellr <e, |Flr< e,

such that the new pencil is the linearization of Py(\) = S o AN (A;+AA,), where, under certain
assumptions,

with some 0 < €1, 69,63 < 1 that depend on the roundoff unit, dimensions of the problem
and algorithmic details. This form of weak norm-wise backward stability bounds each ||AA;||r
relative to the norm of the coefficients array (Ao A oL Ak). For detailed in depth discussion
see [33, §4], [22], [11], [12].

Note that (2]) may be difficult to interpret in an application where the coefficient matrices
carry information of different physical nature (e.g. mass, damping and stiffness) expressed
in appropriate physical units. Unfortunately, except in some particular cases, (2)) cannot be
strengthened into strong norm-wise backward stabilityﬁ] estimate

Construction of an algorithm with the backward error (B]) may not be feasible without the
framework of mixed error analysis, see [23] where this is shown for the case n = 1, k = 2.
Constructing an algorithm that has guaranteed (provable) strong norm-wise backward /mixed
stability is a challenging open problem.

1.1.2 Backward stability of individual eigenpairs. Residual

Another way to measure the quality of an approximate eigenpair (an eigenvalue with a corre-
sponding right or left eigenvector) a posteriori is through the residual, which we discuss next, in
terms of our original problem (). If (), z) is a computed eigenpair with the right eigenvectm@
x, then the minimal size of backward error of the type (8] that makes (A, z) an exact eigenpair
of a backward perturbed quartic eigenvalue problem, i.e.

min{e : (A*(A+ AA) + X (B + AB) + ) *(C + AC) + \(D + AD) + (E + AE))r = 0,
|AAlF < €l|Allp, [AB||r < €| B||r, [AC| s < €| Cl|r, [AD|r < €[ Dl r, [AE| r < €| E]|r},

can be explicitly computed as the normalized residual [29, §2.2]
|(A*A+ XB + X2C' + AD + E)z|s A2
) 0]
(A Al + AP Bl + [APICllo + [AD]l2 + [ El2) |22

4
n(oo,z) = i W
’ [Al2f]l2

nA, x) =

The key difficulty is that an eigenpair obtained by this procedure may have large residual
(norm-wise backward error ({])), although the norm-wise backward error for the eigenpair (with

1 An anonymous referee suggested the term coefficient-wise backward stability.
2For the sake of brevity, here we omit an analogous discussion with the left eigenvector.
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the same \) of the corresponding linearizationd is acceptably small. This phenomenon is further
analyzed in [21], and it is proven that this kind of variation in the backward errors is due to
the fact that the norms of the coefficient matrices of the original problem are not equilibrated.
As a result, the backward stability of the linearization is not inherited by the transformation to
the original polynomial. The problem can be alleviated by parameter scaling, which we review
next.

1.1.3 Parameter scaling

Parameter scaling is a useful, powerful, albeit not omnipotent, tool for stabilizing polynomial
eigensolvers; the techniques vary from simple heuristics to sophisticated concepts from tropical
polynomial algebra. Here we briefly review the scaling used in this paper; other scalings can
be easily incorporated.

Write A = ~v, where v > 0 is parameter to be determined. Using an additional free
parameter 6 > 0, define the scaled quartic polynomial as

OF + v(v0D) + 12(v*0C) + 13 (v*0B) 4+ v*(y*0A) = E + vD + 1*C + v*B + ' A.

The parameters v and 6 are defined so that the norms of the new coefficient matrices do not
vary much, and are close to a traget value. This can be done by adapting the Fan, Lin and Van

4/ | Ellr
Al

factor max(1, || A|l g, | Bl r, [|Clle, | Dlle, |E||#)?/min(| E| ¢, || Al #) in the backward error ratio
bounds [1], and for 6, we choose, following [6], 8 = 4/(||E||r + 7| D|lr + ¥*[|C||r + 73| Bl r)-

Although simple and easy to implement in any polynomial eigensolver, scaling can achieve
good results in controlling the growth factor of the backward error. For instance, [40] showed
that the quadratic eigenvalue problem can be solved with small backward errors (@) in all
eigenpairs by carefully examining six linearizations. Detailed analysis showed that backward
stability in all eigenpairs was achieved using two linearizations.

Note that in this interpretation of backward stability, the optimal backward errors ()
are constructed separately for each eigenpair, which is different from the backward stability

discussed in §L.1.1]

Dooren’s scaling [I7]. For ~y, we choose v = which is the optimal v for minimizing the

1.1.4 Graded matrices

We should keep in mind that, in addition to different magnitudes of the norms || A|| g, || B, - - -,
| E||F, the entries inside each coefficient matrix may be on different scales of magnitude, where
some small entries may be important parameters. If, for instance, A has graded columns
whose norms vary over several orders of magnitude, and A A is small perturbation that satisfies
|AA|lF < €]|A||r with a small € > 0, then some small columns of A may be completely wiped
out by AA. (In an engineering application the columns of the coefficient matrices may be
scaled to properly interpret the norm of the eigenvector = whose components are of different
physical nature.) Parameter scaling cannot counteract differently scaled columns in a particular
coefficient matrix.

Remark 1. In addition to parameter scaling, we can use diagonal scaling matrices A, and A,,
for scaling all coefficients from the left with A, and from the right with A,.. The goal is to
equilibrate the absolute values of all matriz entries. These scaling matrices can be computed by
an extension of the scheme described in [14), §4.2].

3The norm-wise backward error of A as an approximate eigenvalue of the linearization is computed analo-
gously to ().



1.2 A quandary about the infinite eigenvalues

The presence of infinite eigenvalues, indicated by the rank deficiency of A, may cause difficulties
in the QZ algorithm, which is usually deployed for solving the linearized problem; infinite
eigenvalues may not be identified correctly, they may have negative impact on the accuracy of
the computed finite eigenvalues, see e.g. [32] Example 2]. It is then advantageous to remove
infinite eigenvalues by a deflation and proceed with a problem of smaller dimension, with only
finite eigenvalues. This framework, introduced in [20], proved much better than direct solution
of the linearized problem.

In some cases, certain number of infinite eigenvalues of (II) can be identified and removed
already during the problem formulation. An illustrative example is given in the eigenvalue
problem for the channel and Blasius boundary layer in semi-infinite domain [8]. The Orr-
Sommerfel differential equation is discretized using the Chebyshev collocation matrix method,
and the boundary conditions are imposed in F; the remaining matrix coefficients A, B, C,
D have the corresponding last four rows equal to zero. In the case of linearly independent
boundary conditions, by a clever column permutation, four infinite eigenvalues can be separated
and deflated, see [§] for technical details.

The structure of the infinite eigenvalue (the number and the dimensions of blocks in the
Kronecker Canonical Form (KCF)) cannot be inferred by only inspecting the rank of A. Rank
deficiency in A reveals only certain number of infinite eigenvalues and further steps are necessary
to either confirm that there are no more infinite eigenvalues or to reveal more blocks carrying
A = oo in the KCF. For more details see [32] and [33].

Removals of infinite and zero eigenvalues involve decisions on the numerical ranks of some
intermediate matrices that have been contaminated by the roundoff noise from the previous
steps. If the data is not well scaled, and if the computation cannot be interpreted as backward
stable in terms of the original coefficients that may have an initial uncertainty from the very
problem formulation, then there may be quite a few spurious eigenvalues with large absolute
values. The backward stability of the beginning steps that carry the critical responsibility of
removing as many as possible infinite eigenvalues must be as much as possible in terms of the
initial coefficient matrices, and it has to be as much as possible structured, e.g. column-wise
small (backward error in each column small relative to that column’s norm) instead of only
small in matrix norm.

As we pointed out in [I4], the goal of the pre-processing is to remove many zero and
infinite eigenvalues before calling the QZ algorithm, and to use QZ software optimized for
a given computing machinery. The reason is that handling infinities numerically in QZ is a
delicate issue with many fine details [37], and the development of optimized software often uses
techniques, such as e.g. block-oriented formulations and parallelization, that accept speed-
accuracy trade-offs.

Another possibility to deal with infinite eigenvalues of matrix polynomials, pursued in [31],
[30], is, after a suitable linearization and scaling, to modify software implementation of the
QZ algorithm by lowering the original threshold for setting small numbers to zero in the part
of the algorithm that can create infinite eigenvalues. This change of a critical parameter was
compensated by increasing the maximal allowed number of iterations. This method performed
well as measured by the residual of refined eigenvectors np(A) = min, .o n(A, x).

Although the goal to safely deflate eigenvalues that may be difficult for QZ iterations is
the same, our approach of deflation, based as much as possible on initial data, is conceptually
different, as we describe next.



2 A new approach to the quartic eigenvalue problem

In our recent paper [14], we built upon the quadeig algorithm of [20] and [32], [33] and
constructed an algorithm (designated as kvadeig) for the quadratic eigenvalue problem that
makes several reduction steps toward the KCF. One of distinctive features of that reduction is
that the backward error in the coefficient matrices is bounded on a finer-scale, e.g. column-wise.
Although such a column-wise error bound does not extend to the entire algorithm (the QZ al-
gorithm enjoys only the norm-wise bound), it may be of critical importance in the beginning
steps when decisions abut the zero and infinite eigenvalues have to be made, in particular if
the matrix coefficients are graded, as discussed in §I.1.4l Since this issue, tackled in kvadeig,
is separate from parameter scaling, the approach introduced in kvadeig can benefit from any
good scaling, so that it can be combined e.g. with the strategy introduced in [40].

In this paper we extend the techniques of quadeig and kvadeig to the quartic eigenvalue
problem (). A direct connection of (Il) with the quadratic problem is quadratification. In §2.1]
we briefly review quadratification by companion forms of grade 2, and then we discuss practical
advantages and shortcomings of this approach to the quartic eigenvalue problem. Then, in §2.2]
we present the main idea of the paper — a linearization based on the quadratification provides
a two-level structure that allows for a generalization of the scheme used in kvadeig.

2.1 Quadratification

Both quadeig and kvadeig outperform the general solvers such as e.g. polyeig from Matlab.
In addition, [40] provides a backward stable algorithm (in the sense of residuals reviewed in
§I.T.21 albeit at double cost) whose semi-tropical scaling can be used in quadeig/kvadeig
as well. Hence, good quadratic solvers supported by numerical analysis are available. If one
has these quadratic solvers implemented in a reliable software, then it makes sense to use
quadratification [9] to reduce the quartic problem to a quadratic one and use the off the shelf
quadratic code.

To that end, define matrix polynomials By(\) = \>C' + AD + E, By()\) = A2A + AB. The
first and the second companion form of grade 2 are then defined, respectively, as

2 (Bo(A) Bi(A))_(NA+AB NC+AD+E\_ (A C\ . (B D\ [0 E
Cﬂ”‘( I, NI )T\ I i, )= \o 1,/ o o)1, o)

C2(\) = (gﬁ; ;jﬁz) = \2 (é i) + A (g 8) - (g _é[") = XM+ AXC+K. ()

Both C%(\) and C3(\) are strong quadratifications, see [Theorem 5.3, Theorem 5.4][9], [10].

2.1.1 Why quadratification alone is not enough?

While solving the eigenvalue problem for (B by a reliable quadratic eigensolver is a viable
approach, its straightforward implementation has a significant limitation in light of the discus-
sions in §L. 1] and §L.21 Namely, just as the QZ algorithm is oblivious to the structure of the
linearization, the quadratic eigensolver will be oblivious to the fact that the quadratic pencil
represents a quadratification of the quartic problem and that the matrices M, C, K in (5] have
block structure defined by the matrices of the original problem. As a result, in the preprocess-
ing phase the algorithm will not make the critical decisions (such as numerical rank revealing)
based on the original coefficients of the quartic problem ().

On the other hand, with a suitable choice of the quadratification and its linearization, we
can generalize the framework of kvadeig by zooming into the block structure of the matrices
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constructed in the quadratification, and thus work with the original coefficients. This is the key
idea in this work, and in the rest of this section we set the scene and present the structure of the
paper. We will use the second companion form of grade 2 because its structure is compatible
with the deflation scheme of kvadeig.

2.2 A generalization of the deflation scheme from KVADEIG

The starting point of the development of the proposed algorithm is the quadratic polynomial
(). It can be further linearized using e.g. the second companion form. In that case, the final
matrix pencil of size 4n x 4n, that represents a linearization of the quartic problem [II, reads

B0, |-L,| 0, —-A| 0,10, 0,
C _H2n —M 02n D On On _Hn —C _Hn On On
A-)\B= —-A = -A
Elo, o, o, 0, 0, |0, |-IL

(6)
Notice that (@) is actually a block Kronecker linearization up to simultaneous interchanges
of block rows 2 and 3, and block columns 2 and 3; hence backward error analysis of type
(@) applies, see [13, Theorem 5.22, Corollary 5.24]. However, we find the interpretation via
quadratification (B]) more intuitive and more natural for generalization of the scheme from [14].
Now, we can follow the structure of quadeig/kvadeig, attempting to deflate the infinite
eigenvalues of A>’M + A\C+ K. Even if that is expected to perform better than a straightforward
companion type linearization followed by polyeig, it is not the best one can do, see §2.1.11
Instead, the goal is to implement the beginning critical steps, including deflations, with small
(hopefully to some extent structured) backward error in the original coefficient matrices A, B,
C, D, E. Therefore, on the global level, we follow the strategy of kvadeig [14] Algorithm
3.1] to bring () to an upper triangular Kronecker Canonical Form (KCF), but the elementary
steps are rewritten in terms of the original matrices whenever feasible. We will keep the two-
level partitioning throughout the paper, and try to use transformations that respect the block
structure as much a possible and, if deflation is needed, the structure of the linearization should
be considered when defining the transformation matrices.

2.2.1 Outline of the paper

The new algorithm, designated as kvarteig, is described in detail in §3 Recovering the
eigenvectors of ([II) from those of (@) is discussed in detail in §4, where we propose using least
squares regularization, and suggest algorithmic details for an efficient software implementation.
In §5] we provide detailed backward error analysis of the first two steps that are critical for
removing zero and infinite eigenvalues. We clearly identify moments in the algorithm where
scaling of the data plays the key role in keeping the backward error in the initial data small.
The numerical experiments, presented in §6l show the advantage of the new framework, both
of kvarteig and kvadeig (applied to the quadratification). The strong point of the proposed
algorithm is the deflation process. The biggest differences in the results, as compared to other
algorithms, can be seen in the element-wise backward errors and, in particular, in the examples
with zero and/or infinite eigenvalues. Altogether, the numerical examples clearly demonstrate
the importance of both scaling (including balancing) and deflation in the pre-processing phase.

The material of this paper should be considered as the second part of [14], and numeri-
cal results in §0] once more illustrate the power of the approach introduced in quadeig and
kvadeig.



3 The kvarteig algorithm

We now describe the main ideas of the proposed procedure for deflating infinite and/or zero
eigenvalues. As outlined in §2.2] our plan is to adapt the deflation scheme from quadeig/kvadeig
to the linearization (@). Although the structure of the proposed algorithm is inspired by our re-
cent quadratic eigensolver and its connection to the problem ([Il) via quadratification, we stress
again that the new algorithm is not a composition of quadratification and quadratic eigensolver.
We recall our discussion in §2.T.T]that applying a robust quadratic solver to the quadratification
blindly (i.e. by ignoring the origin of the quadratic problem) is not satisfactory.

The first immediate problem is revealing the numerical rank of the coefficient matrices.
In §3.11 we briefly review this issue and use it to illustrate the two-level approach to the
linearization (@) — at the level of the 2 x 2 partition, the algorithm mimics the structure of
kvadeig, but all operations are adapted to the 4 x 4 block structure of the linearization and
then, in §3.2] further tailored for the quartic problem.

3.1 Numerical rank and block-structure

Revealing infinite and zero eigenvalues in presence of perturbations is a delicate task because
it depends on the numerical ranks [19] of matrices that are either initial coefficients (possibly
polluted by noise) or intermediate results in finite precision computation. An additional diffi-
culty is the underlying structure of the involved matrices, that should preferably be preserved
in a backward stability interpretation of the computed results. This is one of the reasons why
applying quadeig/kvadeig directly to a quadratification is numerically not optimal.

Namely, applying a rank revealing decomposition (such as the SVD or the pivoted QR
factorization) to M would mean looking for a small perturbation éM such that M + dM has
lower rank that cannot be further reduced by a small perturbation. Such a construction does
not respect the block structure of M, and better way is to think at this step in terms of the
numerical rank with constrained perturbation. If J denotes the first n columns of I, then the
allowed perturbation might be 6M = JJAJ? with an n x n §A. Similarly, the numerical rank
of K will be determined under the constraint that only K(n +1:2n,1: n) = E is allowed to
change. For a systematic treatment of the general case using the generalized SVD, see [41].

Since we have the natural block structure, we can formulate the rank revealing steps directly,
in terms of the original coefficients. This defines the first step of the procedure whose details
are explained in §3.21

Let r4 = rank(A), rg = rank(FE) and let

B R
Allg = QaRa, Ra= < A ) , Fllp = QpREr, Rp= < F ) ) (7)

OnfrA,n OnfrE,n

be the rank revealing QR factorizations for A and F, computed as in [5], [I5]. Note that ()

yields a structure preserving rank revealing decomposition of the matrix M = (é H‘Z) as

MLy = Qu R, QM:<HO %A),HMZ(HO %A),RMZ(HTTL’CT?). (8)

The truncation of Ry, is done by truncating R4, and the truncation can be pushed back into
a backward perturbation of A; see [14, §2.1, §2.3].
Similarly, the rank revealing factorization of the matrix K = (g *H") is

Kllg = Qk Rk, QK:<HS £E>7HK:<£ HOE>,RK=(_§" ng) (9)

8



Notice that the permutation of the column blocks only ensures that the matrix Rg is upper
triangular. If this structure is not important for the process, we can skip the permutation step
and just make the following transformation

(6 o) (¥ )= (a o) (10)

Remark 2. To determine the numerical rank using the rank revealing QR factorization, we
use the thresholding strategies as in [T, §2.5.1]. For a softer thresholding we look for a drop-off
of absolute values of two consecutive diagonal entries in the upper triangular form. In general,
determination of the numerical rank (thresholding strategy and thresholds for truncating the
triangular factor) should take into account the size and the structure of the initial uncertainty
in the data. Such an additional information is application specific.

3.2 The decision tree of kvarteig

The algorithm is designed to remove zero eigenvalues; the infinities are removed by switching
to the reversed pencil.  Similarly as in [14], the deflation process is an adaptation of the
algorithm by [32] for computing the structure of the eigenvalues 0 and co. The first two steps
are modified using the structure of the linearization ([6]), and for possible additional steps the
algorithm proceeds with the rank revealing QR factorizations and carefully implemented URV
decompositions.

As in the kvadeig, there are three main cases: both A and E regular; only one of A and £
is singular; and both A and E are singular.

3.2.1 Both matrices A and FE regular

If both matrices A and E are regular, we can use the factorization (8) to reduce the matrix B
from () to upper triangular form, since this is already the first step of the QZ algorithm.

(o )1l o) G ) (6 2)

0 DIIy 0 -1,
* * 7Hn *CHA
_ 0 QABHA 7QA 0 . )\ 0 _RA 02n (11)
*]In L 02n O2n I _HQn
0 | Fll4

The rest of the computation depends on the QZ algorithm. Note that the special structure of the
pencil ([IT]) can be exploited for designing a more efficient Hessenberg-triangular decomposition.
This is a separate issue that we will not tackle in this work.

3.2.2 Only one matrix is singular

Assume first that F is singular, rg < n, and thus there are at least n — rg zero eigenvalues
which can be deflated. If our setup is to remove only the block of zero eigenvalues that is
revealed by the null space of E, then we can achieve that and, at the same time, transform the

“Here, some familiarity with the reduction/deflation in the kvadeig algorithm is helpful for understanding
the details of kvarteig.



matrix B to upper triangular form by the equivalence transformation

(% ol o) (" )1 (o o)

0| DIy 0 Qg
0| Q%BIla | —-Q% 0 -1, | =ClIly4 0
= I, 0 —A| 0 ] —Ra o (12)
RpITE Il 4 02p, 02n, | —I2n
0 0

The n — rg zero eigenvalues are now deflated implicitly by working with the leading (3n +
rg) X (3n + rg) sub-pencil of ([I2)). If we want to check for the existence of further blocks
corresponding to A = 0, then it is convenient to use the following transformation:

(& il o) ) o)

_B 10 |
Q.D |0 an —A 0 0
= 0 |-T M 0@y | ™ (13)
Rplly, | O 02, 02, | I
0 0
The deflated pencil of order 3n + rg reads
B |o -1,
QL .D|0 I, -4 | o |,
Ay =By = | __ QD10 | 0] 0 | —-a|_—QpC[-@Q | &) | (14)
0 [-I 0. Opntrp)x@n) | ~Tnirp
Relly | 0 e

where Q% = Qp(1 : 7g,:) and Qf, = Qp(re +1:n,:). Note that Agy — ABsy is the block at
the position (1,1) of a block-upper triangular pencil (I3)); the block position (2,2) corresponds
to the deflated n — rg zeros. Denote the left and the right transformation matrices from (I3))
with P; and Q; respectively, and the linearization pencil with A — AB = A;; — ABq;. After the
first deflation step we haVEg

Ay — \B [ -
Pi(Ay — AB11)Q = < - 0 * —)\IE%H) , B = —lIhrp. (15)

The next step in the deflation process is to determine the rank of the matrix Asy. From the

structure of the matrix, we conclude that the rank of Ay is equal to 2n + rg+ “the rank of the

n X n matric (%ﬁ—?)”, which is defined in terms of the coefficient matrices D and E of the
E

original problem. So, we compute the rank revealing factorization

QpoD
(iif_[TE HA22 = QAzzRAzz' (16)

If (I6]) is of full rank n, then Asy is regular, there are no more zeros in the spectrum, and
the single deflation step is done by removing the trailing n — rg rows and columns in (I2).

5See [14], §5.2] for more details.
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If, on the other hand, (I6) is rank deficient with rank(Ra,,) = 79 < n, the corresponding

number of n—1ry zero eigenvalues can be deflated. To that end, note that R4,, = ( Rag ) and

On—rg,n
transform the pencil (I4]) to get zero rows at the bottom of Agy. This is done by the permutation
T = (1 n+rg, 2n+1:3n, n+rg+1:2n, 3n+1: 3n+TE). If IT is the corresponding
row permutation matrix, and if we set

P, = (HQ"“E sz) 1, (17)
then the transformed pencil is
B 0 —I,
R Qp.D| 0 L ~ —635110 _CS)E 1 Orozz;::r )
PyAyy = 0 — —1I, 0 0 , PoBoy = On’ 0, ’ —I[: ‘ OnjE
fiaee L | 0L Oy —Nu [ =N | Nig [ Mg
(18)

To deflate the additional n — 7, zeros, we reduce the trailing n — ry rows of the blocks — Ny,
—Njg) and N to zero. This is done by the complete orthogonal decomposition

(ﬁQng)(2n+TE+T2+]_ 137’L+TE,Z) :UBBRBBV§37 (19)
so that (16218322)(271 +rg+ro+1:3n+rg,)Vep= (O ]IV%QQ). Finally, the deflated pencil is

Azz — ABs3 u )

0 —)\]}égz (20)

PoyAgyVip — APyByy Vi = (
This reduction process continues by forwarding Azs — AB33 to the next step of reduction toward
an upper triangular KCF, as described in [14].

Remark 3. For a more structured backward error in case of graded matrices, the complete
orthogonal (URV) decomposition (19) should be computed as in [14, §2.2].

Remark 4. If the matrixz A is rank deficient, and E is full rank, we process the reversed problem
(WE + 12D + p?>C + pB + A)x = 0, = 1/, and the corresponding truncated linearization
pencil of order 3n + 14 reads

D 0 -1,
Qz,lB O _HTA _E 0 O
Ap—ABy = | _Q4,B[0 | 01 0 |-n|{_ZQaC[-0Q5 | W) ) (o)
0 _I[n 0 O(nJrrA)X(Zn) I _Hn—H"A
3 * n+ra

and the rank of matriz Ass is now 2n + ra+ the rank of the n x n matriz (%’2—?).
A

3.2.3 Both matrices A and E are singular

When both matrices A and E are rank deficient, then, following the discussion from §3.2.2] the
key information is in the numerical ranks of the matrices

d = M LU= Qﬁ:ﬁ ) (22)
RAI Rplly
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Both ® and W are full rank In this case, in the KCF the zero and the infinite eigenvalue
occupy single block each, induced by the rank deficiency of EF and A. The deflation process
starts by creating n—rg and n—r4 zero rows in the coefficients of the corresponding linearization

as follows:

Qi 0N [(C —L) _ (-M 0\ (L, 0
0 Q5 K 0 0o I, 0 Qg
On D On —QE(:,ler) —QE(Z,TE+1IH)
OnxrA QZ(I ‘T4, 3)B _QZ(I ‘TA, :) 07"A><7“E OTAX("*TE)
| Onxr) | Qa(ra+1:m B | —QA(ratlin:) | Oworaxrs  Otra)xinorp)

_I[n 0, 0, 0n><7"E Onx(nfrE)
07"E><n REH*E‘ O?“EXn OT‘E O?“EX(TZ—T‘E)
O(nfrE)Xn O(nfrE)Xn O(nfrE)Xn O(nfrE)XrE O(nfrE)
_Hn C 0, OanE Onx(nfrE)
OrAXn _RAHZ OTAXn OT‘AXT‘E OTAX(nfrE)
A\ O(n—rA)xn O(n—rA)Xn O(n—rA)xn O(n—rA)er O(nfrA)X(nfrE) (23)
On On _I[n 0n><7"E Onx(nfrE)
07"E><n O(n—rE)Xn OrExn _I[T‘E OrEx(n—rE)
O(nfrE)Xn O(nfrE)Xn O(nfrE)Xn O(nfrE)XrE _Hn—rE
The next step is to compute the complete orthogonal decomposition
(Qalra+1:n:)B Q4(ra+1:n,2) Op_riyry ) =Qx ( Rx Op—ra)x(nirstra) ) Zx,
(24)

and permute the first (n — r4) and the last (n + rg + r4) columns to get

0

n+ra+rE

anrE

Q;( ( QZ(TA + L: n, )B QT¢1<TA + 1: n, :) O(N—TA)XTE ) Z;( ( I 0

)

Finally, to complete the deflation process, the following left and right transformation matrices
must be applied on the pencil (23):

= ( O(n—rA)X(n-l—rE—l—rA) RX ) .

HTL-H"A 0 0 0 0

0 0 0L, O . 0 Lyrp

0o o0 I, 0 0 |, ZX(HWWE 0 )‘ 0
0 Qy 0 0 0 0 | Loprp
0 0 0 0 I,

After the transformation step, the deflation is finished by removing the last 2n — rg — r4 rows
and columns from the obtained pencil. The resulting pencil of dimension 2n + r4 + rg is
forwarded to the QZ algorithm.

Only one matrix in (22]) is singular This means that there are at least two KCF blocks
for the zero (if U is singular) or the infinite (if ® is singular) eigenvalue. In either case, we
deflate two blocks for the zero eigenvalue using the structure described in §3.2.2 (see also [14],
§5.2, §6.1]), meaning that the reversed problem is considered if there are more blocks for the
infinite eigenvalues.

12



After deflating two blocks of zero eigenvalues, we obtain the pencil (20)). Now, the existence
of additional zero eigenvalues depends on the rank of the matrix Agy. To deflate possible
additional zeros, the pencil Agy — ABos is forwarded to the algorithm for computing the KCF
[14), §3.2]. As the output we get the pencil Ayiq 11 — AByi111 and transformation matrices @,
and P,, with Ayy; 41 regular. Denote with n,; the dimension of the resulting pencil.

Finally, we have to deflate one block of infinite eigenvalues, which have been detected at the
beginning. This is done by forwarding the reversed pencil By;; 41 — AA/41 041 to the procedure
described in [14] §3.2]. As the input to the algorithm we supply the information that there is
only one block to be deflated, so that only one step of the algorithm is needed. In addition,
we also send the number of infinite eigenvalues so that the rank determination of the matrix
Bytq,041 is omitted. As an output, we get the pencil Apyg, r10, — ABris, o0, With both Agyy, orp,
and By g, ¢4s, regular, and the corresponding transformation matrices P,; and ),;. The final
transformation matrices ) and P are

HQn 0 0
_ (Ion O * Qp 0 Qp1 0
Q - ( On Q]K) 0 VBBPBB 0 ( 0 H4n—r —r 0 Iyn—n
0 0 In—rp E~T2 041

Lt 0 0
p_ (P 0 P, 0 07 o o Q; 0
- 0 H4n7nz+1 H4n7'rE7r2 0 0 822 0 Q]I*( :

HQn—rE

Both matrices in (22]) are singular This case is analogous to the previous one. The only
difference is that, when we call the algorithm on the reversed pencil Byiq 41 — AAri1041, We
provide additional information that there are least two steps of deflation ahead, as well as the
dimensions of the first two blocks which were previously determined by the rank revealing de-
compositions of A and .

3.2.4 On making more reduction steps

After all detected zero and/or infinite eigenvalues have been deflated, as described above, we
check the ranks of the matrices in the resulting pencil in order to determine whether there
are more blocks of these eigenvalues. If these matrices are rank deficient, then another step of
deflation must take place. Unfortunately, with that step, the structure of the linearization is
lost, so we use the standard deflation process for generalized eigenvalue problem as in [32] and
[14]. It remains an interesting problem to determine an equivalence transformation to restore
the structure for more steps, while working on an equivalent representation of the original
problem.

There is, of course, a trade-off between this increased numerical robustness and computa-
tional cost (complexity), and, in a software implementation, the number of reduction/deflation
steps will be limited. But, even with these few steps we can make some critical decisions on
the zero and infinite eigenvalues, with backward error in terms of the coefficients of the original
problem; see §5 and §6l

3.2.5 An illustrative example

Let us illustrate the action of the additional reduction steps toward the KCF. We use the
mirror example from the NLEVP library [2]; it originates from the calibration of catadioptric
vision system [42]. The problem is of order n = 9.

13



Both A and E are rank deficient, with the rank rp = r4 = 2, which means that there
are at least 7 zero and 7 infinite eigenvalues. They were correctly identified and deflated in
the preprocessing in quadei; in the next step, the QZ algorithm found an additional zero
eigenvalue, and two more infinite eigenvalues. On the other hand, polyeiéﬂ identified in total
only 2 zero and 9 infinite eigenvalues. This shows the advantage of the preprocessing introduced
in quadeig for early revealing of zeros and infinities. These numbers of computed zero and
infinite eigenvalues were independent of whether the parameter scaling was on or off before
calling quadeig and polyeig.

On the other hand, the preprocessing in both kvadeig and kvarteig found additional two
zero and two infinite eigenvalues, making the total of 9 zero and 9 infinite eigenvalues deflated
before calling the QZ. Again, the same numbers of 9 zero and 9 infinite eigenvalues were found
with and without parameter scaling. This almost agrees with the result of quadeig, up to one
zero eigenvalue.

Next, we check the norm-wise backward errors () for all computed eigenpairs (for all four
algorithms). The details of computing the eigenvectors in kvarteig are given in §4 The
computed residuals, shown in Figure [l seem to indicate that all results are acceptable up to
small norm-wise backward errors (separate for each eigenpair) of the order of machine precision.
(The eigenvalues are indexed in non-decreasing absolute values.)

10 Normwise backward error, right eigenpair s Normwise backward error, right eigenpair
10 . . . . . . . 10 IR *:‘l“*: t s *kt‘”**ff***** P
N ST TT I L L A
- % REEE % _
107 Y * 1 10
A AR R g e o de e e
10720 L 3 i 10—25 L
: o kvarteig : - kvarteig
105} : + - polyeig | | 1070L Attt ~+- scaled polyeig
: * o quadellg % scaled quadeig
eyt L kvadeig scaled kvadeig
10730 L L L L L L L 10—35
0 5 10 15 20 25 30 35 0 5 10 15 20 25 30 35

Figure 1: Norm-wise backward errors for all eigenvalues with the corresponding right eigenvec-
tors in the mirror NLEVP benchmark example. Left panel: No parameter scaling in polyeig
and the quadratic solvers. Right panel: The coefficients of the problem are scaled as described

in §L.T.3

Hence, with all backward errors at the level of the round-off, and with different numbers of
zero and infinite eigenvalues computed by different algorithms, how can we tell which one is
correct?” What assurance is given in a particular algorithm concerning the existence of infinite
eigenvalues of a perturbed matrix polynomial in a vicinity of the given one? The difficulty is
best illustrated in [32], Example 2], which actually contains the key idea pursued in quadeig,
kvadeig and kvarteig.

If we look at the structure of the matrices A and F for this particular problem, we see that
their ranks can be determined exactly because each has 7 zero columns, and the independence

SFor the purpose of testing and comparisons, we apply quadratic solvers to the quadratification (&) of the
quartic problem.
"We use polyeig from Matlab, version 7.11.0.584 (R2010b).
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of the remaining columns is easy to check. Further, the block matrices (22]), which are used
to determine the existence of more than one block for zero and infinite eigenvalues, also have
two zero columns each, and the remaining 9 x 7 submatrices are well conditioned. Thus we can
argue that kvarteig has determined the correct numbers of zero and infinite eigenvalues.

We call the reader to revisit this example after reading Example

4 Computing the eigenvectors

In the computation of the eigenvectors, we have two main computational tasks: (i) restore the
eigenvectors of the quartic problem from the eigenvectors of its linearization (§410); (ii) assemble
the eigenvectors of the linearization from the eigenvectors of the deflated (linearization) pencil,
using the transformation matrices (§4.2)).

4.1 Quartic eigenvectors from the eigenvectors of the linearization

For an eigenvalue A, the eigenvectors of the original problem ([IJ) and the final linearization pencil
(@) can be related using explicit formulas. For the reader’s convenience, we briefly outline the
crux of this connection.

We use z € C* and w € C*" to denote the right and the left eigenvector for the linearization,
and x € C", y € C" to denote the right and the left eigenvector for the original problem. The
eigenvalue A € C is now fixed as assumed nonzero and finite.

Let z = ( 2 2 2T LT )T € C*™, z € C", i =1,2,3,4 be a right eigenvector for the
eigenvalue A\ (0 < |A\| < 00) of the linearized problem, i.e. (A —AB)z=0":

B 0 |—I[ 0 -A 0]Jo o 2 0
D oflo -1 —c -1]o o P 0
A—)B)z = )\ = (25
( )2 0 I|0 0 0 0|-L o % 0 | @
E 0o|o o 0o oo -I 2 0

By equating the corresponding block components on the left and on the right we get

Bz —z3+ Mz = 0& z3=(AA+ B)z, (

Dzy — 2+ X0z + Az = 0 D2y + (1/N)Ez; + AC2 + N(MA+ B)z; =0, (27
—29+Az3 = 05 29 = Azg, (

Ezxi+Xzy = 08 A2y =—FEz. (29

It follows immediately that z; # 0; if det(AA + B) # 0, then, in addition, z3 # 0 and 2, # 0;
if det(F) # 0, then also z4 # 0. Using (27) we easily check that x = z; /) is an eigenvector
of the original quartic problem. Further, (26) implies that x satisfies z3 = A(AA + B)z, and
28) yields z = A*(AA + B)z, and finally from (29)) it follows that zy = —FEz. Similarly, if we
initially assume that x is an eigenvector of the quartic problem, these formulas for the z;’s give
an eigenvector of (23).

An analogous computation reveals a left eigenvector y, using the partitioned left eigenvector
of the linearization, as w = (wrf wl wl w4T)T, w; € C"i=1,2,3,4. Altogether, we obtain
the following relations between the two sets of eigenvectors:

2 A& wy A3y
| = | | MANA+B)z o fwa ] A%y
S P MM+ B)x |’ e | Ty | (30)
24 —Fbx Wy Yy
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For both the right and the left eigenvector there are four choices to recover x and y. Recon-
struction of the left eigenvector seems easier. We just choose one of the block components
w1, we, w3 or wy and rescale appropriately.

For the right eigenvector we can choose z;, (AA+B) 12y, (AA+B) 'z3 or E~'z,. Notice that,
for the last three choices we have to solve system of linear equations in order to compute the
wanted vector. Given all the difficulties in numerical solution of nonlinear eigenvalue problem,
we ought to use all alternatives in order to obtain better output — in this case, for instance, we
can solve all systems and select the vector with smallest residual.

Remark 5. If A = 0, for the corresponding right eigenvector we have Fx = 0 and Ax = 0. By
the same reasoning as above, we conclude the following connection z = ( z” 0 (Bz)" (Dx)" )T

4.1.1 Computing (A + B) 25, (AMA+ B)"'23 or F~'z; multiple times

Inverting £ (assuming det(£) # 0) multiple times can be done by reusing initially computed
LU decomposition. On the other hand computing (AA + B) 25, (AA+ B)~!23 for 4n values of
A is not that simple because the coefficients of the linear system change with \; O(n?) flops per
eigenvalue to compute the corresponding eigenvector is prohibitive complexity. Fortunately,
this can be reduced using a bag of tricks for solving shifted linear systems. In particular, this
problem is similar to evaluating the transfer function of a descriptor LTT dynamical system at
multiple frequencies [24], §4].

We can compute the triangular-Hessenbeg form of (A, B), i.e. a unitary ), an upper
triangular 7' and an upper Hessenberg matrix H can be constructed in O(n?) time so that
A=QTQ* B=QHQ*. Hence, for any vector v

(M + B) v = QAT + H) ' (Q*v)],

which has O(n?) complexity because AT+ H is upper Hessenberg. This means that the total
work (for all 4n eigenvalues) of choosing the eigenvectors with smallest residuals remains O(n?).
(Here, the tacit assumption is that A+ AB is nonsingular and well conditioned with respect to
inversion.) These details can be taken into account for a development of an optimized software
for multicore architectures; for more information see [3], [4].

Remark 6. In some applications, such as e.qg. computing deformation modes of thin-walled
structures [34], the cubic term is zero, B = 0, so that the shifted systems can be replaced with
linear system matriz A for all X’s. Other details include e.g. the case of real data and using
the complex conjugate eigenpairs to save unnecessary computation. Here we omit those details
and leave them for the detailed description of a software implementation, which is a subject of
our future work.

4.1.2 Least squares reconstruction of the eigenvectors

Since in a finite precision computation the computed eigenvector z is only an approximation
(thus noisy), and since A+ AB is not guaranteed to be well conditioned, it makes sense to turn
the conditions (B0) into a least squares problem, but keeping in mind than we may have to
solve it 4n times (i.e. we may take e.g. only two conditions to form the least squares problem).
So, for instance, we can compute = by solving the least squares problem

[C2) e (o)l i cores ) - (22)
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Actually, the second (and any additional) condition serves as a regularization that can be given
a positive weight. Such a strategy can be used for a deeper study of selected eigenpairs. We
omit the details for the sake of brevity.

If the data is well scaled, then for some eigenvalues (semi-)normal equations can be used.
In general, the least squares problem (31]) can be solved efficiently for any eigenvalue A\ # 0
by pre-computing the SVD E = UgXgV} (which actually may be available if we used it for
a strong rank revealing of E) and then, for each triple )\, 21, 24, solving in O(n?) flops the

equivalent problem
) I, . Vizi/A
2 — min. (or H (ZE) Vix (—UEZA

AL . Vi
(5 o= (22)

If A =0, then, based on Remark [Bl the corresponding eigenvector can be found from either of
the following least squares problems

1G5 G, e G5) - )

which can be efficiently solved for all eigenvectors z of A = 0, using one of the approaches
discussed above. Other possibilities include e.g. using the bidiagonalization instead of the SVD
(of B or D).

— min. ) (32)

— min, (33)
2

4.2 Assembling the eigenvectors of the linearization

Let z and w be the computed right and left eigenvector for the linearization pencil (6). Both
right and left eigevectors will have 4n elements if no deflation occurred, otherwise the number
of elements will be 4n — d, where d is the total number of zero and infinite eigenvalues deflated.
4n — d is also the dimension of the truncated pencil Ayy — ABgy = P(A — AB)(@Q which is passed
to the QZ algorithm for computation of finite nonzero eigenvalues.

4.2.1 Case 1: No deflation has occurred

Let Z and w be the right and the left eigenvector of the transformed pencil P(A — AB)Q. The
corresponding right and the left eigenvectors for the original linearization pencil are z = Qz
and w = PTw. The right and the left eigenvector for the quartic problem are computed as

described in §4.11

4.2.2 Case 2: Deflation has occurred

Let ng+1 be the dimension of the deflated linearization Asyq 041 — ABet1,e41, i.e. both Apiq 4
and Byij 41 are regular. Let z € C™+ and w € C™+! be the right and the left eigenvector for
a finite nonzero eigenvalue .

To recover eigenvectors of the initial linearization, we must lift z and w to the 4n-dimensional

space. For the right eigenvector this is easy; we just append 4n — ny,,; zeros to z to get
T

&= Q (ET 01><(4n7ng+1)) .
For the left eigenvector, let w, € C" "1 be the vector satisfying (w? @) P(A—AB)Q = 0.

From

(’[DT ,{Dg) P(A _ )\]B)Q — (,{DT ,{Dg“) (AE-H,E—H _OABE—H,Z—H )}f) (34)
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we conclude that wl = —wT XY 1. (Note that it follows from the procedure in §3.2.2 that ¥’
is nonsingular. Namely, Y is a block upper triangular matrix with the diagonal blocks that
are by construction nonsingular.) Now, the left eigenvector for the original linearization is
w=PT(@" @f)".

The right eigenvectors for the zero eigenvalue span the nullspace of the matrix E. The
corresponding basis is computed for the orthogonal complement of the range of E*. To compute
this basis we can use the already computed QR factorization of E () as follows. First compute
the QR factorization of HEﬁ*E =Q E*E‘REE. Now, the last n — rg columns of Qﬁ% represent the
basis for the nullspace of the matrix . Similarly, the right eigenvectors of the infinite eigenvalue
span the nullspace of the matrix A. The basis is computed using the already computed QR
factorization (). Again, compute the QR factorization of HAEQ = QﬁjRﬁZ’ and the last
n — r4 columns of @) R, represent the basis for the nullspace of A.

The left eigenvectors for the zero eigenvalue are determined as the last n — rg columns of
the unitary matrix Qg from the corresponding QR factorization, and the left eigenvectors for
the infinite eigenvalue are selected as the last n — r4 columns of the unitary matrix Q4 from
the QR factorization of A.

5 Backward error analysis

As we discussed in §I.1] and §1.2] it is important that the computational errors in the pre-
processing phase correspond (in a backward error sense) to small perturbations of the initial
coefficients, i.e. that we have strong norm-wise backward stability. Moreover, if the initial co-
efficient matrices have graded columns, then it is advantageous to have backward error in each
column to be small relative to the size of that column (instead of relative to the norm of the
whole matrix). In this section, we analyze the backward errors in the proposed preprocessor,
where we use a framework of mixed error analysis. As expected, such an analysis is rather
technical.

We provide a backward /mixed error analysis for the first two steps of the deflation procedure
described in §3.22 (only one of A and E is singular), which includes the key details and
principles of the analysis. Extending this further to the first two steps of the general case §3.2.3]
(both A and F singular) would follow the same steps and it is omitted for the sake of brevity.

The following proposition deals with the first step, that is, the deflation of the first batch
of n — rg zero eigenvalues.

Proposition 1. Let Ellp ~ @E (E;)E) be the computed rank revealing QR factorization of

E, and let ri be the computed numerical rank of E. Further, let X = computed(@ED),
Y = computed(Q7;,C). Let

B0 n
Agy — AByy = 0 0 Y Y[ -0 2nx (n+7g) (35)
0 -1, - —
T O0n47p 0(n+rE)><2n I HnJr,,E

be the computed reduced pencil (14), extracted from the transformed linearization (I3). There
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exists small structured perturbation

0L 0 do,is
0By = | 0] —0Qp | "™

Oniipxon | Ontrn

such that KQQ - )\(@22 + 5@22) corresponds to an exact reduced linearization of a quartic matriz
polynomial

MA+NB+N(C+6C)+ ND+6D)+ (E+0E + AE)

with at least n — g zero eigenvalues, where, for alli=1,...,n,
16C D)2 < ecl|CG )2, 10DG, )2 < epllDGy i)l (0BG, 2 < el EG, )2 (36)
and the truncation error from the determination of the numerical rank of E if

]Hll%Xk ||(AE)HE( E+ <71 mln ||(E + 5E)HE( i)]|2; (AE)ﬁE(:, 1:k)=0,4 (37)
Here ec, €p, €4 are bounded by a moderate function of n times the machine precision €, and T
1s prescribed threshold parameter.

Proof. The computed QR factorization of E, EﬁE R @E (EOE ) can be represented as (F+JdFE +
AE)ﬁE = @E (EE) where @E is exactly unitary and ||@E — @EHF < €,r; the backward error
0E is induced by rounding errors during the factorization, and AE is the truncation error from
the numerical rank. If we set 0Qr = Qp— QE, then QE = QE(I[ +QE5QE) (L, —|—5QEQE)QE
We can also write (F + 5 FE + AE)ﬁE = Qg (ROE), where 01F = 0F + 0Qg (ROE), and thus

(%E) % = Q3(E + 6E + AE) = Q' (E + 0,E + AE).

There is an important subtlety here, and it is instructive to discuss it in more detail.
In the actually computed matrix Bgy, stored in the computer memory, one of its blocks is
the numerically computed numerically orthogonal )p. The backward stability of the QR
factorization is usually stated in terms of an exactly unitary matrix (g, which is an inaccessible
object as it is artificially constructed in the proof of backward stability. This is motivated by
the desire to be able to say that we have computed the exact QR factorization of a nearby
matrix. The matrices X and Y are computed by using the floating point matrix g, possibly
implicitly as in the LAPACK subroutine xORMQR, or by explicit matrix multiply (xGEMM from
BLAS) using explicitly formed Qp, using xORGQR (LAPACK). The computed X, Y can be
represented as

computed(Q5,D) = Q4D+ 80D = Q5(D +6D), 6D = Qu*00D, |60D| < €lQ%||D,
Qu(D+AD), AD =6D +Qp(6Qp)"D + Qp(6Qr)"0D, e < O(n)e:
computed(QC) = QpC +6C = Qp(C +6C), 6C = Qp"6C, [8C| < € Q3|IC,
= Qu(C+AC), AC=3C+Qp(0Qr)*C+ Qr(dQr)*6C.

On the other hand, the unit blocks I, ® I, in .&22 and [,;7, in EQQ assume exact orthogonality
of g, which is not feasible in finite precision arithmetic. If we set Ay, F' = 01 F + AFE, then

8See Remark
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we can represent the computed linearization (I3]) as

I, 0 0 0 B 0, I, 0 —A 0, 0, 0, I, 00 0
0Qz 0 0 D+6D 0p, 0, —Ip )| —(€+6C) L. 0, O 0, 0 0
ool O 0 —In O0n On - 0n 0, —I. O, 0 01, P
0 0 O égl E+A21E On On On On 0, 0n, —I, 00 0Qg

Blo L] o olo] ofo
X o 0 | -1, 0[0 | 0= Al o |,
= 0 | 1L, T ) YRR
RellL | 0 O2n, 00 | 0 020 | —Ton
o | o 0|0

Now we see at the block position (2,4) in the left matrix, @E(—Hn)@E = -1, + =2 # —1,.
Hence, ([B8) can be justified by a mixed stability scenario — if the computed pencil is changed
by [|[Z|l2 < €4 to restore identity at the (2,4) position in the left matrix, then it can be
interpreted as an exact transformation of a slightly changed initial pencil.

Alternatively, we can set Ay E = JF + AE and model (I3]) as

I 00 0 B 0, -1, 0 A 0, 0, O, I, 0 0 O
0Qz 0 0 D+AD 0, 0, —I, )\ | —(C+AC) =1 0, 0, 0L, 0 O
0 0I, 0 0 -I, 0, O, | — 0, 0, -1, O, 001, 0
0 0 0Q% E+AsE 0n 0n On 0, 0n 0n, —In 00 0 Qg
Blo | -L|o
X |0 0 -1, A 0 0 0
* 02n * 02n
= 0 | I, )\ Y | -Q3 | o [=sQy
Rpllh | 0 02, 02, | —I2n 02, | —02n
0 0

In this case, the (2,2) block in the right matrix in (35]) should be changed from —@E to —CA)*E,
by adding Q)7};, to establish exact equivalence with a slightly perturbed initial pencil. O

Remark 7. The forward error introduced in (38) (thus making the model of the analysis of
mized forward-backward type) is due to the fact that in finite precision computation unitari-
ty/orthogonality cannot be guamnteedﬁ Note that this error is localized to one block of the

linearization; its structure can be easily seen from the backward analysis of the e.g. House-
holder QR factorization.

We now consider the first two steps and show that the algorithm remains mixed stable. The
proof is technically more involved, but it is important to see how the reduced linear pencil after
small forward modification exactly corresponds to a quartic pencil with backward errors in the
initial coefficient matrices. Also, the proof nicely illustrates the benefits of well scaled data.

Theorem 1. Assume the notation of Proposition[d], and let

B 0 -1,
— Q};J(D +AD)| O —I7,
PQAQQ - 0 _]In 0 0 ’ (39)
R4, H£22 0 07, x (n+7g)
0 0(n—7)x (n+75)

9For that reason the QR factorization can only be mixed stable, and in general it is not backward stable.
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= —Qp.(C+AC) | -QF%, 07 x (n+75)
PQBQQ - On On —Hn ‘ OnX?E (40)
—Npy | =N | Ny [ Ny

be the computed version of (I8). There exist small structured forward perturbation

0 0 On-i-FE
0 —0Q% O7p x (n17g) . v

FByy = 0, OnEJ OnEXOnX;EE ) ||5QE,1||2 < €gr; ||AN[4}||2 < €qgr
ANy [ AN | 0] ANy

—~— P e

of ﬁQBQQ, and backward errors AC, Ax D, AxE such that EAQQ — )\(1321822 + Fp,,) corresponds

to an exactly reduced linearization of a quartic matriz polynomial
MA+NB+ N (C+ AC) + A(D + AsD) + (E + AsE),

with the exact transformation given in [{{6) and (23) below. Under mild technical assumption
(on the size of ne ), we have, for each column indez i,

AN (5 2)ll2 < fi(n)el|[ NG, )2, [[ANgll2 < fa(n)e| Nl (41)
where fi(n), fa(n) are mildly growing functions. Further, with AC, AD, 0E, AE as in Propo-
sition [}, it holds that Axy,D = AD 4+ Qp2l'y and Ay E = 0E + AE 4+ Qg1l's, where

Iy, (D+ AD) .
(rz) G| < e <E+5E+AE> (%)

The latter shows the benefits of well scaled and balanced D and E (§1.1.3, §1.1.7, Remark(d).

Proof. We continue based on the details and the notation from the proof of Proposition [l The
next step is computation of the rank revealing factorization of the block matrix (%Ié(ml;?—m).
ELE

It is convenient to consider the left matrix in (B3 with the relevant blocks already swapped

(see (I8))

(42)

2

B o | -1,| o B 0 —I,| ©
Qu(D+AD) | 0 - Qu (D+AD) | 0 0 | I,
Qu,(D+AD) | 0 0 0 N 0 ~1I, 0 0

0, |-L, o Q4 o(D+AD) |0 0

Rell | 0 e Rell, |0 )

For the computed factors Il Aoy s @ Aoy R A, 1t holds that

(@t so0) (0] 5, = [ (2D a2 (1)

where @ Ay, 18 exactly unitary and @ Agy N @ Agas R Ay 18 7o X 1 of full row rank@ and I' = (F; )
is the backward error of the QR factorization that can be estimated by

(5ol o222

\  Rell, )7
0The zero block beneath of R4,, may be void.

< €qr

2

2
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We can push I'; and I'; backward in D and E, respectively, as follows. First, @*EQ(D +AD) +
[ = Qpo(D+AD + Qppl'y) and
~ ~ @*E 1( D+ Al ))
=D+ AD + L= "7 .
Vil Qz2l1) <Q}2372(D +AD)+ T,

If D and E are so scaled that their norms are nearly of the same order, then I';, I'y will be,
respectively, their relatively small perturbations. Further, an analogous conclusion holds also
column-wise, which motivates scaling the initial data by diagonal matrices to equilibrate on

the matrix elements level[] Hence, if the additive perturbation AD is replaced with Ay D =
AD + CA)EQTl, )?1 remains unchanged, and )?2 is precisely as in (43). (Here X = (?))
2

Similarly, using 0E, AE from Proposition [I we have

(45)

) ~ o_TT
Q4(E +0E + AE + QpiTs) = (REHE + PQ) |

0

Now define P, = (Lopgip @ @’;122)ﬁ analogously to (I7)). The matrix in (39) can be interpreted
as an exact transformation of type (B8], followed by the transformation of type (I8]) with

ﬁg, but With/\initial matrices that are changed as D ~ D + AxD; E ~~ E+ AxsE, AvyE =
0E + AE + Qpl's. The transformation reads:

0

0

e 00\ e oy (o °
0 QEQQ 0 ( 0 Hn,;E ) 0 n P (46)
0 0 L7y 0 0 Qe

Consider now the second coefficient. The block swapping on the right matrix (pre-multiplication
of the rows by the (3n +7g) x (3n + 7g) permutation matrix IT) reads

=

0 00 B 0, -1, 0 "
Qr 0 0 D+AsxD 0, 0, —I.
0 0 0 -1, 0, O,
00 Q\*E E+AxE 0, 0, O,

=
=

n

o ofo

0
0
0

4 0 0" (_CA+ AC) QO* 0 Sl
¥ * TEX(n+r
—QE,l(C + AC) _QEJ 020 (n+75) Bl 0 OE’I _HE (0+ }i)
Su ~ — n n n nXTR
—Q%5(C + AC) —QFo - -
~ — —Q5a(C+ AC) | —Qs 0] 0
(n+7g)%x2n I —indrg 0 0 0 _H?E

Recall, Y = computed(Q4,C) = Q5(C + AC); introduce block-row partition ¥ = (gl) with

Y, = @EQ(C + AC). Similarly, introduce block-column partitions @ZQQ = () D), @\222 =
(ﬁl ﬁz) The last column block Ny in the matrix

N:computeal@j122 (_QE,2<C + AC) —QE,2 O(n—7g)xn 0

O?E Xn

)):(—Nm —Ng Ny Nm)
(47)

is simply —(),. Since we used @\ Ay, 10 the backward error analysis of the left-hand matrix,

O?E Xn O?E Xn _H?E

here we will have to use a mixed error analysis: —Qy will be changed by a forward error into
—s. Recall that our model of the analysis (using exactly unitary instead of the computed
numerically unitary matrices) will also require small forward perturbation to change —Q7 ,

into —Q\EJ.

HSee Example
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Consider now the first two blocks in N.
Ny = computed(,Ys) = Yy + 6Ny = 01 Ys + 60 Ys + 6Ny, [6Ny| < el ]|Ya].  (48)

(Here € estimates the backward error for matrix multiplication, 0 < ¢ < O(n)e.) In this block
too, we will commit a forward error and replace it with

- 0%, (C + AC ey ~ ~ ~ =~ S ~

QA22 <QE,2(0~ + )> = 91)/2 = N[l] — AN[H, AN[H = 591Y72 + 5N[1} (49)
TEXN

To estimate this forward change we first note that, for each column index i,

| Ny (55 9) []2
L — (16912 — €| [1]]|2

Y2, 2)]l2 <

Hence

18 [lo]| Ny (-, ) 2 _ 1212l Npxy (-, )
1 16N, 1)l < z

160 Ya(:, )| < = e ~ =
1 —[[0x |2 — e[| [€21]]]2 L — [0S |2 — €]|[€2]]]2

(50)
and we conclude that Aﬁ[l is a column-wise small perturbation of ]Tfm Computation of

N[Q} = computed(Q Q Bo) 18 analogous but for the purpose of mixed stability interpretation,
QE » has to be replaced with QE 2= QE 9 5QE 5, which yields

N[z = 1QE2+Q 5QE2+5Q QE2+5Q 5QE2+5N[2 |5N2]‘ < G‘Q HQE2| (51)

-~

591@}3,2

Hence, if the computed right-hand matrix is changed by a forward perturbation as

—4 0 0n+7p 0 0 0n+7p
—QEJ(C +AC) _Q*E,l 074 x (n+75) 1 0 —5QE71 07, (n175)
On On _Hn ‘ OnXFE 0, On On OanE
—Npy | —Ng | Na | Ny ANy |ANg | 0] ANy
—A 0 017
—Qp.(C+AC) | —Q%, 07, x (n+75)
= 0, 0, —T, | Onxiry : (52)

* _Q*E,Q(C + AC) A* _Q*E,Q A* 0 0
QA22 ( O?E Xn QA22 OFEXTL QA22 0 —H?E

the resulting matrix is the (3n + rg) x (3n + 7g) main submatrix of

Iyniiy O O N In 00 0 —A 0, 0, O, I, 0 0 0
0o 0 0 I o 0Qy 0 0 —(C+AC) -1, 0, O, 0I,0 O (53)
A2z 0 L,—#pg 0 011, 0 0, 0., —I, 0, 00, O .
0 0 g 00 0Q; On  0p 0y —Iy 000Qp

O
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6 Numerical examples

In this section, we present numerical examples and compare our new algorithm kvarteig
with polyeig from MATLAB, quadeig [20] and kvadeig (including balanced_kvadei) [14]
applied to the linearization (@) and the quadratification (), respectively.

Our goal is to illustrate the potential of the techniques introduced in kvadeig and kvarteig,
and to motivate further development. We in particular stress the benefits of additional balanc-
ing of the coefficient matrices, that is used in combination with the well developed parameter
scaling. The analysis of backward errors in §5lindicates, and numerical experiments in this sec-
tion provide empirical evidence of importance of well balanced data. Balancing is applicable,
mutatis mutandis, to other solvers as well.

All test examples are taken from the NLEVP benchmark collection [2]. In all examples
and figures shown in this section, the eigenpairs are indexed so that the eigenvalues are sorted
increasingly in modulus.

Example 1. We first test kvarteig on three examples with the default input values: butterfly
(n = 64); orr_sommerfeld (n = 64); planar waveguide (n = 129). The results are tested
using the norm-wise (residual) backward error ().

In the first run of the experiment, polyetig, quadetg, and both variants of kvadetg worked
with raw data A, B, C, D, E, and the parameter scaling is applied in quadeig, kvadetig only
to the quadratic pencil X>M + AC + K from (3). In balanced kvadeig, parameter scaling is
combined with diagonal balancing of M, C, K. For the sake of the experiment, kvartetg worked
in two modes: (1) with parameter scaling (designated as kvartesig); and (ii) without parameter
scaling, but with the diagonal balancing switched on (designated as balanced kvarteig (-s)).

Switching the scaling off may simulate the case of an unsuccessful parameter scaling of the
initial matriz coefficients. Also, this may serve as a simulation of a genuine quadratic problem
wn which the coefficients are composed of blocks with different parameter dependencies, possibly
on different scales — then parameter scaling cannot resolve different scales inside M, C, K.
Hence, this is primarily a test of the quadratic solvers as potential tools for quadratification
based solution of quartic problems. We refer the reader to {1.1.7, Remark[d, §2.1.17, and [T]).
Further, with balanced kvarteig (-s) we want to check whether diagonal balancing can make
a difference in the absence (or failure) of the parameter scaling.

The extreme values of  over all computed right eigenpairs are given in Table [1:

Table 1: Comparison of backward errors for polyeig, quadeig, kvadeig and kvarteig

butterfly orr_sommerfeld planar waveguide

Algorithm minn maxn min 7 maxn min 7 maxn
polyeig 2.04e-016 | 8.61e-016 | 1.36e-017 | 8.01e-006 | 1.60e-016 | 3.08e-012
quadeig 6.56e-017 | 2.03e-015 | 6.11e-015 | 4.07e-004 | 4.99e-016 | 2.03e-009
kvadeig 6.56e-017 | 2.03e-015 | 6.25e-021 | 2.12e-007 | 4.75e-016 | 1.67e-009
balanced kvadeig 6.56e-017 | 2.03e-015 | 2.81e-021 | 2.06e-012 | 1.49e-016 | 2.32e-012
balanced kvarteig (-s) | 3.18e-017 | 9.11e-016 | 3.40e-021 | 5.25e-008 | 3.20e-016 | 5.16e-012
kvarteig 5.84e-017 | 1.13e-015 | 6.37e-021 | 1.76e-015 | 4.32e-016 | 1.75e-013

Note that quadetg and kvadetg had relatively large relative errors for orr_sommerfeld and
planar waveguide, while balanced kvadetg performed well despite the fact that it received
unscaled original matrices. Although contrived, this example illustrates the main point well —

12palanced kvadeig denotes the kvadeig algorithm enhanced with balancing by diagonal scaling matrices,
see Remark [I]
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parameter scaling (here applied to N*M + AC + K) combined with diagonal balancing is better
than parameter scaling alone.

We complete this experiment with the initial parameter scaling included in all methods. It
performed well and, as a result, all measured backward errors were in all five methods at most
O(10712). This is of the order of the machine precision multiplied by a low order polynomial of
the dimension n of the problem.

Example 2. Structured backward errors provide a better insight into the numerical quality of
the computed solutions. For the data of orr_sommerfeld in Example[d, we compute for each
right eigenpair A\, x the component-wise backward error

w\, z)=min{e: MA+XNB+N2C + D+ E)x =0, [6A| < €|A|,...,|0E| < ¢|E|}

[(AMA+ XNB+ X2C + \D + E)z|; ~ ~
_ CA=A+6A, .. E=E+6E. (54
X TNl = PFIBI < CT - DT+ | BN, (54)

The corresponding error w'(\,y) for a left eigenpair \,y is defined analogously. We examine
the component-wise backward errors in the orr_sommerfeld example with two sets of defining
parameters. Recall, the function from the NLEVP library for generating this quartic eigenvalue
problem has three optional input arguments, n, w and R: n represents the dimension of the
problem, w is the frequency, and R is the Reynolds number. The default values are: n = 64,
w = 0.26943 and R = 5772 (these values are used in Table[d]). In the first test, we use these
default values.
The values of w(A, x) and W' (A, y) are shown for all computed eigenpairs in Figure [2.

Componentwise backward error, left eigenpair

- kvarteig X A% s
- polyeig s 2% 3 e kvarteig
* - quadeig 107y # - quadeig
kvadeig kvadeig
- % balanced kvadeig % balanced kvadeig
10 0 50 100 150 200 250 0 50 100 150 200 250

Figure 2: (Example 2l) Component-wise backward errors (54]) for all computed eigenpairs of
the orr_sommerfeld example with n = 64, w = 0.26943 and R = 5772.

In the second run of the test, we increase the Reynolds number to R = 10000. The norm-wise
and the component-wise backward errors for all eigenvalues, are shown in Figurel[3 and Figure
[4 respectively. Note how the backward error for kvarteig in Figure [3 remains nearly flat at
the roundoff level, and how kvadeig also performs well (even with structured backward error for
the Tight eigenpairs), despite being oblivious to the underlying structure of the quadratification
and receiving unscaled original coefficients.

A conclusion of this and Example[d is that quadratic solver equipped with parameter scaling
and diagonal balancing might work reasonably well on a quadratification of the quartic problem,
even when the scaling of the coefficients of the original quartic problem is omitted or unsuccess-

ful.
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Normwise backward error, right eigenpair Normwise backward error, left eigenpair

10” %M; — 10° | / ‘\- &
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% quadeig A
. % quadeig
kvadeig ;
x - balanced kvadeig -20 kvadeig
107} : - j 10°F x balanced kvarteig |-
0 50 100 150 200 250 0 50 100 150 200 250

Figure 3: (Example 2l) The norm-wise backward errors for all computed eigenpairs of the
orr_sommerfeld example with n = 64, w = 0.26943 and R = 10000.

. Componentwise backward error, right eigenpair . Componentwise backward error, left eigenpair
10 T T ’W 10 T T T T
: A+ e .
i * T ————
5 er; :'ﬁi s
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i W o SIS o Y
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- kvartei S s . » R -
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% quadeig ke quade.|g
10—15 L kvadeig 1 10—15 L kvadeig )
-  balanced kvadeig x - balanced kvadeig
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Figure 4: (Example 1) The component-wise backward errors of all computed eigenpairs of the
orr_sommerfeld example with n = 64, w = 0.26943 and R = 10000.

Remark 8. The results of this experiment, with the computed backward errors shown in Figurel3
and Figurel), are instructive. First, in this example quadeig deflated 64 infinite eigenvalues of
the quadratic pencil \>M+ \C+K (see ({f)), because in the preprocessing stage of the algorithm,
the numerical rank of the matrix Ml = (éﬁ) of order 128 is computed as 64. On the other
hand, the existence of infinite eigenvalues in the original quartic eigenvalue problem depends
on the rank of the leading coefficient matriz A. If we inspect the singular valuedd 0;(M) of M
and o;(A) of A, then, as clearly shown in Figure[d, A is numerically of full rank (its condition
number is below 10°, so kvarteig safely removed the possibility of infinite eigenvalues). On
the other hand, og5(M) /o1 (M) is at the level of dimension of M times machine precision and
i many algorithms this is the truncation threshold for numerical rank deficiency. Note that

parameter scaling of the quadratic pencil (J) cannot remove this problem.
On the other hand, kvadeig (applied to the same NX>M+\C+1K) declared the matriz M non-

singular, and thus no infinite eigenvalues where deflated nor found by the QZ algorithm. This
is because kvadeig uses more local truncation strategy; it truncates at indez i if 041 (M)/0;(M)
is estimated to be small; see Remark[2 and Ezample[]] Good results by balanced_kvadeig are

13Singular values are indexed in non-increasing order, o;(-) > 41 (+).
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Singular values of A Singular values of M
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(a) Leading coefficient A of the quartic problem (b) Leading coefficient M of the quadratification

Figure 5: (Example 1) Singular values of the leading coefficient matrices of the original
quartic problem (d) and the quadratification (&). Note that opa(A)/omin(A) = O(10°),
065 (M) /o1 (M) = O(n)e = O(1071), 065(M)/064s(M) = O(y/€). Here € ~ 2.2- 10716 is the

machine precision.

due to the additional balancing [14), §4.2], and this example once more justifies our approach in
kvadeig (using local truncation strategy and balancing in combination with parameter scaling).

Now, we turn on the parameter scaling, which is a necessary tool for numerical stability of a
polynomial eigensolver. Although the scaling described in §L.T.3]is a simple combination of the
existing and well known formulas, it seems that it works well. In particular, in many cases it
works well for polyeig, as we already showed in Example[Il This is illustrated in the next two
numerical experiments with the orr_sommerfeld example of dimensions n = 64 and n = 1000.

Example 3. We use the same benchmark problem as in the second part of Example[2 (orr_sommerfeld

example with n = 64, w = 0.26943 and R = 10000.), but initially we scale the matrices as de-
scribed in {1.1.3, so that all algorithms start with scaled data. This example has no infinite
eigenvalues. The results of all algorithms depend on the QZ algorithm, thus the similar results.
(It seems that polyeig and kvarteig are a little bit better than kvadeig and quadesg, which
makes sense because both work on the original coefficients, while the quadratic solvers work on
M, C, K from the quadratification.)

B Normwise backward error, right eigenpair s Normwise backward error, left eigenpair
10 ; : : ‘ : 10 ; : : :
o+ kvarteig o+ kvarteig
-+ scaled polyeig : | % scaled quadeig
* - scaled quadeig scaled kvadeig
scaled kvadeig
-14 -14 2 <
1 s 1 ™ ]
’ s ’ e 4
: 2.
* e
. ok
';7; T
;-v.
10_16 i 1 1 1 i 10_16 i 1 1 1 i
0 50 100 150 200 250 0 50 100 150 200 250

Figure 6: (Example Bl) The norm-wise backward errors for all computed eigenpairs for the
orr_sommerfeld example with n = 64, w = 0.26943 and R = 10000.
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. Componentwise backward error, right eigenpair Componentwise backward error, left eigenpair

10

107 C
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+ - scaled polyeig -8 f,
- scaled quadeig F
scaled kvadeig

-+ kvarteig
* - scaled quadeig
scaled kvadeig |3

0 50 100 150 200 250 0 50 100 150 200 250

Figure 7: (Example Bl) The component-wise backward errors for all computed eigenpairs for
the orr_sommerfeld example with n = 64, w = 0.26943 and R = 10000.

Example 4. We continue experimenting with the orr_sommerfeld example; we choose the
default values of the Reynolds number R and the frequency w, but increase the dimension to
n = 1000, and compute all 4000 eigenpairs. The matriz coefficients are scaled using the same
strateqy as in the previous example

An application of quadeig to the quadratification (A) returned 282 infinite eigenvalues.
With kvadeig and the same quadratification, 31 infinite eigenvalues are detected. On the
other hand, if we use balancing (balanced_kvadeig), the leading coefficient matriz is declared
reqular, and no infinite eigenvalues are detected. The difference is mainly due to the softer drop-
off truncation in the rank revealing QR factorization. The result of kvarteig also depends on
the truncation strategy. If the truncation of the pivoted QR factorization is done relative to
the norm of A, the numerical rank is 988, meaning that 12 infinite eigenvalues are deflated
immediately in the preprocessing phase. In the case of drop-off strategy, the matriz A is not
numerically rank deficient.

The norm-wise and component-wise backward errors for the computed right and left eigen-
pairs are shown in Figures(8, [9, (10, [11.

Example 5. In this example, we use transposed matrices from the mirror exampl and
scale them as described in {I.1.3. The number of zero and infinite eigenvalues found by the
four algorithms were: polyeig (no zeros and 5 infinities); quadeig (7 zeros and 9 infinities);
kvadeig and kvarteig 9 zeros and 9 infinite eigenvalues. The component-wise and the norm-
wise backward errors are given in Figure [I2.

Example 6. In this example we illustrate potential benefits of equilibration of the coefficient
matrices on the element level, mentioned in Remark [1. Such diagonal scalings balance the
absolute values of nonzero entries over all matrices.

We take the butterfly example and pre-multiply its coefficient matrices with diagonal
matriz A with randomly permuted powers 2¢, i = 1,...,n = 64 on the diagonal. This is an
entirely artificial step to simulate a situation with ill-conditioning caused by removable scaling

4Without parameter scaling of the initial data, the Matlab function polyeig failed completely — all computed
eigenvalues were of the form +Inf 4+ Infi.

5Recall, we analyzed this example in §3.2.5] where we argued that there are nine zero and nine infinite
eigenvalues.
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Normwise backward error, right eigenpair
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Figure 8: (Example @) Norm-wise backward errors for the right eigenpairs.

Normwise backward error, left eigenpair
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Figure 9: (Example M)) Norm-wise backward errors for the left eigenpairs.

(that may originate in an inappropriate scale of physical units). We obtain an equivalent
problem, but numerical algorithms may be more or less sensitive to this change of representation.

Then, we compute balancing matrices Ay, A, (see Remark[d) and ezamine how this pre-
processing ((A, B,C, D, E) ~ Ay(A, B,C, D, E)A,) influences the numerical accuracy of the
algorithms under study. The computed component-wise backward errors, shown in Figure [13,
clearly demonstrate the impact of the balancing (A, B,C, D, E) ~~ Ay(A, B,C, D, E)A,. Note
also that without balancing kvadetg still performs well, much better than polyeig and quadeig
under the same conditions.

Example 7. In our last example, we checked the least squares approach to recovering the
eigenvectors, as described in §4.1.3  The computed backward errors in all tested cases were
comparable with the method of selecting the vector with smallest residual. We believe that this
least squares approach could be useful for getting good eigenvectors for selected eigenvalues that
are of particular importance in some applications.
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Componentwise backward error, right eigenpair
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Figure 10: (Example ) Component-wise backward errors for the right eigenpairs.

Componentwise backward error, left eigenpair
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Figure 11: (Example @) Component-wise backward errors for the left eigenpairs.

7 Concluding remarks

We have shown that the proposed algorithm kvarteig for solving quartic eigenvalue problems
is a useful contribution that fills the gap in the toolbox for the polynomial eigenvalue problems,
both for the full solution of medium size non-structured problems and for solving the projected
problems in subspace based methods for large scale structured/sparse problems. Numerical
experiments with the benchmark examples from the NLEVP collection show that kvarteig
is superior to polyeig from Matlab, or quadeig applied to a quadratification of the original
quartic problem. Further, the numerical performances of kvadeig on the quadratificaton of
the quartic problem additionally justify the modifications that underpinned the development
both in [I4] and in this paper.

Given the wide spectrum of applications of the quartic eigenvalue problem, we are certain
that our proposed algorithm will prove useful in many computational tasks in applied sciences
and engineering. Further, the presented techniques can be adapted for other methods and
suitable linearizations of polynomial eigenvalue problems.
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Componentwise backward error, right eigenpair
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Figure 12: (Example[d]) Left panel: Component-wise backward errors for the transposed mirror
example. Right panel: Norm-wise backward error for the original mirror example (This is the

right panel from Figure [ here given for comparison.)
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Figure 13: (Example [6] butterfly.)

Componentwise backward error, left eigenpair
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errors for the modi-

fied butterfly example, where the coefficients are premultiplied by a diagonal matrix A,

(A7 B7

C,D,E) ~ A(A,B,C, D, E).

An early version of this work is available at [16].
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