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Abstract

Structured natural languages provide a trade space between
ambiguous natural languages that make up most written
requirements, and mathematical formal specifications such
as Linear Temporal Logic. FRETish is a structured natural
language for the elicitation of system requirements devel-
oped at NASA. The related open-source tool Fret provides
support for translating FRETish requirements into temporal
logic formulas that can be input to several verification and
analysis tools. In the context of safety-critical systems, it is
crucial to ensure that a generated formula captures the se-
mantics of the corresponding FRETish requirement precisely.
This paper presents a rigorous formalization of the FRETish
language including a new denotational semantics and a proof
of semantic equivalence between FRETish specifications and
their temporal logic counterparts computed by Fret. The
complete formalization and the proof have been developed
in the Prototype Verification System (PVS) theorem prover.

CCS Concepts: • Theory of computation → Proof the-

ory;Modal and temporal logics; Logic and verification.

Keywords: Metric Temporal Logic, Structured Natural Lan-
guage, Requirements, Formal Proofs, PVS
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1 Introduction

Natural language requirements are typically ambiguous and
not amenable to be input to formal methods tools. Con-
versely, formal mathematical notations are unambiguous
but they require domain-specific expertise and can be un-
intuitive and hard to specify. Structured natural languages
provide a good trade-off between natural language and for-
mal mathematical notation. FRETish [14] is a restricted struc-
tured natural language developed at NASA for writing unam-
biguous requirements. A FRETish requirement is composed
by five fields: scope, condition, component, timing, and re-
sponse. The Formal Requirements Elicitation Tool (Fret) [13]
provides support for writing specifications in FRETish and
for generating corresponding metric temporal logic (MTL)
formulas that can be input to several formal verification
tools. Fret currently outputs formulas in the language of
NuSMV [6] and in CoCoSpec [5] syntax. To improve the
confidence in the correctness of the generated formula, an
extensive automated testing framework has been presented
in [15]. Testing increases the confidence in the tool, but can-
not guarantee full coverage of all cases. In order to use Fret
in a safety-critical context, such as the software architecture
for UAV presented in [9], it is ideal to formally guarantee
that the semantics of the FRETish requirement is preserved
in the generated temporal logic specification.

This paper presents a rigorous formalization of the FRETish
language. This formalization includes a denotational seman-
tics for the FRETish language, and a rigorous proof of correct-
ness of the MTL formula generation algorithm implemented
in Fret. The denotational semantics maps a FRETish require-
ment into a set of traces where each state is a set of formulas
that holds at a certain point in time. The proof of correctness
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ensures that a trace belongs to the semantics of a FRETish
requirement if and only if the trace is a model of the MTL
formula generated by Fret for that requirement. This formal-
ization1 was carried out in the Prototype Verification System
(PVS) [26]. The correctness proof has been designed to be
compositional on the FRETish requirement fields. This is
crucial to building a compact and modular set of definitions
and theorems that can be easily extended over time as the
FRETish language evolves with new constructs and features.
Besides providing a robust proof framework for the FRETish
language, this research effort gave useful insights on how to
simplify the MTL generation algorithms and helped improve
the simulation and explanation capabilities of Fret. To the
best of the authors’ knowledge, this is the first formalization
of a structured natural language in a theorem prover.

The paper is organized as follows. In Section 2, MTL and
other preliminary notions are presented. The FRETish lan-
guage is presented in Section 3. Section 4 introduces a new
denotational semantics for FRETish. In Section 5, the algo-
rithm used by Fret to generate an MTL formula from a
FRETish requirement is presented. Section 6 shows the main
results on the correctness of this algorithm. Section 7 illus-
trates the advantages of the proposed formalization. Related
work is discussed in Section 8. Section 9 concludes the paper.

2 Metric Temporal Logic

Metric Temporal Logic (MTL) [19] is an extension of Linear
Temporal Logic (LTL) in which the temporal operators are
augmented with timing constraints. In this paper, the past-
time fragment of MTL is considered. This choice is guided
by the ultimate goal of the authors of using this formaliza-
tion to ensure the correctness of runtime monitors automat-
ically generated for autonomous systems, as described in
[9]. In fact, past-time temporal logic is usually preferred to
its future-time counterpart in the formalization of runtime
monitors.
Past-time formulas look at the portion of the execution

that has occurred up to the state where they are interpreted.
A past-time formula is satisfied by an execution trace if the
formula holds at the final state of the trace.
Let I denote the set of intervals of natural numbers of

the form [𝑙, 𝑢] such that 𝑙, 𝑢 ∈ N, 𝑙 ≤ 𝑢, and for all 𝑥 ∈ N,
𝑥 ∈ [𝑙, 𝑢] ⇐⇒ 𝑙 ≤ 𝑥 ≤ 𝑢. Given a set Π of atomic
formulas, the set of past-time MTL formulas is generated by
the following grammar.

𝜙 ::=true | false | 𝑝 | ¬𝜙 | 𝜙 ∧ 𝜙 | 𝜙 ∨ 𝜙 | 𝜙 → 𝜙

| Y 𝜙 | OI 𝜙 | HI 𝜙 | 𝜙 S𝐼 𝜙

where 𝑝 ∈ Π and 𝐼 ∈ I. When 𝐼 is omitted it is considered
to be [0, +∞). The Boolean constants true and false, and the
Boolean connectives ∧, ∨, →, and ¬ have the usual logic

1The PVS formalization is available at https://lauratitolo.github.io/

meaning. The past-time temporal operators allowed are pre-
vious (Y ), once (O), historically (H), and since (S). The set
of formulas generated with this grammar is denoted with
MTL.
Let ⊢ be the entailment relation between two atomic for-

mulas with respect to a given theory. For instance, if the
theory of real numbers arithmetics is considered, it holds
that 𝑥 − 1 > 0 ⊢ 𝑥 > 1. The semantics of a past-time MTL
formula is given in terms of a satisfaction relation |=. Let T
be the domain of finite traces of the form 𝜌0 . . . 𝜌𝑛 where
for each 𝑖 ∈ [0, 𝑛], 𝜌𝑖 ⊆ Π. Given 𝜌 ∈ T and 𝑡 ∈ N, 𝜌 |=𝑡 𝜙
denotes that 𝜙 holds in 𝜌 at time 𝑡 .

𝜌 |=𝑡 𝑝 ⇐⇒ 𝜌𝑡 ⊢ 𝑝
𝜌 |=𝑡 ¬𝜙 ⇐⇒ 𝜌 ̸ |=𝑡 𝜙
𝜌 |=𝑡 𝜙1 ∧ 𝜙2 ⇐⇒ 𝜌 |=𝑡 𝜙1, and 𝜌 |=𝑡 𝜙2

𝜌 |=𝑡 𝜙1 ∨ 𝜙2 ⇐⇒ 𝜌 |=𝑡 𝜙1 or 𝜌 |=𝑡 𝜙2

𝜌 |=𝑡 𝜙1 → 𝜙2 ⇐⇒ 𝜌 ̸ |=𝑡 𝜙1 or 𝜌 |=𝑡 𝜙2

𝜌 |=𝑡 Y 𝜙 ⇐⇒ 𝜌 |=𝑡−1 𝜙 and 𝑡 ≠ 0
𝜌 |=𝑡 OI 𝜙 ⇐⇒ ∃𝑡0 ∈ N : 𝑡0 ≤ 𝑡, 𝑡 − 𝑡0 ∈ 𝐼 and 𝜌 |=𝑡0 𝜙

𝜌 |=𝑡 HI 𝜙 ⇐⇒ ∀𝑡0 ∈ N : 𝑡0 ≤ 𝑡 ∧𝑡 − 𝑡0 ∈ 𝐼 implies 𝜌 |=𝑡0 𝜙

𝜌 |=𝑡 𝜙1 S𝐼 𝜙2 ⇐⇒ ∃𝑡0 ∈ N : 𝑡0 ≤ 𝑡, 𝑡 − 𝑡0 ∈ 𝐼 , 𝜌 |=𝑡0 𝜙2

and∀𝑡1 ∈ N s.t. 𝑡0 < 𝑡1 ≤ |𝜌 | : 𝜌 |=𝑡1 𝜙1

Additionally, 𝜌 |= 𝜙 if 𝜙 holds at the end of the trace 𝜌 , i.e.,
𝜌 |=𝑛 𝜙 .
Given𝑚 ∈ N>0, the operator Y𝑚 checks if a formula is

satisfied exactly𝑚 steps before the current time. It is defined
as Y𝑚𝜙 = O[m,m] 𝜙 . The operators since-inclusive-required
(Sreq

inc ) and since-inclusive-optional (Sopt
inc ), introduced in [2],

are used as syntactic sugar as follows:

𝜙1 S𝑟𝑒𝑞

𝑖𝑛𝑐
𝜙2 = 𝜙1 S(𝜙1 ∧ 𝜙2)

𝜙1 S𝑜𝑝𝑡

𝑖𝑛𝑐
𝜙2 = O 𝜙2 → 𝜙1 S(𝜙1 ∧ 𝜙2).

Intuitively, 𝜙1 S𝑟𝑒𝑞

𝑖𝑛𝑐
𝜙2 means that 𝜙1 needs to hold since and

including the point in which𝜙2 occurs andmoreover𝜙2 must
eventually occur, while in the optional case 𝜙1 S𝑜𝑝𝑡

𝑖𝑛𝑐
𝜙2 the

formula is only evaluated if 𝜙2 once holds.

3 The Fretish Specification Language

This section provides an introduction to the FRETish lan-
guage. More details can be found in [13–15].
FRETish is a restricted natural language for expressing

unambiguous requirements. It aims at providing a natural
vocabulary to the user and, at the same time, avoiding am-
biguities to ease the translation of the specification into a
rigorous mathematical language.

Example 3.1 Consider the following detect-and-avoid re-
quirement written in natural language: “While in flight, a
warning alert must be raised within 3 seconds of entering

https://lauratitolo.github.io/
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the warning hazard zone of an intruder (250 feet horizontal
and 50 feet vertical)”.
This requirement can be rephrased in FRETish as fol-

lows: “In flight mode, when horizontal_distance ≤ 250 &
vertical_distance ≤ 50 the aircraft shall within 3 seconds
satisfy warning_alert”.

The Fret [13] tool2 parses a FRETish requirement, maps it
into a template, and translates it into an MTL formula ready
to be input to a verification/analysis tool. Figure 1, depicts
the FRET’s requirements elicitation interface for the require-
ment of Example 3.1. Once a requirement is entered, the
“Semantics” pane shows a text description of the FRETISH
requirement, displays a “semantic diagram” showing a visual
explanation of the requirement applicability over time, and
provides translations from FRETISH to future- and past-time
Metric Linear Temporal Logic.

A FRETish requirement is parsed into five different fields:
scope, condition, component, timing, and response, three of
which are optional: scope, condition, and timing. In addition,
the shall keywordmust appear and states that the component
behavior must conform to the requirement.
The component field specifies the component that the re-

quirement applies to (e.g., “aircraft” in Example 3.1). The
response field is of the form satisfy 𝜙 , where 𝜙 is a non-
temporal Boolean-valued expression (e.g., warning_alert).
Field scope specifies the interval(s) within which the re-

quirement must hold (e.g., when in flight mode in Exam-
ple 3.1). If the scope is omitted, the requirement is enforced
on the entire execution, known as global scope. Given amode
mode, a FRETish scope is one of the following relationships:
before(mode), after (mode), in(mode), onlyAfter (mode),
notIn(mode), onlyBefore(mode), and onlyIn(mode).
Scope before(mode) indicates that the requirement is en-

forced strictly before the first point in which mode holds,
after (mode) means it is enforced strictly after the last point
in which mode holds, and in(mode) that it is enforced while
the component is in mode mode. Scope notIn(mode) is the
dual of in(mode). It is sometimes necessary to specify that a
requirement can be satisfied only in some time frame, mean-
ing it should not be satisfied outside of that frame. For this,
the scopes onlyAfter , onlyBefore, and onlyIn are provided;
these will be referred to as only scopes.
Field condition is a Boolean expression that triggers the

need for a response within the specified scope. Boolean ex-
pressions, familiar to most developers, are used to concisely
capture conditions. The set of (non-temporal) Boolean ex-
pressions is denoted by B. If the condition field is omitted,
it is said to be null and it is equivalent to 𝑡𝑟𝑢𝑒 . Therefore,
the trigger is the beginning of the trace. For instance, the
condition in Example 3.1 is horizontal_distance ≤ 250 &
vertical_distance ≤ 50. Figure 2 illustrates how the different
scopes are defined for a given mode.
2Fret is available at https://github.com/NASA-SW-VnV/fret.

Field timing specifies when the response is expected rel-
ative to each trigger (e.g., within 3 seconds in Example 3.1).
Given a duration 𝑑 ∈ N, and a stop condition stop ∈ B, there
are nine possibilities for the timing field: immediately, in
the next time unit, eventually, always, never , within 𝑑 time
units, for 𝑑 time units, until the specified stop condition stop
occurs, before the specified stop condition stop occurs, and
after 𝑑 time units (interpreted as not for 𝑑 time units and at
the 𝑑 + 1 time unit). When timing is omitted, it is assumed
to be eventually.
A FRETish requirement is characterized by the tulple of

its fields scope, condition, timing, and response. The field com-
ponent is not relevant to the semantics of the requirement,
therefore it is omitted in the definition of requirement.
Definition 3.2 (FRETish reqirement) Given 𝑑 ∈ N
and mode, stop, res ∈ B, a FRETish requirement is a tuple
⟨scope, timing, cond, res⟩ where

scope ∈ {null, in(mode), notIn(mode), before(mode),
after (mode), onlyAfter (mode),
onlyBefore(mode), onlyIn(mode)}

condition ∈ B ∪ {null}
timing ∈ {immediately, next, never, eventually, always,

within(𝑑), for (𝑑), after (𝑑),
until(stop), before(stop)}.

4 A Denotational Semantics for Fretish

In [15], the semantics of FRETish is described in terms of a
discrete fragment of the Real-Time Graphical Interval Logic
(RTGIL) [24]. RTGIL is a graphical language that interprets
linear-time temporal formulas over ordered lists of intervals.
The RTGIL toolset includes a graphical editor and a formula
satisfiability checker implemented using tableaux. However,
this checker is no longer maintained.

The RTGIL semantics provides an intuitive graphical rep-
resentation which is helpful to visualize the meaning of the
requirement. In order to obtain a compositional theoretical
framework, this section introduces a denotational semantics
for FRETish that mimics the RTGIL semantics of [15]. As
part of the work presented in this paper, this semantics has
been formalized in the PVS specification language, which
offers the necessary expressive power and the possibility to
rigorously reason about the properties of the semantics via
the PVS theorem prover.

The proposed semantics is based on the notion of ordered
list of intervals.
Definition 4.1 An ordered list of intervals (OLI ) 𝑙 is a finite
list of closed intervals of natural numbers in I of the form 𝑙 =

⟨[𝑎0, 𝑏0], . . . , [𝑎𝑘 , 𝑏𝑘 ]⟩ where 𝑘 ∈ N such that for all 0 ≤ 𝑖 ≤ 𝑘 ,
𝑎𝑖 ≤ 𝑏𝑖 , 𝑏𝑖 < 𝑎𝑖+1 − 1, 𝑎0 ≥ 0. The empty OLI is denoted as 𝜖 .
The 𝑖-th interval [𝑎𝑖 , 𝑏𝑖 ] in 𝑙 is denoted by 𝑙𝑖 . By abuse of
notation, given 𝑥 ∈ N, 𝑥 ∈ 𝑙 denotes that there exists 𝑖 such

https://github.com/NASA-SW-VnV/fret
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Figure 1. Fret user interface for the requirement of Example 3.1.

ftp nt1 t2 t3 t4t1-1 t2+1 t4+1t3-1

MODE MODE

BEFORE
AFTER

IN IN

NOTIN NOTINNOTIN

ONLYBEFORE

ONLYAFTER

ONLYIN ONLYINONLYIN

Figure 2. Scope intervals definition.

that 𝑥 ∈ 𝑙𝑖 . The size of 𝑙 is denoted as |𝑙 |. The lower bound 𝑙0
of 𝑙 is denotedwith lb(𝑙), while the upper bound𝑏𝑘 is denoted
with ub(𝑙). The same notation is used for denoting the lower
and upper bound of a single interval, i.e., lb( [𝑎𝑖 , 𝑏𝑖 ]) = 𝑎𝑖
and ub( [𝑎𝑖 , 𝑏𝑖 ]) = 𝑏𝑖 .

An OLI 𝑙 is said to be bounded by 𝑛 ∈ N if ub(𝑙) ≤ 𝑛. The
set of all OLI bounded by 𝑛 is denoted by ¤I𝑛 , or ¤I when 𝑛 is
clear from the context or irrelevant.
An OLI encodes when a certain property holds along a

trace of states indexed by natural numbers. For FRETish re-
quirements, these properties consist of Boolean expressions

Figure 3. An example trace with the four abstract properties
of FRETish requirements.

mode, stop, cond, and res. Notice that in FRETish time is dis-
crete. For this reason, the domain of OLIs and the traces are
indexed by natural numbers, not reals. While continuous
time may be a more accurate representation in some situa-
tions, it introduces difficulties in operators like “next” and
would require a notion of computational step to be included
in execution traces.

Given a Boolean expression𝜓 and a trace 𝜌 , the function
I computes the OLI that encodes when𝜓 holds in 𝜌 . In the
example trace 𝜌 of Figure 3, I(𝑚𝑜𝑑𝑒, 𝜌) = ⟨[2, 7], [16, 21]⟩,
and I(𝑟𝑒𝑠, 𝜌) = 𝜖 . The function I is defined formally below.
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Definition 4.2 Given𝜓 ∈ B and 𝜌 ∈ T, I(𝜓, 𝜌) ∈ ¤I is such
that 𝑖 ∈ I(𝜓, 𝜌) ⇐⇒ 𝜌 |=𝑖 𝜓 .
The notion of complement models when a Boolean ex-

pression does not hold, i.e., its negation holds.
Definition 4.3 Let 𝑙 ∈ ¤I, the complement 𝑙 ∈ ¤I of 𝑙 is such
that, for every 𝑥 ∈ N, 𝑥 ≤ 𝑛, 𝑥 ∉ 𝑙 ⇐⇒ 𝑥 ∈ 𝑙 .

The following lemma follows directly from Definition 4.2
and Definition 4.3.
Lemma 4.4 Given𝜓 ∈ B, 𝜌 ∈ T, and 𝑖 ∈ N:

𝑖 ∈ I(𝜓, 𝜌) ⇐⇒ 𝑖 ∈ I(¬𝜓, 𝜌).

In the following, the FRETish semantics is described com-
positionally, through the values of fields scope, condition,
and timing. The scope semantics defines the list of intervals
within which the temporal requirement specification must
hold.
Definition 4.5 (Scope Semantics) Let 𝜌 ∈ T such that
|𝜌 | > 0, 𝑛 = |𝜌 | −1 and modeInt = I(mode, 𝜌). The semantics
of a scope 𝑠 is defined as follows.

S⟦null⟧𝜌 = ⟨[0, 𝑛]⟩
S⟦in(mode)⟧𝜌 = modeInt

S⟦notIn(mode)⟧𝜌 = modeInt

S⟦after (mode)⟧𝜌 =


𝜖

if modeInt = 𝜖

or ub(modeInt0) = 𝑛

⟨[ub(modeInt0) + 1, 𝑛]⟩ otherwise

S⟦before(mode)⟧𝜌 =

{
𝜖 lb(modeInt0) = 0
⟨[0, lb(modeInt0) − 1]⟩ otherwise

S⟦onlyIn(mode)⟧𝜌 = modeInt

S⟦onlyAfter (mode)⟧𝜌 =

{
⟨[0, 𝑛]⟩ if modeInt = 𝜖

⟨[0, ub(modeInt0)]⟩ otherwise

S⟦onlyBefore(mode)⟧𝜌 =

{
𝜖 if modeInt = 𝜖

⟨[lb(modeInt0), 𝑛]⟩ otherwise

As alreadymentioned, note that scopes of type only, mandate
that a requirement does not hold outside of their correspond-
ing scope. Thus, the semantics of an only scope is defined as
the complement of the semantics of its corresponding reg-
ular scope. Within an interval 𝐼 , a requirement is triggered
at each index of 𝐼 , where the conditional expression cond
becomes true from false in 𝜌 , and at lb(𝐼 ), if 𝜌 |=lb(𝐼 ) cond.
When no condition is specified (null), the requirement is
only triggered at lb(𝐼 ). For a trace 𝜌 , an interval 𝐼 , and a
condition cond, the function triggers(cond, 𝜌, 𝐼 ) returns the
set of all such indices.
Definition 4.6 (Triggers) Let cond ∈ B ∪ {null}, 𝐼 ∈ I,
and 𝜌 ∈ T, triggers(cond, 𝜌, 𝐼 ) ⊆ N is defined as follows.

triggers(cond, 𝜌, 𝐼 ) = {lb(𝐼 ) | cond = null} ∪

⋃
0≤ 𝑗< |condInt |

{max (lb(condInt 𝑗 ), lb(𝐼 )) | cond ≠ null,

condInt 𝑗 ∩ 𝐼 ≠ ∅}

where condInt = I(cond, 𝜌).
When, within the range of interval 𝐼 , a condition is always

false in 𝜌 , the function triggers will return an empty set; the
requirement is never triggered and is therefore vacuously
true. Note that this is different from the case where the
condition field in the FRETish requirement is null and, thus,
the trigger occurs at lb(𝐼 ).

Stop conditions, necessary for the timings until and before,
are computed similarly to triggers. Given a stop condition
stop, the function stops(stop, 𝜌, 𝐼 ) computes the set of indices
where stop is satisfied, within a trace 𝜌 , restricted to a par-
ticular scope interval 𝐼 . The function firststop(stop, 𝑡, 𝜌, 𝐼 )
returns the index of the first occurrence of stop after a trig-
ger 𝑡 , or ub(𝐼 ), if stop is never true within interval 𝐼 .
Definition 4.7 (Stops) Given stop ∈ B, 𝑡 ∈ N, 𝜌 ∈ T, and
𝐼 ∈ I, the functions stops and firststop are defined as follows.

stops(stop, 𝜌, 𝐼 ) =⋃
0≤ 𝑗< |𝑠𝑡𝑜𝑝𝐼𝑛𝑡 |

{max (lb(stopInt 𝑗 ), lb(𝐼 )) | stopInt 𝑗 ∩ 𝐼 ≠ ∅}

firststop(stop, 𝑡, 𝜌, 𝐼 ) =
{
ub(𝐼 ) + 1 if �𝑠 ∈ stops : 𝑡 < 𝑠

min({𝑠 ∈ stops | 𝑡 < 𝑠}) otherwise

where stopInt = I(stop, 𝜌) and stops = stops(stop, 𝜌, 𝐼 ).
Given a trace 𝜌 , a condition cond and a response res, the

semantics of a timing field is the set of intervals of indices 𝐼
in 𝜌 such that, for each trigger defined by cond, the response
res is satisfied per the particular timing field in 𝐼 .
Definition 4.8 (Timing Semantics) Let 𝑛 ∈ N>0, 𝜌 ∈
T, and resInt = I(res, 𝜌), the semantics of a timing field is
defined as in Figure 4.
The semantics of timing immediately is composed of all the
intervals 𝐼 such that the triggers occurring in 𝐼 are also in the
response. Similarly, the semantics of timing next contains all
the intervals 𝐼 such that the time index following a trigger is
in the response.

For timing always, the semantics contains all the intervals
𝐼 such that all the indices ranging from the first trigger that
occurs until the end of the interval are also contained in
the response. The semantics of timing never is defined as
the semantics of timing always with the negated response.
From Lemma 4.4, this is equivalent to checking that all the
indices from the first trigger until the end of the interval are
included in the complement of the response.
The semantics of the eventually timing includes all the

intervals 𝐼 such that there exists an index which is both a
trigger and it is included in the interval from the last trigger
to the end of the interval. It is worth noting that, for each
trigger 𝑡 , the response is required to hold at least once in the
interval from 𝑡 until the end of the interval. Therefore, it is
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sufficient to check that it holds from the last trigger until
the interval upper bound. Similarly, for the always timing it
is sufficient to check every index from the first trigger until
the interval upper bound.
The semantics of the within(𝑑) timing contains all the

intervals 𝐼 such that, for all the triggers 𝑡 , either there are
less than𝑑 time instants between 𝑡 and the end of the interval
(𝑡 +𝑑 ∉ 𝐼 ), or there exists a 𝑘 such that 𝑡 +𝑘 is in the interval
𝐼 and the response holds at 𝑡 + 𝑘 .
In the case of the for (𝑑) timing, the semantics includes

all the intervals 𝐼 such that for all the natural numbers 𝑘
between 0 and 𝑑 , either 𝑡 + 𝑘 is not included in 𝐼 or 𝑡 + 𝑘 is
in the response.
The until(stop) semantics collects all the intervals such

that, for each trigger 𝑡 , the subinterval ranging from 𝑡 to the
first instant satisfying the stop condition stop is included in
the response.
The semantics of timing before(stop) includes all the in-

tervals that do not contain at least one stop condition and
the intervals such that a stop condition never occurs after a
trigger (firststop(stop, 𝑡, 𝜌, 𝐼 ) = ub(𝐼 ) + 1) . In these cases the
requirement trivially holds. In addition, it collects the inter-
vals such that at least a trigger 𝑡 exists, stop holds between 𝑡
and the end of the interval, and there exists a time instant
between the trigger and the stop condition that satisfies the
response.

Finally, timing after semantics is derived from the seman-
tics of for and within. In fact, after 𝑑 time units is equivalent
to not for 𝑑 time units andwithin 𝑑 +1 time units. In addition,
for all the timings, the semantics includes all the intervals
that do not contain any trigger. This reflects the fact that
when no trigger occurs, the requirement holds trivially.

The semantics of a FRETish requirement is defined com-
positionally from the semantics of its fields. The function
dual returns the dual of a timing field and it is defined in
Table 1.

Definition 4.9 (FRETish semantics) Let 𝑟 = ⟨scope,
timing, cond, res⟩ be a requirement. The semantics of 𝑟 is de-
fined as follows.

F⟦𝑟⟧ = {𝜌 ∈ T | S⟦scope⟧𝜌 ≠ 𝜖 and

∀𝑖 such that 0 ≤ 𝑖 < |S⟦scope⟧𝜌 | :
(S⟦scope⟧𝜌 )𝑖 ∈ T⟦timing′⟧𝜌 (cond, res′)}

where

timing′ =

{
dual(timing) if scope is of type only
timing otherwise

res′ =

{
res if scope is of type only
res otherwise

As already mentioned, for scopes of type only, a require-
ment does not hold outside of their corresponding scope.

Table 1. Timing duality.

timing dual(timing)
always eventually
eventually always
within(𝑑) for (𝑑)
for (𝑑) within(𝑑)
before(stop) until(stop)
until(stop) before(stop)
immediately immediately
next next

This means that the negation of the main body of the re-
quirement must hold outside their scope. Therefore, the dual
of the timing is considered and the result is negated.

The PVS formalization of FRETish includes an executable
implementation of this semantics and theorems ensuring
that it is equivalent to the denotational semantics presented
in this section. Additionally, to improve the confidence that
the PVS implementation is equivalent to the RTGIL seman-
tics implemented in Fret, the proposed semantics has been
checked with the help of the Fret extensive testing frame-
work. To this aim, the testing framework has been enhanced
to automatically generate test cases in the language of PVS.
In particular, 10,000 test cases have been generated. Each of
these test cases was composed of a 𝐹𝑅𝐸𝑇𝑖𝑠ℎ specification 𝑟 ,
a trace 𝜌 , and a Boolean indicating if the trace belongs to
the semantics of the specification. This Boolean value was
computed by a component of Fret, called oracle, which im-
plements the RTGIL semantics presented in [15]. Finally, the
executable PVS semantics was executed for each test case,
and a Boolean value was computed indicating if the trace 𝜌
was included in the semantics of 𝑟 .

5 From FRETish Specifications to MTL

Formulas

The Fret tool generates a temporal logic formula from a
FRETish specification. While the tool supports both future
and past time metric linear temporal logic, in this work the
past time fragment is considered. The formula is built compo-
sitionally on the FRETish requirement fields. The algorithm
views a trace as a collection of disjoint intervals characterized
by the scope field. The temporal requirement, characterized
by the timing and condition fields, is imposed on each of
these intervals.
First, the formula corresponding to the timing field and

condition is generated. This formula is called core formula.
The following functions are used to model the condition
field. Given a condition cond ∈ B and a formula 𝜙left ∈
B that models the left endpoint of the considered interval,
the formula trigger (cond, 𝜙left) characterizes a trigger, i.e., a
point in time when cond becomes true from false or when it
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T⟦immediately⟧𝜌 (cond, res) = {𝐼 | triggers(cond, 𝜌, 𝐼 ) = ∅}
∪ {𝐼 | triggers(cond, 𝜌, 𝐼 ) ≠ ∅ ∧ ∀𝑡 ∈ triggers(cond, 𝜌, 𝐼 ) : 𝑡 ∈ resInt}

T⟦next⟧𝜌 (cond, res) = {𝐼 | triggers(cond, 𝜌, 𝐼 ) = ∅}
∪ {𝐼 | triggers(cond, 𝜌, 𝐼 ) ≠ ∅ ∧ ∀𝑡 ∈ triggers(cond, 𝜌, 𝐼 ) : 𝑡 + 1 ∈ 𝐼 → 𝑡 + 1 ∈ resInt}

T⟦always⟧𝜌 (cond, res) = {𝐼 | triggers(cond, 𝜌, 𝐼 ) = ∅}
∪ {𝐼 | triggers(cond, 𝜌, 𝐼 ) ≠ ∅ ∧ ∀𝑗 ∈ [min(triggers(cond, 𝜌, 𝐼 )), ub(𝐼 )] : 𝑗 ∈ resInt}

T⟦never⟧𝜌 (cond, res) = T⟦always⟧𝜌 (cond,¬res)

T⟦eventually⟧𝜌 (cond, res) = {𝐼 | triggers(cond, 𝜌, 𝐼 ) = ∅}
∪ {𝐼 | triggers(cond, 𝜌, 𝐼 ) ≠ ∅ ∧ ∃ 𝑗 ∈ [max (triggers(cond, 𝜌, 𝐼 )), ub(𝐼 )] : 𝑗 ∈ resInt}

T⟦within(𝑑)⟧𝜌 (cond, res) = {𝐼 | triggers(cond, 𝜌, 𝐼 ) = ∅}
∪ {𝐼 | triggers(cond, 𝜌, 𝐼 ) ≠ ∅ ∧ ∀𝑡 ∈ triggers(cond, 𝜌, 𝐼 ) :

𝑡 + 𝑑 ∈ 𝐼 → ∃𝑘 ≤ 𝑑 : 𝑡 + 𝑘 ∈ 𝐼 ∧ 𝑡 + 𝑘 ∈ resInt}

T⟦for (𝑑)⟧𝜌 (cond, res) = {𝐼 | triggers(cond, 𝜌, 𝐼 ) = ∅}
∪ {𝐼 | triggers(cond, 𝜌, 𝐼 ) ≠ ∅ ∧ ∀𝑡 ∈ triggers(cond, 𝜌, 𝐼 )∀𝑘 ≤ 𝑑 : 𝑡 + 𝑘 ∈ 𝐼 → 𝑡 + 𝑘 ∈ resInt}

T⟦until(stop)⟧𝜌 (cond, res) = {𝐼 | triggers(cond, 𝜌, 𝐼 ) = ∅}
∪ {𝐼 | triggers(cond, 𝜌, 𝐼 ) ≠ ∅ ∧ ∀𝑡 ∈ triggers(cond, 𝜌, 𝐼 ) :

∀𝑥 ∈ [𝑡, firststop(stop, 𝑡, 𝜌, 𝐼 ) − 1] : 𝑥 ∈ resInt}
T⟦before(stop)⟧𝜌 (cond, res) = {𝐼 | triggers(cond, 𝜌, 𝐼 ) = ∅ ∨ stops(stop, 𝜌, 𝐼 ) = ∅}

∪ {𝐼 | triggers(cond, 𝜌, 𝐼 ) ≠ ∅ ∧ stops(stop, 𝜌, 𝐼 ) ≠ ∅ ∧ ∀𝑡 ∈ triggers(cond, 𝜌, 𝐼 ) :
firststop(stop, 𝑡, 𝜌, 𝐼 ) = ub(𝐼 ) + 1 ∨ ∃𝑥 : 𝑡 ≤ 𝑥 < firststop(stop, 𝑡, 𝜌, 𝐼 ) ∧ 𝑥 ∈ resInt}

T⟦after (𝑛)⟧𝜌 (cond, res) = T⟦for (𝑛)⟧𝜌 (cond,¬res) ∩ T⟦within(𝑛 + 1)⟧𝜌 (cond, res)

Figure 4. Timing field semantics.

holds at the beginning of the interval.

trigger (cond, 𝜙left) = (cond ∧ Y (¬cond)) ∨ (cond ∧ 𝜙left)
(5.1)

The formula noTriggers captures the fact that the condition
never occurs in the interval. In this case, the requirement is
trivially true.

noTriggers(cond, 𝜙left) = ¬cond S𝑟𝑒𝑞

𝑖𝑛𝑐
𝜙left (5.2)

Given a timing field timing, a condition cond ∈ B, a re-
sponse res ∈ B, and a left endpoint 𝜙left , Φcore computes
the core formula as illustrated in Table 2. Here, 𝜙trigger de-
notes trigger (cond, 𝜙left), while 𝜙noTriggers denotes the for-
mula noTriggers(cond, 𝜙left).
The core formula is then interpreted in a generic finite

interval defined by two endpoints: 𝜙left , and 𝜙right . The core
formula is checked at each point in the target interval, except
for the timing eventually, which is checked just once at the

right endpoint. The resulting formula is called base formula.
Φbase (timing, cond, res, 𝜙left, 𝜙right)

=

{
𝜙right → Y 𝜙core if timing = eventually
𝜙right → Y (𝜙core S𝑜𝑝𝑡

𝑖𝑛𝑐
𝜙left) otherwise

(5.3)
where 𝜙core = Φcore (timing, cond, res, 𝜙left). There is a special
case of base formula that is defined when the interval spans
to the end of the trace. In this case, the right endpoint is not
defined and the core formula is required to hold from the
left endpoint to the end of the trace.

ΦbaseLast (timing, cond, res, 𝜙left)

=

{
(O 𝜙left) → 𝜙core if timing = eventually
𝜙core S𝑜𝑝𝑡

𝑖𝑛𝑐
𝜙left otherwise

(5.4)

Finally, the general formula imposes the base formula on
the whole execution trace and the generic points 𝜙left and
𝜙right are replaced by formulas characterizing the given scope
field. Given mode ∈ B, Table 3 shows a list of abbreviations
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Table 2. Core formula definition for null condition or cond ∈ B.

timing Φcore (timing, null, res, 𝜙left) Φcore (timing, cond, res, 𝜙left)
immediately 𝜙left → res 𝜙trigger → res

next (Y 𝜙left) → res (Y 𝜙trigger ) → (res ∨ 𝜙left)
always res 𝜙noTriggers ∨ (resS𝑟𝑒𝑞

𝑖𝑛𝑐
𝜙trigger )

eventually ¬(¬resS𝑟𝑒𝑞

𝑖𝑛𝑐
𝜙left) 𝜙noTriggers ∨ ¬(¬resS𝑟𝑒𝑞

𝑖𝑛𝑐
𝜙trigger )

until(stop) (¬stopS𝑟𝑒𝑞

𝑖𝑛𝑐
𝜙left) → res 𝜙noTriggers ∨ ((¬stopS𝑟𝑒𝑞

𝑖𝑛𝑐
𝜙trigger ) → res)

before(stop) stop → ((¬𝜙left

∧ ¬Y (¬resS𝑟𝑒𝑞

𝑖𝑛𝑐
𝜙left)))

stop → (𝜙noTriggers ∨ (¬𝜙left ∧ ¬𝜙trigger

∧ ¬Y (¬resS𝑟𝑒𝑞

𝑖𝑛𝑐
𝜙trigger )))

for (𝑚) (O[0,m] 𝜙left) → res (O[0,m] 𝜙trigger ) → (𝜙noTriggers ∨ res)
within(𝑚) (¬resS𝑟𝑒𝑞

𝑖𝑛𝑐
𝜙left) → (O[0,m−1] 𝜙left) Y𝑚 (𝜙trigger ∧ ¬res)

→ (O[0,m−1] (𝜙left ∨ res))

Table 3. Formulas for point of interest.

point formula
ftp ¬Y true
fim(mode) mode ∧ (ftp ∨ (Y(¬mode)))
lim(mode) ¬mode ∧ Ymode
fnim(mode) ¬mode ∧ (ftp ∨ (Ymode))
lnim(mode) mode ∧ Y (¬mode)
ffim(mode) fim(mode) ∧ (ftp ∨ Y (H¬mode))
flim(mode) lim(mode) ∧ Y (H¬ lim(mode))

Table 4. Scope endpoints definition.

scope left (scope) right (scope)
null ftp -
before(mode) ftp ffim(mode)
after (mode) flim(mode) -
in(mode) fim(mode) lim(mode)
notIn/onlyIn(mode) fnim(mode) lnim(mode)
onlyBefore(mode) ffim(mode) -
onlyAfter (mode) ftp flim(mode)

used to model different points of interest in the execution
trace. The abbreviation ftp denotes the first time point in
execution, fim(mode) (respectively lim(mode)) is the first
(last) state in which mode holds, fnim(mode) (lnim(mode))
is the first (last) state in which mode does not hold, and
ffim(mode) (flim(mode)) is the first occurrence of fim(mode)
(lim(mode)) in the execution.

Table 4 shows which points of interest in the trace, left
and right correspond to, depending on the scope field. It is
important to notice that for null, after , and onlyBefore scopes
the right endpoint is not defined. In fact, in these cases, the
interval spans until the end of the trace so there is no need
to impose a right endpoint. The general formula is defined

by composing the base formula, depending on the timing
and condition fields, and the information about the left and
right endpoints, depending on the scope field. The function
Φ computes the formula corresponding to a given FRETish
requirement ⟨scope, timing, cond, res⟩.
Φ(⟨scope, timing, cond, res⟩)

=


𝜙baseLast if scope ∈ {null, after, before}

H(𝜙base ∨ ftp)∧
((¬𝜙right S𝑟𝑒𝑞

𝑖𝑛𝑐
𝜙left) → 𝜙baseLast) otherwise

(5.5)
where

𝜙left = left (scope)
𝜙right = right (scope)

𝜙baseLast = ΦbaseLast (timing, cond, res, 𝜙left)
𝜙base = Φbase (timing, cond, res, 𝜙left, 𝜙right).

Example 5.1 Consider the FRETish requirement of Exam-
ple 3.1: “In flight mode, when horizontal_distance ≤ 250 &
vertical_distance ≤ 50 the aircraft shall within 3 seconds
satisfy warning_alert”. The following steps computes the
corresponding past-time MTL formula.
First of all, it is necessary to determine the endpoints of

each interval in which the requirement is imposed. Since the
scope is in(flight_mode), the MTL formula characterizing
the interval left endpoint is:

fim(flight_mode)=flight_mode∧(ftp∨(Y(¬flight_mode)));
while the formula characterizing the right endpoint is:

lim(flight_mode) = ¬flight_mode ∧ Y flight_mode.

The condition indicated in the requirement is:

horizontal_distance ≤ 250∧vertical_distance ≤ 50.

Thus, a trigger of this condition is modeled by the formula

𝜙trigger = (horizontal_distance≤ 250 ∧ vertical_distance≤ 50
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∧ Y (¬(horizontal_distance ≤ 250)
∨ ¬(vertical_distance ≤ 50)))

∨ (horizontal_distance ≤ 250 ∧ vertical_distance ≤ 50
∧ fim(flight_mode)) .

At this point, it is possible to compute the core formula
for the timing within(3):
𝜙core =Y3 (𝜙trigger ∧ ¬warning_alert)

→ (O[0,2] (fim(flight_mode) ∨ warning_alert)).
The regular base formula and the base formula for the last

interval case are computed as follows:

𝜙base = lim(flight_mode) → Y (𝜙core S𝑜𝑝𝑡

𝑖𝑛𝑐
fim(flight_mode))

𝜙baseLast = 𝜙core S𝑜𝑝𝑡

𝑖𝑛𝑐
fim(flight_mode).

Finally, the general formula that imposes the requirement
on the entire trace is:
H(𝜙base ∨ ftp)∧
((¬ lim(flight_mode) S𝑟𝑒𝑞

𝑖𝑛𝑐
fim(flight_mode)) → 𝜙baseLast) .

6 Proving the Semantic Equivalence

This section presents the main theorems ensuring the cor-
rectness of the Fret past-time MTL formula generation algo-
rithm. As alreadymentioned, the entire formalization and the
proofs have been mechanically checked in the PVS theorem
prover.
FRETish currently supports 8 relationships for the scope

field (including global scope), 2 options for the condition, and
10 options for the timing field, for a total of 160 combinations
of semantic templates. Proving the equivalence of each one
of these templates to the corresponding general formula
would be extremely time-consuming. Therefore, to provide
a reusable and extensible formalization, the proof has been
structured in a compositional manner.
Following the same structure of the formula generation,

the first step is to show that the base formula, which de-
pends on the timing field, is equivalent to the semantics of
the timing field in the context of an interval 𝐼 . To this aim, it
is convenient to notice that the definition of base formula
in Equations (5.3) and (5.4), which use the since inclusive op-
tional construct, are equivalent to imposing the core formula
on the interval of interest with the historically operator.
Lemma 6.1 Let 𝜌 ∈ T, 𝑛 ∈ N such that 𝑛 = |𝜌 | − 1, and
let 𝐼 ∈ I and 𝜙, 𝜙left, 𝜙right ∈ MTL such that 𝜌 |=lb(𝐼 ) 𝜙left ,
𝜌 |=ub(𝐼 )+1 𝜙right , and for all 𝑡 > lb(𝐼 ), 𝜌 ̸ |=𝑡 𝜙left , then if
ub(𝐼 ) ≠ 𝑛 then

𝜌 |=ub(𝐼 )+1 𝜙right → Y (𝜙 S𝑜𝑝𝑡

𝑖𝑛𝑐
𝜙left)

⇐⇒ 𝜌 |=𝑛 H[n−ub(I),n−lb(I) ] 𝜙,

otherwise

𝜌 |=ub(𝐼 ) 𝜙 S𝑜𝑝𝑡

𝑖𝑛𝑐
𝜙left ⇐⇒ 𝜌 |=𝑛 H[n−ub(I),n−lb(I) ] 𝜙.

It is worth noting that, since past-time temporal formulas are
evaluated starting from the end of the trace at time 𝑛, when
the operator historically (H) is used, the formula is imposed
on the interval [𝑛 − ub(𝐼 ), 𝑛 − lb(𝐼 )]. This is equivalent to
using the future time always (or globally) operator on the
interval 𝐼 .
Corollary 6.2 Given a timing field timing, a condition field
cond ∈ B, a response field res ∈ B, a trace 𝜌 ∈ T, 𝑛 ∈ N such
that 𝑛 = |𝜌 | − 1, an interval 𝐼 ∈ I, and 𝜙, 𝜙left, 𝜙right ∈ MTL
such that 𝜌 |=lb(𝐼 ) 𝜙left , 𝜌 |=ub(𝐼 )+1 𝜙right , and for all 𝑡 > lb(𝐼 ),
𝜌 ̸ |=𝑡 𝜙left , if ub(𝐼 ) ≠ 𝑛 then

𝜌 |=ub(𝐼 )+1 Φbase (timing, cond, res, 𝜙left, 𝜙right)
⇐⇒ 𝜌 |=𝑛 H[n−ub(I),n−lb(I) ] Φcore (timing, cond, res, 𝜙left),

otherwise

𝜌 |=ub(𝐼 ) ΦbaseLast (timing, cond, res, 𝜙left)
⇐⇒ 𝜌 |=𝑛 H[n−ub(I),n−lb(I) ] Φcore (timing, cond, res, 𝜙left).

The following lemma states that if the trigger formula de-
fined in Equation (5.1) is satisfied at an index 𝑡 of a trace 𝜌 ,
then 𝑡 belongs to the set of triggers for 𝜌 , and vice-versa. Ad-
ditionally, if there is no trigger occurring before or at index
𝑡 , then the formula noTriggers is satisfied between the begin-
ning of the scope interval of interest and 𝑡 , and vice-versa.

Lemma 6.3 Given cond ∈ B, 𝜌 ∈ T, 𝐼 ∈ I, and 𝜙left ∈ MTL
such that 𝜌 |=lb(𝐼 ) 𝜙left and for all 𝑡 > lb(𝐼 ), 𝜌 ̸ |=𝑡 𝜙left , for all
𝑡 < |𝜌 |:

𝑡 ∈ triggers(cond, 𝐼 , 𝜌) ⇐⇒ 𝜌 |=𝑡 trigger (cond, 𝜙left)

and

triggers(cond, 𝐼 , 𝜌) ∩ [lb(𝐼 ), 𝑡] = ∅
⇐⇒ ∀𝑡0 ∈ [lb(𝐼 ), 𝑡] : 𝜌 |=𝑡0 noTriggers(cond, 𝜙left).

Proof Sketch. The first equivalence follows from the fact that
either cond is satisfied at 𝑡 but not at 𝑡 − 1 or cond holds
at the beginning of the interval 𝐼 . Thus, by Definition 4.2,
𝑡 is a lower bound of an interval in I(cond, 𝜌) or is the
interval lower bound lb(𝐼 ). The second equivalence follows
from the fact that, by definition of Sreq

inc , ∀𝑡0 ∈ [lb(𝐼 ), 𝑡],
𝜌 ̸ |=𝑡 cond. Thus, 𝑡 is not included in I(cond, 𝜌). Vice-versa,
if 𝑡 was a member of I(cond, 𝜌), then it would satisfy cond,
but 𝜌 |=𝑡 ¬cond by definition of Sreq

inc . □

Table 2 distinguishes two cases for the definition of the
core formula: condition omitted (null) or condition specified
(cond ∈ B). This distinction is convenient since the formu-
las generated when the condition is null are more compact.
However, it can be shown that the simplified formula gen-
erated for the null condition is equivalent to the formula
generated when the condition is true.
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Lemma 6.4 Given a timing field timing, a scope field scope, a
condition cond ∈ B, a response res ∈ B, then
Φ(⟨scope, timing, null, res⟩) ⇐⇒ Φ(⟨scope, timing, true, res⟩).

Proof Sketch. From Equations (5.1) and (5.2), observe that
trigger (true, 𝜙left) = 𝜙left and noTriggers(true, 𝜙left) = false.
From Table 2 and Equation (5.1), the result follows by ap-
plying Boolean connectives manipulation and simplifica-
tions. □

The following lemma states the correctness of the base for-
mula. In other words, it shows that the semantics of a timing
field is equivalent to the semantics of its corresponding base
formula generated as shown in Section 5.
Theorem 6.5 Given 𝜌 ∈ T, a timing field timing, a scope
field scope, a condition cond ∈ B, a response res ∈ B, an
interval 𝐼 ∈ I and 𝜙left, 𝜙right ∈ MTL such that 𝜌 |=lb(𝐼 ) 𝜙left ,
𝜌 |=ub(𝐼 )+1 𝜙right , and for all 𝑡 > lb(𝐼 ), 𝜌 ̸ |=𝑡 𝜙left , if ub(𝐼 ) ≠ 𝑛

then

𝐼 ∈ T⟦timing⟧𝜌 (cond, res)
⇐⇒ 𝜌 |=ub(𝐼 )+1 Φbase (cond, timing, res, 𝜙left, 𝜙right)

otherwise

𝐼 ∈ T⟦timing⟧𝜌 (cond, res)
⇐⇒ 𝜌 |=ub(𝐼 ) ΦbaseLast (cond, timing, res, 𝜙left).

The proof proceeds by cases on the timing field. Below, the
case in which timing = always is shown. The proofs for the
other timings are similar and they are available as part of
the FRETish PVS formalization.

Proof. Assume that timing = always, cond ∈ B, and ub(𝐼 ) ≠
𝑛. From Lemma 6.4, the case when cond = null is equivalent
to the case when cond = true. Consider the ⇒ direction.
Let 𝐼 ∈ T⟦always⟧𝜌 (cond, res) and split the proof into two
cases. Assume, first, that triggers(cond, 𝜌, 𝐼 ) = ∅, thus:

triggers(cond, 𝐼 , 𝜌) = ∅
⇒triggers(cond, 𝐼 , 𝜌) ∩ [lb(𝐼 ), ub(𝐼 )] = ∅

[By Lemma 6.3]
⇒∀𝑡0 ∈ [lb(𝐼 ), ub(𝐼 )] : 𝜌 |=𝑡0 𝜙noTriggers

⇒∀𝑡0 ∈ [lb(𝐼 ), ub(𝐼 )] : 𝜌 |=𝑡0 𝜙noTriggers ∨ (resS𝑟𝑒𝑞

𝑖𝑛𝑐
𝜙trigger )

[By Table 2]
⇒∀𝑡0 ∈ [lb(𝐼 ), ub(𝐼 )] : 𝜌 |=𝑡0 Φcore (always, cond, res, 𝜙left)
⇒𝜌 |=𝑛 H[lb(I),ub(I) ] Φcore (always, cond, res, 𝜙left)
By Corollary 6.2, if ub(𝐼 ) ≠ 𝑛 then it holds that 𝜌 |=ub(𝐼 )+1

Φbase (cond, always, res, 𝜙left, 𝜙right), otherwise, it holds that
𝜌 |=ub(𝐼 ) ΦbaseLast (cond, always, res, 𝜙left)𝜙right .
If triggers(cond, 𝐼 , 𝜌) ≠ ∅, let 𝑡 ∈ [lb(𝐼 ), ub(𝐼 )]. If 𝑡 <

min(triggers(cond, 𝐼 , 𝜌)), then triggers(cond, 𝜌, 𝐼 ) ∩ [𝑙𝑏𝐼, 𝑡] =
∅. By Lemma 6.3, it follows that for all 𝑡0 ∈ [lb(𝐼 ), 𝑡], 𝜌 |=𝑡0

𝜙noTriggers . From here the proof proceeds as the previous case
in which triggers(cond, 𝜌, 𝐼 ) = ∅.

Otherwise, if 𝑡 ≥ min(triggers(cond, 𝜌, 𝐼 )), let 𝑡0 be the
first trigger min(triggers(cond, 𝜌, 𝐼 )). By Lemma 6.3, it fol-
lows that 𝜌 |=𝑡0 𝜙trigger . By Table 2, it follows that for all 𝑗 ∈
[𝑡0, ub(𝐼 )], 𝑗 ∈ resInt, and, by Definition 4.2, this means that
𝜌 |=𝑗 res. In particular, 𝜌 |=𝑡0 res, and, thus, 𝜌 |=𝑡0 𝜙trigger∧res.
By definition ofSreq

inc , it follows that 𝜌 |=𝑡 resS𝑟𝑒𝑞

𝑖𝑛𝑐
𝜙trigger∧res

for all 𝑡 ∈ [lb(𝐼 ), ub(𝐼 )]. From here, the result follows from
Corollary 6.2 and Table 2.

Now, consider the⇐ direction. By Corollary 6.2, it follows
that 𝜌 |=𝑛 H[lb(I),ub(I) ] 𝜙noTriggers ∨ (resS𝑟𝑒𝑞

𝑖𝑛𝑐
𝜙trigger ). Let 𝑡 ∈ 𝐼

and split the proof into two cases.
If triggers(cond, 𝐼 , 𝜌) = ∅ the theorem follows directly.

Otherwise, suppose triggers(cond, 𝐼 , 𝜌) = {𝑡0, 𝑡1, . . . , 𝑡𝑘 } such
that 𝑡𝑖 < 𝑡𝑖+1 for all 𝑖 ∈ [0, 𝑘 − 1]. It follows that the inter-
val [min(triggers(cond, 𝐼 , 𝜌)), ub(𝐼 )] can be represented as a
union of intervals according to the triggers. That is,

[min(triggers(cond, 𝐼 , 𝜌)), ub(𝐼 )] =
𝑘−1⋃
𝑖=0

[𝑡𝑖 , 𝑡𝑖+1] ∪ [𝑡𝑘 , ub(𝐼 )]

where 𝑡0 = min(triggers(cond, 𝐼 , 𝜌)).
Let 𝑗 ∈ [min(triggers(cond, 𝐼 , 𝜌)), ub(𝐼 )] and define 𝑡 to

be either 𝑡𝑖+1 for 𝑖 ∈ [0, 𝑘 − 1] or ub(𝐼 ). By hypothesis, 𝜌 |=𝑡
𝜙noTriggers ∨ (resS𝑟𝑒𝑞

𝑖𝑛𝑐
𝜙left), but 𝜌 ̸ |=𝑡 𝜙noTriggers , otherwise by

Lemma 6.3, triggers(cond, 𝐼 , 𝜌) ∩ [lb(𝐼 ), 𝑡] = ∅, but this is a
contradiction since there exists at least one trigger before 𝑡 .
Thus, 𝜌 |=𝑡 resS𝑟𝑒𝑞

𝑖𝑛𝑐
𝜙left , and, by definition of Sreq

inc , it follows
that there exists 𝑟0 such that 𝑟0 ≤ 𝑡 and 𝜌 |=𝑟0 res ∧ 𝜙trigger
and for all 𝑟0 ≤ 𝑟1 ≤ 𝑡 , 𝜌 |=𝑟1 res. By Lemma 6.3, 𝜌 |=𝑡𝑖 𝜙trigger
for all 𝑖 ∈ [0, 𝑘] and, since 𝑗 ≥ 𝑡𝑖 , it follows that 𝜌 |=𝑗 res,
thus, 𝑗 ∈ resInt and the proof is complete. □

The following theorem ensures that the semantics of a
FRETish requirement is equivalent to the semantics of the
past-time MTL formula generated as defined in Section 5.
That is, if a trace is in the semantics of a FRETish requirement,
then the generated MTL formula holds at the end of the trace,
and viceversa.
Theorem 6.6 Let 𝑟 be a FRETish requirement and 𝜌 ∈ T,

𝜌 ∈ F⟦𝑟⟧ ⇐⇒ 𝜌 |= Φ(𝑟 ).
The proof proceeds by cases on the scope field. Each proof
is split into two main cases to distinguish when the scope
is an only scope or not. In the first case, timing and res are
replaced with their duals in the proof. Below, the case in
which scope = in(mode) is shown. The PVS formalization
contains the lemmas for the other scope fields.

Proof. Assume that the scope is in(mode) for a givenmode ∈
B. Let 𝜌 ∈ F⟦⟨in(mode), timing, cond, res⟩⟧ and consider
the⇒ direction. First, it is shown that 𝜌 |=𝑛 H(𝜙base ∨ ftp).
Let 𝑡 ∈ [0, 𝑛], if 𝑡 = 0, then 𝜌 |=𝑛 ftp and the result fol-
lows directly. If 𝑡 ≠ 0 it is possible to distinguish three
cases. If modeInt = 𝜖 , it means that there is no scope in-
terval, thus 𝜌 ̸ |=𝑡 𝜙right . By Equation (5.3), 𝜙base is of the
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form 𝜙right → 𝜙 for some 𝜙 , thus 𝜌 |=𝑡 𝜙base. Similarly,
if there exists 𝐼 ∈ modeInt such that 𝑡 ≠ ub(𝐼 ) + 1, then,
from Table 3 and Table 4 𝜌 ̸ |=𝑡 𝜙right and the proof pro-
ceeds in the same way. Otherwise, if 𝑡 = ub(𝐼 ) + 1, since
𝐼 ∈ modeInt, it follows that 𝐼 ∈ T⟦timing⟧𝜌 (cond, res), and,
by Theorem 6.5, it follows that 𝜌 |=ub(𝐼 )+1 𝜙base . In the follow-
ing, it is shown that 𝜌 |=𝑛 (¬𝜙right S𝑟𝑒𝑞

𝑖𝑛𝑐
𝜙left) → 𝜙baseLast . If

modeInt = 𝜖 , then 𝜙left is never satisfied and thus, by Table 3
and Table 4, 𝜌 ̸ |=𝑛 ¬𝜙right S𝑟𝑒𝑞

𝑖𝑛𝑐
𝜙left , and the theorem follows

directly. If there exists 𝐼 ∈ modeInt such that ub(𝐼 ) = 𝑛, then
𝜌 |=𝑛 𝜙baseLast . Otherwise, for all 𝐼 it holds that ub(𝐼 ) < 𝑛,
thus 𝜌 |=ub(𝐼 ) 𝜙right and the result follows directly since
𝜌 ̸ |=𝑛 ¬𝜙right S𝑟𝑒𝑞

𝑖𝑛𝑐
𝜙left .

Consider the ⇐ direction. If modeInt = 𝜖 , the theorem
holds directly. Otherwise, let 𝐼 ∈ modeInt, it is possible
to distinguish two cases. Let ub(𝐼 ) ≠ 𝑛. By hypothesis,
𝜌 |=𝑛 H(𝜙base ∨ ftp), this means that for all 𝑡 ∈ [0, 𝑛], 𝜌 |=𝑡
𝜙base ∨ ftp. Since ub(𝐼 ) + 1 ≠ 0, it follows that 𝜌 ̸ |=ub(𝐼 )+1 ftp
and, therefore, 𝜌 |=ub(𝐼 )+1 𝜙base. The theorem follows from
Theorem 6.5 since 𝐼 ∈ T⟦timing⟧𝜌 (cond, res). Otherwise,
consider ub(𝐼 ) = 𝑛, this means that 𝐼 = [lb(𝐼 ), 𝑛]. By hy-
pothesis, it holds that 𝜌 |=𝑛 (¬𝜙right S𝑟𝑒𝑞

𝑖𝑛𝑐
𝜙left) → 𝜙baseLast .

Additionally, 𝜌 |=lb(𝐼 ) 𝜙left and for all 𝑡 ∈ 𝐼 , 𝜌 |=lb(𝐼 ) ¬𝜙right ,
thus, 𝜌 |=𝑛 ¬𝜙right S𝑟𝑒𝑞

𝑖𝑛𝑐
𝜙left). In addition, 𝜌 |=𝑛 𝜙baseLast , by

Theorem 6.5, the proof is complete. □

7 FRETish Verification: Lessons Learned

In [15], a modular and extensible verification framework
has been developed to check that the formulas generated
by the Fret tool conform to the RTGIL semantics of the
FRETish language. The framework automatically generates
large numbers of example traces using a variety of strate-
gies, in order to cover as many corner cases as possible. For
each generated trace, and for each template combination of
FRETish, an oracle produces the expected truth value of re-
quirements corresponding to this combination according to
the RTGIL semantics. This expected value is compared to the
value produced when evaluating, with a model checker, the
formula computed by Fret for this requirement, in the partic-
ular trace. The expected and obtained values are compared,
and discrepancies are reported.
As reported in [15], this framework was extremely valu-

able in detecting even subtle errors in the translation algo-
rithms during the development of Fret.

Nevertheless, testing, even when extensive, is not proving.
And proving, when possible, is extremely valuable for safety-
critical applications. This work developed a robust, com-
positional proof framework, which significantly increases
the confidence in the current version of the tool and facil-
itates a continuity of this trust in future extensions of the
language. During the development of this proof framework,
the following two oversights were discovered in the algo-
rithm description of [15]. First, the baseform definition for

the timing field eventually was defined as 𝜙core. In the case
where the scope field is after (mode), the condition is not
null, and mode is never satisfied, the scope is empty, so the
requirement should be trivially true. In examining the actual
implementation, it turned out that the definition was instead:
O 𝜙left → 𝜙core . Since in this case 𝜙left is never satisfied, the
formula is trivially true, as expected. The reason this detail
was missed in the documentation of the algorithm is that
it was hidden in a method invocation that in fact could be
simplified. As a result, that part of the implementation was
updated to explicitly match the structure of the algorithm
in [15]. A clear structure that matches the documented algo-
rithms is essential for their maintenance and extensibility.
Additionally, the formula ffim(mode) was incorrectly de-

fined as fim(mode)∧(Y (H ¬mode)) instead of fim(mode)∧
(ftp ∨Y (H¬mode)). This would exclude the case in which
the mode holds immediately at the beginning of the trace
(ftp). Again, the implementation was correct and this was an
omission in the paper.
The development of a rigorous proof framework in PVS

had several additional benefits. The implementation of the
FRETish language semantics in PVSwas guided by the Fret’s
diagrammatic explanations and simulation capabilities (see
Figure 1 and Figure 3), and some ambiguities were discovered
in the semantics visualization along the way. In the latest
version of Fret these ambiguities were resolved, resulting
in a clearer user description.

From this research effort, it emerged that the combined use
of a rigorous formalization and an extensive testing frame-
work was an excellent strategy for improving the Fret tool.
The testing framework was suitable for exploring new ideas,
and for providing feedback for discrepancies in an intuitive
fashion during the development of Fret. In addition, it pro-
vided an oracle for the PVS semantics implementation. Even
though the PVS formalization was designed to be modular
and as compact as possible, the effort of proving all the results
is considerable. So it was essential to start with a semantics
that was already tested and did not contain substantial errors.

The rigorous PVS formalization completed the results ob-
tained in the testing phase ensuring the coverage of all corner
cases. Moreover, even though RTGIL diagrams give a more
intuitive general picture of the semantics of the language,
PVS constructs provide a more explicit enumeration of all
special cases that are considered.
The compositional nature of the translation algorithms

and proof framework means that it is possible to focus on
specific parts of the verification when desired. For example,
it is convenient to start modeling and implementing simple
timing operators like eventually or always, and gradually
expand the implementation to for , after , until, and before.
Every newly added field value will naturally combine with
all the existing ones which are already verified. Any new
detected bug would then be easily attributed to the new
value.
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Finally, the compositional design of the proofs is essen-
tial to provide continued theoretical support to Fret and
to incorporate, with minor effort, a theorem prover based
verification step in the Fret development process.

8 Related Work

The FRETish language borrows ideas from the Specification
Pattern System (SPS) literature [10], Easy Approach to Re-
quirements Syntax (EARS, EARS-CTRL) work [21, 22], and
NASA experience. The SPS work derives a set of patterns
from a property specification. The patterns are structured as
a scope, which specifies the time intervals where the require-
ment holds (such as after an event or before an event), and a
pattern. The pattern is specified either as an occurrence pat-
tern, e.g., specifying that a proposition occurs in the interval,
or an ordering pattern, e.g., an event being a response to a
preceding event. Each pattern/scope combination is trans-
lated into different temporal logics, such as Linear Temporal
Logic (LTL) and Graphical Interval Logic (GIL). This pattern
and scope translation to LTL and then to first-order logic
has been used for analysis [33].

SpeAR [11] (Specification and Analysis of Requirements)
captures requirements that read like natural language. It
supports SPS patterns in its specification language but has
reduced these patterns to a very small set, since most of
them were never used in practice. Its formal language gets
translated to pure past-time LTL. SpeAR provides a formal
logical entailment analysis that proves that specified prop-
erties, which define desired behaviors of the system, are
consequences of the set of captured assumptions and require-
ments. This is done by translating a SpeAR specification into
an equivalent Lustre [16] model and analyzing the Lustre
model using infinite-state model checking. This technique
provides useful insights on the completeness of the Spear
specification.

Other extensions of the SPS include: real-time property pat-
terns [18] which can be translated to metric LTL, Timed CTL,
RTGIL, Duration Calculus, Phase Event Automata (PEA) [27],
and to Boogie [20]; composite propositions [23, 28, 29], which
address relationships among multiple propositions and are
translated to optimized future-time LTL; and specification of
semantic subtleties [7, 31].

In [29], abstract LTL templates are introduced to support
automated generation of LTL formulas for complex prop-
erties in Prospec [28]. Manual formal proofs and model-
checking based testing are used to check that these templates
generate the intended LTL formulas. In contrast with the
work presented in this paper, the proofs in [29] are done by
hand and are not formalized in a theorem prover. In addition,
the structure of the proposed LTL templates is not composi-
tional, therefore it is necessary to prove every single pattern
combination.

FORM-L [25] is a formal requirements language imple-
mented with Extended Temporal Logic (ETL) [4]. The latter
has relevant constructs (e.g., constraints on the number of
events occurring), but is manually translated into require-
ment monitors expressed using blocks in a Modelica library.
Several commercial tools are also available for formal

requirements engineering. The ASSERT tool [8, 30], pro-
prietary to GE, uses an ontology-based approach both for
formalizing domains through the language SADL, and the re-
quirements themselves, through the language SRL. Require-
ments are in the form of assignments to attributes condi-
tioned on (possibly temporal) Boolean conditions. The STIM-
ULUS tool [17] enables its user to specify a formal require-
ment by combining phrases from a library whose underlying
semantics are hierarchical state machines and dataflow con-
straints. The phrases can specify metric temporal conditions.
The behavior of the resulting set of requirements can be sim-
ulated allowing the user to observe the system behavior as
specified. The BTC EmbeddedPlatform® tool [32] provides a
GUI to construct requirements according to a graphical “sim-
plified universal pattern". The pattern consists of a trigger
and an action, both with specified events, conditions, and
timing constraints. The requirements can then be analyzed,
using model-checking, for consistency, completeness, and
correctness, and tests can be automatically generated.
Examples of tools that parse and formalize more general

natural language are VARED [1] and ARSENAL [12]. VARED
aimed at translating natural language to LTL via SALT [2].
SALT translates to LTL via rewriting rules, but, to the best of
the authors’ knowledge, it doesn’t prove that the transforma-
tion preserves any kind of semantics. ARSENAL translates
natural language to SAL [3] models.
To the best of the authors’ knowledge, Fret is the only

structured natural language elicitation tool that is supported
by a rigorous formalization in a theorem prover.

9 Conclusion

This paper presents a formalization of the FRETish structured
natural language and a proof of the correctness of the past-
time MTL formula generation algorithm implemented in
Fret. This proof improves the confidence in the Fret tool
for its use in the requirement elicitation of safety-critical
systems.

The proposed formalization provides a rigorous theoreti-
cal basis to support current and future FRETish features. The
modular structure of the proof has been designed to facilitate
the task of extending the language while also maintaining
the correctness of the formula generation algorithm. For ex-
ample, just one new lemma is needed for any new timing or
scope field construct.
In [15], the equivalence between Fret generated future-

time and past-time formulas is checked on finite traces of
specified length. As future work, the authors plan to prove
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the correctness of the algorithm also for future-time formu-
las over traces of arbitrary length. This proof can be done by
leveraging the semantic equivalence between FRETish and
past-time MTL shown in this paper. In this way, it will be suf-
ficient to show that the future-time and past-time temporal
formulas generated for a given requirement are semantically
equivalent.
Support for infinite trace semantics has been recently

added to Fret in [15]. The PVS formalization can be ex-
tended in the future to target infinite traces by replacing
bounded FRETish traces with unbounded ones. Finally, the
proposed formalization will be extended as new constructs
and features are added to the FRETish language, keeping, in
this way, a robust theoretical framework behind Fret.
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