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ABSTRACT
Linguistic Inquiry and Word Count (LIWC), a popular tool for auto-
mated text analysis, relies on an expert-crafted internal dictionary
of psychologically relevant words and their corresponding cate-
gories. While LIWC’s dictionary covers a significant portion of
commonly used words, the continuous evolution of language and
the usage of slang in settings such as social media requires fixed
resources to be frequently updated in order to stay relevant. In this
work we present LIWC-UD, an automatically generated extension
to LIWC’s dictionary which includes terms defined in Urban Dictio-
nary. While original LIWC contains 6,547 unique entries, LIWC-UD
consists of 141K unique terms automatically categorized into LIWC
categories with high confidence using BERT classifier. LIWC-UD
covers many additional terms that are commonly used on social
media platforms like Twitter. We release LIWC-UD publicly to the
community as a supplement to the original LIWC lexicon.

CCS CONCEPTS
• Computing methodologies → Language resources; Neural
networks; • Information systems→World Wide Web.
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1 INTRODUCTION
Linguistic Inquiry and Word Count (LIWC) [29] is a lexicon-based
tool. Although LIWC is based on simply providing word counts, it
has proven to be widely useful for a range of text analysis tasks.
The power of LIWC lies in its ability to measure psychologically
relevant dimensions, defined by experts, which capture both linguis-
tic dimensions such as personal pronoun usage and psychological
dimensions such as affective and social processes. The dimensions
have been validated through a range of studies covering, among
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others, the measurement of emotions [18], social hierarchies [17],
and deception [26]. More recently, LIWC has been used extensively
in the domain of web science, including being applied to understand
user-generated descriptions of happy moments [15], to measure
psychological processes within various types of hate speech com-
ments [12], to generate features for the automatic identifying of
political trolls on social media [1], and to explore differences be-
tween groups of social media users discussing mental health topics
[6]. LIWC has even been translated into several languages including
German [23], Chinese [48] and Brazilian Portuguese [7], furthering
its usability across languages.

However, reliance on the provided LIWC lexicon (also referred to
as LIWC’s internal “dictionary”) has several key limitations. These
limitations include general issues with lexicon-based approaches’
handling of phenomena like polysemy and negation. Additionally,
while LIWC’s lexicon has a specific category for informal language
that covers different types of uses such as Netspeak, swear words,
as well as other sub categories that contain words like “lol”, “btw”,
and “thx”, we find that many commonly used words on platforms
like Twitter are not covered by LIWC’s lexicon. This problem is
exacerbated by the fact that LIWC is updated, on average, every
seven years (the major versions were released in 2001, 2007, 2015
and most recently 2022), which creates problems with coverage of
neologisms or evolving word meanings in online discourse. This
issue is not limited to lexicon-based methods – even powerful
language models degrade in performance over time due to short
term changes in language used on social media [16].

To address these and similar problems, lexicon expansion tech-
niques have been proposed. Different work rely on distributional
semantics based word embeddings [2, 13] or information retrieval
based approaches [47], which require any newly added words to
be used a sufficiently large number of times in similar contexts to
words already defined in LIWC. This limits their ability to capture
rare or very recently popular words.

In this paper, we propose a fundamentally different approach to
adding new terms to LIWC lexicon: we use supervised learning to
leverage a large, crowd-built online dictionary of online slang terms
the Urban Dictionary1 (UD), to label a large set of terms belonging
to many of the core English-language LIWC categories. UD activity
has been shown to closely track usage of terms on Twitter, with
definitions being created at similar times or even before terms start
to trend on the microblogging platform [45]. This fact makes UD an
excellent resource for capturing the meanings in a quickly evolving
language online. We focus on slang terms as those represent a
quickly evolving part of the language and providing resources for
these terms are useful for solving relevant NLP tasks [44]. We train

1https://www.urbandictionary.com/

https://doi.org/10.1145/3501247.3531572
https://doi.org/10.1145/3501247.3531572


WebSci ’22, June 26–29, 2022, Barcelona, Spain Mohamed Bahgat1 , Steve R. Wilson2 , Walid Magdy1,3

a deep learning model to predict the category of a given term based
on its definition in UD, using the lexicon within LIWC to generate
reference labels for our training and test datasets. We verify our
model precision via a static test set, and then apply the model
to hundreds of thousands of terms in UD that are currently not
covered by LIWC, producing a set of 141,021 new terms that have
been assigned a LIWC category with high model confidence. We
publicly release this set of terms2 with the name LIWC-UD. The new
LIWC-UD lexicon can be added to the core LIWC lexicon in order
to gain a substantial increase in coverage for words commonly used
on online platforms like Twitter.

2 RELATEDWORK
Manual curation of lexicons is a laborious and expensive process.
Thus, there has been significant work in trying to create lexicons au-
tomatically or add terms to existing ones. These tasks have proven
be none-trivial to challenging to obtain accurately expanded lexi-
cons [43]. Badaro et al. [5] created EmoWordNet expanded from De-
pecheMood [36], a lexicon that was automatically generated from
readers annotating news articles with eight emotion categories.
Terms in the source lexicon, DepecheMood, were matched in Word-
Net [24]. The corresponding synonyms (synsets) for these terms
were assigned the same emotion labels based on the assumption
that synonyms preserve emotions. The resulting new EmoWordNet
lexicon was 67K terms compared to 37K for DepecheMood. The
original and expanded lexicons were evaluated on the same down-
stream task with the expanded lexicon outperforming the original
one. WordNet was also used by Shaikh et al. [35] to expand the
ANEW lexicon [9] which contains 2,477 terms along with their
corresponding valence, dominance and arousal. The work merged
ANEW with Warriner’s lexicon [42] that is derived from WordNet
which contained around another 14,000 terms. In one method, syn-
onyms for the combined list of terms were used to get a total of
22,756. In another method, synonyms as well as hyponyms were
selected to get a total of 109,752 terms. To validate their method, the
authors expanded only ANEW and then used Pearson’s coefficient
to measure correlation with Warriner’s lexicon in addition to vali-
dating the resulting terms manually. Khawaja et al. [19] proposed
a method for expanding lexicons for specific target domains. The
method is based on pointwise mutual information betweenwords in
a seed lexicon and selected words from an unlabeled corpus belong-
ing to the target domain. The method was applied to two different
lexicons: EmoSenticNet [31]; an automatically generated lexicon
with 6 emotion categories with polarity, and NRC Word-Emotion
Association Lexicon (EmoLex) [25]; a crowd sourced lexicon with
8 emotion categories in addition to sentiment labels. The result-
ing lexicons were evaluated on an emotion detection for software
developers task [28] where their approach performed consistently
better after expanding the two different lexicons.

All of these lexicon expansion methods share limitations. They
are either created once then require additional annotations to be
updated, or require an unlabeled target corpus that contains a
significant number of instances of both the seed lexicon words and
any new words to be added to the lexicon. On the other hand, our
proposed method relies only on entries added to Urban Dictionary,

2https://github.com/mabahgat/liwc-ud/blob/v2022.1.0.0/LIWC-UD-v1.csv

which has been shown to closely track usage of many newly popular
terms and phrases in almost real time on mainstream social media
platforms like Twitter [45].

Urban Dictionary (UD) has already been successfully used to
build lexicons that cope with ever changing language vocabulary
in social media. One example of such work is SlangSD [47]. The
lexicon contains a total of 96,462 terms and their corresponding sen-
timent labels. The authors used three methods to annotate words or
phrases appearing in UD. First, UD terms were matched to existing
lexicons (761 terms). Second, under the assumption that frequent co-
occurrence entails similar polarity, new terms which co-occurred
with labeled terms in text retrieved from twitter were assigned
the same sentiment polarity (another 22,710 terms). Third, for the
retrieved terms, synonyms were obtained and labeled with same
polarity adding another 72,991 terms. To be able to identify newly
added terms, the authors queried UD with specific dates. The re-
sulting lexicon was augmented with the SentiStrength lexicon [38]
into SentiStrength_SSD. The new lexicon was evaluated on SMS
and Twitter sentiment classification tasks. Both the base and new
lexicons were applied via lexicon-based methods for classification
Thelwall et al. [39] as well as using a deep learning model. The
newly generated lexicon outperformed the two previous ones. In
contrast to SlangSD which focuses on only sentiment analysis,
LIWC-UD is able to capture a wider range of psychologically rel-
evant categories, and relies only on UD only and not any other
additional external resources.

Other prior work has approached expanding lexicons as a cate-
gorization or term labeling problem. Avancini et al. [4] proposed
a method to generate domain sepcific lexicons. Using documents
from the target domains, tfidf vectors were generated for terms
representing terms’ contributions to each document. These vectors
used as inputs to an ADABoost.MHKR [34] classifier to assign target
labels. The method was validated by expandingWordNetDomains

lexicon [21] and then validated on a target domain corpus RCV1
[20]. While the approach provided a quick way to expand lexicons,
the term classification performance was lower when compared
to other text categorization tasks. Amir et al. [2] expanded lexi-
cons with more task specific terms. Their work projects generic
word embeddings into task specific embeddings using Non-Linear

Subspace Embeddings; NLSE [3]. These embeddings are generated
by training a neural network with a single hidden layer with a
cost function that takes into account the labeled terms from the
seed lexicon as well as the task targets. The approach was applied
to two types of lexicons. One is type is label-based, with varying
number of classes such as Opinion Mining Lexicon [14], MPQA [46],
and EmoLex [25]. Another type is for lexicons with continuous
real numbers corresponding to terms such as Sem-Lex [33], LabMT

[11], ANEW [9] and Ext-ANEW Warriner’s Lexicon. The proposed
method was verified by introducing the NLSE-Lex sentiment lexi-
con which was expanded from Sem-Lex. NLSE-Lex was then used
for downstream tasks prediction. The lexicon was applied on three
different tasks (one of which had three distinct setups). The results
were mostly in favour of the new lexicon, showing the potential of
neural network-based approaches to lexicon expansion.

There were also attempts to expand LIWC’s lexicon specifically.
Empath [13] adds new categories to LIWC using a list of seed words
as well as adding new words for existing categories. It starts by

https://github.com/mabahgat/liwc-ud/blob/v2022.1.0.0/LIWC-UD-v1.csv
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building non-contextual word embeddings out of a large corpus of
fiction stories, tweets, opinions and reviews. The selected corpus is
expected to contain more emotional content compared to the usual
factual corpora such as Wikipedia. New words are then selected
from the embedding space based on their cosine distance from
seed words. The newly selected words are further vetted by crowd
workers to remove noisy terms. The authors provide 200 new cate-
gories that were generated and validated through this processes,
which provides a method to obtain new categories on demand. The
authors evaluated Empath by measuring the correlation of classifi-
cation results between Empath and the original LIWC as well as
EmoLex and General Inquirer lexicon [37] on 4,500 documents. The
average correlation was high ranging between 0.906 and 0.876.

3 RESOURCES
The work presented is based on two resources: LIWC [29, 30] and
Urban Dictionary3.

3.1 LIWC
LIWC4 is a language analysis tool based on a lexicon that was
manually curated by experts in the psychology of language.

LIWC’s lexicon comprises of a tree-like structure where there
are 11 top-level categories. These parent categories are Function
words, Affect, Social, Cognitive Processes (COGPROC), Perception
(PERCEPT ), Biological Processes (BIO), Drives, Relativity (RELATIV ),
Informal Language (INFORMAL), Personal Concerns (PCONCERN )
and Time Orientation (timeorient). For this study, we do not attempt
to expand the categories of function words and time orientation
(past, present and future tenses) categories as we believe they either
can not be expanded or there are better tools for identifying those
such as part of speech taggers and parsers. In LIWC’s lexicon, a
single word can belong to multiple categories, for example, the
word versus is classified as a member of the function/preposition
and cognitive process/differentiation categories.

LIWC employs two matching strategies. One is exact matching
for words such as taxing. The other strategy employs a pattern
based matching to capture more variation of a term such that words
with the same prefix are all matched. For example, the LIWC entry
temporar* matches both temporarily and temporary. In all cases,
LIWC is limited to matching only on single words, rather than
multi-word expressions.

3.2 Urban Dictionary
Urban Dictionary, UD, is a crowd-sourced resource where users
can add terms and their corresponding definitions. Users are also
able to up-vote or down-vote definitions that were added by other
users. A term can be a single word, multiple words or phrases. Each
term definition is composed of a meaning, an example, and a list of
tags. These parts of the definition are shown to the web site visitors
along with the number of likes and dislikes corresponding to each
definition as well as the author and the date when that definition
was added.

The content of Urban Dictionary has been shown to be very
relevant to language trends. Urban Dictionary was sensitive to

3https://www.urbandictionary.com
4Our work used LIWC 2015. More recently, LIWC 22 was published [8].

Table 1: Top 5 terms with highest definition count.

Word Definition Count

love 1,388
emo 1,382
urban dictionary 1,375
school 1,237
fortnite 1,189

discussions on social media [45] where some terms tend to be
under focus in Urban Dictionary when these terms trend on social
media. A very recent example at the time of authoring this paper is
the term dinobabies which was added on February 12th, 2022 The
term emerged out of a controversy that was first reported in the
news at the same day. The definition dinobabies

5 defined as “Older
workers in the tech industry, formerly known as boomers.” was
faithful to the actual use of that term in the news.

Urban Dictionary’s vocabulary is very diverse. While some terms
are already included in standard dictionaries, others are newly
emerging or being used in fringe communities do not exist in these
standard dictionaries. Even for terms that exist in standard dictio-
naries, Urban Dictionary users can contribute new definitions. For
example, the word man has meanings that are close to its regular
use “not a woman” and “boyfriend, husband, male partner” other
definitions refer to its slang use as the following UD definition sug-
gests: “A sentence suffix which, when added, makes anyone sound
like the Dude from "The Big Lebowski"”. UD also contains defini-
tions for celebrities and political figures such as Rihanna, Obama,
and Donald Trump UD also contains definitions for entities such as
applications (instgram), news outlets (CNN ), and countries (USA).
Some Urban Dictionary definitions reflect users’ opinions. These
opinions represent a more significant percentage of definitions in
the case of proper nouns compared to other words [27]. UD terms
also include common names. For example, the name Jennifer has
173 definitions, most of which are describing specific, yet not well-
known individuals. Although these definitions are considered noisy
for dictionary purposes and discouraged by Urban Dictionary plat-
form6 some of these definitions are very popular, with over 1000
more likes than dislikes. Urban Dictionary also includes terms from
other languages, such as haute (French for high), that are usually
defined in English.

The data used for our current research was collected for the
period of 20 years spanning September 12th, 1999 to December 9th
2019. The total number of definitions collectedwas 35,349,966which
represent 1,974,244 unique terms with an average of 17.9 definition
per term. Table 1 shows the top 5 defined terms with respect to the
number of definitions per term. UD defined terms7 containing more
than one word are also frequent in Urban Dictionary. Table 2 shows
the frequency of word counts per term. Table 3 shows examples of
popular terms of various word lengths.

5https://www.urbandictionary.com/define.php?term=dinobabies
6The New Word page https://my.urbandictionary.com/add.php states “Don’t name
your friends. We’ll reject inside jokes and definitions naming non-celebrities.”
7Here, term refers to either a single word or a phrase that is defined in UD.

https://www.urbandictionary.com
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Table 2: Distribution of number ofwords per term. Entries in
UD define not only single words, but also phrases of varying
length.

Gram size Frequency

unigram 1,048,210
bigram 656,404
trigram 182,366
quadgram 55,437
tetragram+ 31,827

Table 3: Most popular entries based on the number of votes
for each term length based on number of words.

Term Definitions Votes

sex 384 1,484,097
donald trump 585 1,362,214
george w. bush 478 313,589
that’s what she said 107 64,182
the cake is a lie 12 32,122
and then i found five dollars 2 31,430
full on double rainbow, all the way 1 24,408

4 CLASSIFYING NEW TERMS INTO LIWC
CATEGORIES

To add more entries into LIWC, Urban Dictionary terms are classi-
fied into one of the LIWC categories based on their corresponding
definitions. To do so, we employed and compared two models; one
is the LIWC Max Category Count model and the other uses the
transformer-based deep learning model, BERT [10].

4.1 LIWC Max Category Count
Our baseline model is based on counting the number of matches
from the original LIWC lexicon. The most frequently matched
category in the definition corresponding to a given term 𝑡 was
assigned as the LIWC category label for that term.

All or some of the LIWC categories are specified to be used while
counting. Matches on categories other than the specified ones are
ignored.

To prevent the model from simply copying the category of 𝑡 as
that term would potentially appear in its own definition (especially
in the example section of an Urban Dictionary definition), any LIWC
pattern that already matches 𝑡 is discarded while counting category
matches within 𝑡 ’s definition. That is, if 𝑡 is disagree any matches
LIWC entry that match this term such as disagree* are discarded.

4.2 BERT
BERT [10] is a deep contextualized word embeddings model that
generates word representations that are not solely based on the
word itself, but also based on words’ contexts. In classification
tasks, the generated embeddings are usually fed into one (the more
common case) or more neural layers. Typically, BERT embeddings
are trained on general language data to create base models and then

fine-tuned using data from target task. BERT-based models have
proven to work well in a multitude of tasks spanning regular NLP
tasks such as GLUE [41]; SuperGLUE [40]; and SQuAD [32], and
mental and emotional related tasks such as suicide risk assessment
[22].

BERT embeddings models come in varying sizes with respect
to the number of parameters stored in the model. We choose the
uncased version of BERT-base model as it is a compromise between
performance in terms of accuracy and required resources to train.
BERT-base consists of 12 layers and 110 million parameters. We use
the uncased version of the model as the input content is expected
to not follow formal casing conventions.

5 TERM CLASSIFICATION SETUP
In order to appropriately handle the hierarchical nature of the clas-
sification problem of terms into LIWC’s tree-like lexicon categories,
the classification of terms into LIWC categories and subcategories
is split into multiple subtasks, each with its own model.

The first task is to classify terms based on the root categories.
That is, terms are classified between: Affect, Social, Cognitive Pro-
cesses (COGPROC), Perception (PERCEPT ), Biological Processes
(BIO), Drives, Relativity (RELATIV ), Informal Language (INFOR-
MAL), Personal Concerns (PCONCERN ). As mentioned before, the
classes of Function words and Time Orientation were not consid-
ered for expansion. Next, for each of these categories, a classifier
is built to classify terms into the corresponding subcategories. For
example, a secondary classifier is trained to classify terms that were
labeled previously as belonging to COGPROC category by the first
classifier into one of COGPROC’s subcategories: Insights, Causality,
Discrepancy, tentativeness, certainty and Differentiation.

5.1 Data Selection
To obtain labeled data for building our classifier, Urban dictionary
terms are matched with LIWC entries. Only unigram terms are
considered while matching with LIWC as LIWC 2015 matches only
on single word entries. There are two matching strategies that can
be used. The first is to use all entries in LIWC, and the second is
to restrict matching on exact matches and discard pattern-based
“wild card” (e.g., "gambl*“) matches. Although wild card matching
generates a significant amount of data, the data quality is poor and
contains a lot of noise. Thus, we only consider terms that are exact
matches to terms in LIWC’s lexicon. The selected terms are then
split between training and testing sets. The training set is then
further split into training and validation sets.

We also filter out stop words and names8 from our set of data to
classify (but not from definitions).

5.1.1 Testing Set. The number of entries that were selected for the
test set for the root categories classifier was 1,002. We select the
test set first so that we can make sure to exclude LIWC patterns
which match test set terms from being used to select any entries
for the training set.

For the entire set of terms in UrbanDictionarywhich arematched
by any LIWC lexicon pattern, we compute the percentage that be-
longs to each of the root categories. These percentages are then
8List used to filter names is available at https://www.cs.cmu.edu/afs/cs/project/ai-
repository/ai/areas/nlp/corpora/names/.

https://www.cs.cmu.edu/afs/cs/project/ai-repository/ai/areas/nlp/corpora/names/
https://www.cs.cmu.edu/afs/cs/project/ai-repository/ai/areas/nlp/corpora/names/
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Table 4: Size of test set for each subcategory task.

Category Size

Affect 249
Bio 125
Cognitive Process 107
Drives 204
Informal Speech 99
Personal Concerns 216
Perception 62
Relativity 140
Social 131

maintained while selecting entries for the test set so that the class
distributions remain balanced.

For each of the root categories, the terms out of the 1,002 test set
entries that belong to that category are selected. These terms are
then further labeled with the appropriate subcategories within that
root category. The resulting set is the test set for the classification
tasks within each subcategory. Table 4 show the test set sizes for
each subcategory task.

The selected Urban Dictionary terms may have more than one
corresponding definition. For test set, we only select the top defini-
tion based on the difference between likes and dislikes. Also, terms
are filtered out if all definitions for the term had more dislikes than
likes. Additionally, a term might be tagged by LIWC as belonging
to multiple categories. In that case, if the term is labeled by the
model as belonging to any of these categories, the moodel label
will be considered correct.

5.1.2 Training Set. The training set is then created from all the
remaining terms that are matched by LIWC but do not match any
of the LIWC entries that were used to match terms in the test set.
There were four different methods of selecting definitions for the
training data that range from focusing on the quality of data to use
as much data as possible. Below, we adopt the following notations:
the set of terms in the training set is denoted by 𝑇𝑡𝑟𝑎𝑖𝑛 , a term is
denoted by 𝑡𝑛 , and the set of definitions belonging to a term is
denoted by 𝐷𝑡𝑛 . We also denote the difference between likes and
dislikes as 𝛿 such that for a definition 𝑑 the value is compute as
follows:

𝛿𝑑𝑚 = 𝑙𝑖𝑘𝑒𝑠 (𝑑𝑚) − 𝑑𝑖𝑠𝑙𝑖𝑘𝑒𝑠 (𝑑𝑚) (1)

Top-1: Only definitions with the expected highest quality corre-
sponding to each term (similar to the test set selection) are selected.
That is, ∀𝑡𝑛 ∈𝑇𝑡𝑟𝑎𝑖𝑛 |𝐷𝑡 | = 1. In that case, the number of training
examples are much less but the quality of definitions are high.

Top-N: More training definitions are added per term by includ-
ing the top 𝑁 if enough definitions exist. That is, ∀𝑡𝑛 ∈𝑇𝑡𝑟𝑎𝑖𝑛 |𝐷𝑡 | <=
𝑁 . Given that we do not define a lower bound for the difference
between likes and dislikes 𝛿 , some poorer quality definitions are
expected to be included in the training set. We select 𝑁 = 10 for our
experiments. The value for 𝑁 was chosen empirically after trying
different values.

Table 5: Number of definitions available for training based
on each selection method.

Selection Method Example Count

All 59,907
Top-1 2,279
Top-N 𝑁 = 10 14,462
Min-Diff-P 𝑃 = 10 14,210
Min-Diff-1 25,253

Min-Diff-P: To control the expected quality of the data we re-
strict the definitions to have a minimum difference between likes
and dislikes. That is, ∀𝑡𝑛 ∈𝑇𝑡𝑟𝑎𝑖𝑛𝑚𝑖𝑛(𝛿𝑡𝑛 ) >= 𝑃 . We select 𝑃 = 10.
Again, the value for 𝑃 was selected empirically.

Min-Diff-1: To retrieve the maximum amount of data for our
training set we only restrict the included definitions to be voted fa-
vorably bymost of the users regardless of the value of the difference.
That is, ∀𝑡𝑛 ∈𝑇𝑡𝑟𝑎𝑖𝑛𝑚𝑖𝑛(𝛿𝑡𝑛 ) >= 1.

The number of training samples are shown in Table 5 while
Figure 1 shows category class percentages for each case. Note that
class percentages vary between the methods. For example, Top-1
has the highest percentage of terms in Affect, Cognitive Process and
Relativity categories while the lowest percentage of terms in Bio,
Informal and Social. That is because the number of definitions for
each term is different and the quality of definitions with respect
to 𝛿 varies. So for each selection method, the cut off is made at
different percentages of data.

For each training set selection setup a BERT model with a linear
layer on top of embeddings output is fine-tuned for 5 epochs while
using Adam optimizer with a learning rate of 5𝑒−5. For validation
set, 10% of the training data is used.

5.2 Results
In this section we go through the trained models performances with
respect to the different tasks. In all cases the input to the model is
presented as a single string and is composed of the concatenation
of user-defined tags provided with the definition as space separated
words, the definition itself, and usage examples included in the
definition if provided.

5.3 LIWC Max Category Count versus BERT
We start by comparing the different model setups on the classifi-
cation of root LIWC categories; root-9. The results on the test set
are shown in Table 6. Note that the recall, precision and f-score are
computed via weighted average.

Our baseline model, LIWC Max Category count, is clearly per-
forming worse than any of the BERT models. Our top performing
model was based on Top-N. Doing further analysis on the results of
that model, we decided to set a threshold for the model confidence
at which a label will be accepted. Figure 2 shows model perfor-
mance metrics based on precision and recall for our top performing
model against different selection thresholds. We favour adding new
LIWC entries that are correct rather than adding more entries, thus
our focus is to get the highest precision possible. Given that, we
selected a confidence threshold of 0.98 to accept annotations for the
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Figure 1: Class distribution for each selection method.

Table 6: Model performance on classifying Root LIWC cate-
gories for each data selection method.

Method Recall Precision F-Score

LIWC Max Category Count 0.299 0.336 0.269
Top-1 0.443 0.532 0.452
Top-N 0.582 0.636 0.599
Min-Diff-P 0.561 0.599 0.559
Min-Diff-1 0.417 0.550 0.440

model. Our Top-N model was still our best model at that threshold
compared to the other models.

Figure 2: Precision and Recall curves for Top-N

5.4 Classifying into subcategories
We used our best data selection method, Top-N to select data for
each of the subcategories of LIWC that we have included in this
work. Figure 3 shows the BERT-based model performance for each
of the subcategories. The results show varying accuracy for each
subcategory, Affect and Perception being the subcategories with the
best performance. This might be due to the fact that they have fewer
subcategories: 2 and 3 respectively, compared to all others. On the
other hand, performance on the Informal subcategory classification
was significantly worse than others. This might be expected given

that this category is more ambiguous, referring more to style than
content.

6 DISCUSSION
Given the results derived in the previous section, we select Top-N
for further processing Urban Dictionary terms. In this section we
discuss findings from the results.

6.1 Selecting New LIWC Terms
We classify Urban Dictionary terms that were not matched previ-
ously in LIWC entries. For each term in LIWC, the definition with
the maximum difference between likes and dislikes was selected.
To improve the quality of terms being classified and selected into
the lexicon, terms were filtered based on different values for the
minimum difference between likes and dislikes 𝛿 for their corre-
sponding top definition. Figure 4 shows a comparison between
three different schemes of selecting a value for 𝛿 . Although a value
of minimum difference of 10; that is 𝛿 >= 10, had by far the lowest
amount of terms included, the amount of terms is still significant.

Terms are further filtered based the model confidence. The value
selected for the threshold for the terms to be included was 0.98 in
order to maintain a high level of precision. The resulting number of
terms that were obtained was 141,021. The distribution of categories
is shown in Figure 5a.

Next, the terms in the final 141k set are further classified into
subcategories. Depending on the category selected for each term,
the model corresponding to the category label is used to classify the
term between the corresponding subcategories. The same threshold
(0.98) for accepting a subcategory label is used. For subcategory
classification step, if the confidence is lower than the threshold,
the subcategory label is discarded but not the root-level category
prediction for the term. The result would be an entry with a root-
level category label but without a subcategory label. The resulting
term distribution for each subcategory is shown in Figure 5.

The final list of terms is then used to augment the original LIWC
lexicon. We refer to the resulting lexicon as LIWC-UD.

6.2 Coverage
One way to check the usefulness of the newly added terms is to
validate the percentage of text covered by adding the new terms.
Regardless of the size of the lexicon, if the content is infrequent
there will be little or no use for it. To check our data coverage,
we use Twitter as our source of content to check against. We use



LIWC-UD: Classifying Online Slang Terms into LIWC Categories WebSci ’22, June 26–29, 2022, Barcelona, Spain

(a) Affect (b) Bio (c) Cognitive Process (d) Drives (e) Informal

(f) Personal Concerns (g) Perception (h) Relativity (i) Social

Figure 3: Precision and Recall Curves for LIWC subcategory classification tasks.

Figure 4: Reduction in the number of newly classified terms
for various thresholds and data selection methods.

data from a 1% sample of Twitter between 2011 and 2019. The
number of matches was computed for LIWC-UD (our resulting
lexicon combinedwith LIWC), original LIWC and LIWCbutwithout
wild card matches. Figure 6 compares the percentage of total token
matches. LIWC-UD has a consistently higher matching percentage
in the range of 10% which is almost equivalent to added percentage
of LIWC wild cards compared to LIWC exact matches.

Another factor to be looked at is the ability to maintain coverage
while the language is evolving. Studying Figure 6, the difference in
percentages of words covered widens slightly with time, suggesting
that LIWC-UD has more coverage of newly adopted terms that were
not captured by LIWC.

6.3 Multiple Word Terms
One limitation of LIWC 2015 is that it matches single words only.
Urban dictionary terms can havemultiple words per term. Although
our training set contained entries that correspond to single-word
terms only (as the source of labeling was LIWC), we used the def-
initions themselves rather than terms to compute input features
for the model. Therefore, the number of words in a term does not
impact our ability to classify terms with multiple words into a LIWC
category or subcategory. Figure 7 shows the frequency of different
n-gram lengths in LIWC-UD. Our resulting lexicon has a significant
percentage of labeled terms comprised of 2 or more words.

6.4 Analysing Classified New Terms
While machine learning models are well suited for classification
problems, lexicons are helpful in analysing content and gaining
more insights. In this section, we list example terms from our new
lexicon. Table 7 lists samples along with their corresponding output
for root category classification and the subcategory classification.
We also show for each entry the difference in likes, meaning and
example used in the Urban Dictionary definition.

We start by picking randomly from terms that have a relatively
high number of votes. These are expected to be more commonly
used relative to ones with less votes. Entry #1 and #4; “dracula
sneeze” and “crowny” were classified correctly for both the category
and the subcategory. For #2 “get an inbox” with 𝛿 = 8333 is classified
as Personal Concerns correctly but the sub category classifier did not
output a label with confidence high enough to be included. Entry
#3 “textrovert” was classified as Drives with subcategory Affiliation.
The category label was correct. Although it can be argued that
the more accurate subcategory would be Power according to the
first half of the meaning, but Affiliation would make more sense
based on the second part of the definition as affiliation is expressed
through communication of emotions.

Next, we randomly pick terms with relatively low likes differ-
ence. For entry #5 “bacongasm”, both classifier classified the term
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(a) Root (b) Affect (c) Bio (d) Cognitive Process (e) Drives

(f) Informal (g) Personal Concerns (h) Perception (i) Relativity (j) Social

Figure 5: Term count per category

Figure 6: Percentage of total tokens (ignoring stopwords)
from a 1% of Twitter covered by each lexicon by year.

Figure 7: Frequency of N-grams per dictionary entry

correctly for root category and subcategory. The entry #6 “dafting”
though was classified incorrectly by the root classifier as Perception.
That might be due to the presence of words related to listening
perception such as “radio” in the example and “music”.

Finally, we look at Informal class which is the lowest performing
sub categories classifier. Entries #7, #8, and #9, “yaab”, “hyung” and
“deeked” are acceptably classified into Informal.

7 CONCLUSION AND FUTUREWORK
In this work we presented a method for adding new terms to LIWC,
a popular lexicon used for text analysis. Our method uses machine
learning to classify input terms into LIWC categories based on the
terms’ definitions that were uploaded by internet users on Urban
Dictionary. Our approach allowed us to add a significant number
of new terms with high precision, and allows us to categorize ne-
ologisms used on social platforms with little cost. The proposed
method also provides a potential for expanding others lexicons than
just LIWC.

Future work should focus on improving recall of the term classi-
fications while maintaining the current high level of precision in
order to add evenmore new terms alongwith focusing on categories
that currently have relatively lower representation in LIWC-UD.
It would also be fruitful to investigate ways to solve the problem
of ambiguity given Urban Dictionary provides us with examples
that can allow us to identify the appropriate contexts the words are
used in.
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A LIWC-UD VERSUS LIWC-22
At the time of conducting our experiments and authoring this publi-
cation, LIWC 2015 [29] was the most recent version for LIWC. More
recently a newer version of LIWC was released under than name
LIWC-22 [8]. In this appendix, we provide some details the newest
version LIWC-22 and analyse if any of the newly added terms to
it has been predicted by our LIWC-UD. This is an opportunity to
compare our automated process for expanding a lexicon to that of
the experts’.

A.1 Comparing LIWC-22 with LIWC 2015
LIWC-22 has significant updates compared to LIWC 2015. Some
new categories were added and others were modified or removed.
An example of a new parent category is Culture with new sub-
categories Politics, Ethnicity, and Technology. Categories that were
removed are Comparison words, interrogatives and relativity along
with some punctuation categories. Personal Concerns category was
renamed to Life Style but kept the same semantics and subcategories.
Other categories were split. Examples of those are Positive emo-

tions subcategory from LIWC 2015 was split into Positive Tone and
Positive Emotion in LIWC-22 while Negative emotions subcategory
was split into Negative Tone and Negative Emotion. Also, Health
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subcategory in LIWC 2015 got split into further sub-subcategories:
illness, wellness, mental and substance in LIWC-22.

One of the most important changes in LIWC-22 is the introduc-
tion of new terms, which aligns to the goal of our research here. The
total number of unique terms in the lexicon was almost doubled
in LIWC-22 to reach 12,400 terms compared to only 6,547 terms
in LIWC 2015. This expansion affected all categories. For example,
Cognitive Process category has 1,365 terms in LIWC-22 compared to
797 in LIWC 2015. Also, Visual has 226 terms in LIWC-22 compared
to 126 in See category in LIWC 2015.

Another significant change in LIWC-22 that addressed one of
LIWC 2015 limitations mentioned in our work is the inclusion of
multiple word terms in the lexicon. There are terms that have two or
more words. Examples are: “her fault” and “civil unrest“ for bigrams,
“not so much”, “loss of appetite” and “over the moon” for trigrams
and “not in the mood” and “not by any means” for quadgrams.

A.2 Assessing LIWC-UD against LIWC-22
LIWC-UD is based on the expansion of LIWC 2015, and since LIWC-
22 included an expansion of around 6000 terms compared to LIWC
2015, we checked if any of those added terms has been already
predicted by our LIWC-UD and if their predicted categories matches
those assigned by experts in the newer version of LIWC. This was
an excellent opportunity to assess the performance of our method
to expand LIWC on the sample of terms that has been added to
LIWC-22 by experts.

We only considered single-word terms in LIWC-UD for the as-
sessment process. Multiple word terms were excluded because
matches from those were found to match on the word level rather

than full term matches. Out of the 67,149 single-word terms added
by our LIWC-UD, we found 6,861 (10.42%) of those were covered
by the new LIWC-22 either as an exact match or wildcard match.
This shows that LIWC-UD is still a significant contribution, where
its coverage is still superior to the newer version LIWC-22.

Next, we compute the percentage of matching term categories
between LIWC-UD and LIWC-22. LIWC-22 category labels were
mapped back to LIWC 2015 equivalent. Categories in LIWC-22 with
no matching LIWC 2015 categories were discarded. Also, terms that
are annotated with mapped LIWC-22 categories are filtered such
that only categories that we selected to extend in LIWC-UD are
included. The number of remaining terms to asssess was 6,012.
Assuming the LIWC-22 labels as the ground-truth, the accuracy
of the terms identified by our LIWC-UD was 65% (3,907 out of
the 6,012 matched the category assigned by experts in LIWC-22).
For subcategories, out of the terms with matched root categories
there were 3,090 terms labeled with subcategories (the ones were
the corresponding subcategory model’s confidence was above the
selected threshold). The accuracy on the subcategory level was 76%.

These results shows the power of ourmethodology for expanding
a lexicon such as LIWC. While the accuracy of the expanded terms
ranges between 65% to 76% on the category and subcategory levels,
the method allows of the expansion of those terms at almost no
cost and with order of magnitude larger coverage. Thus, we hope
LIWC-UD will be a resource that serves as the original LIWC but
at a larger scale. In addition, and most importantly, it can be used
as a pool for experts to revise and validate its predictions for newer
version of LIWC in a step to speed and minimise the cost of the
process.
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