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ABSTRACT
Spatial understanding and communication are essential skills in
human interaction. An adequate understanding of others’ spatial
perspectives can increase the quality of the interaction, both percep-
tually and cognitively. In this paper, we take the first step towards
understanding children’s perspective-taking abilities and their ten-
dency to adapt their perspective to a counterpart while completing
a task with a robot. The elements used for studying children’s be-
haviours are the frame of reference and perspective marking, which
we evaluated through a task where players needed to compose in-
structions to guide each other to complete the task. We developed
the interaction with an NAO robot and analyzed the children’s in-
structions and their performance throughout the game. Our initial
findings demonstrated that children tend to compose their first
instruction by following the principle of least collaborative effort.
Children significantly changed and adapted their perspective, i.e.
frame of reference and perspective marking to the robot, mainly
when the robot failed to follow their instructions correctly. Addi-
tionally, results show that children tend to create a mental model of
their counterparts and the robot changing that frame of reference
might affect their performance or the flow of the interaction.
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1 INTRODUCTION
From the moment children learn that their parents’ face does not
disappear behind their hand while playing peak-a-boo to the day
they perceive why their parents were so strict about their educa-
tion, they experience different forms of perspective-taking. The
first instance refers to learning object permanence, which children
develop between the ages of 6 to 24 months. Understanding their
parents decisions regarding their education and well-being happens
years later when they have developed the ability to take others’
perspectives cognitively and affectively, with true realization only
occurring to them when they become parents themselves. The
field of developmental psychology has a long history of investigat-
ing perspective-taking abilities and their underlying mechanisms
in children and adults. In general terms, perspective-taking (PT)
is the capacity to perceive and understand the world from other
viewpoints, with the perception ranging from acknowledging that
others see things differently to computing others’ different perspec-
tives. Humans use this ability daily and arguably without realizing
that they repeatedly employ their perspective-taking skills. Nev-
ertheless, the repeated usage is no indication that humans always
correctly perceive or estimate other’s perspectives.

The different dimensions and levels of perspective-taking abili-
ties develop in humans and some mammals (monkeys) at different
ages [40]. The three main dimensions of perspective-taking are
perceptual, cognitive, and affective, each one corresponding to
the type of perspective that people need to take. In recent years,
the literature on the topic has covered research on all dimensions
and sub-dimensions, from understanding the developmental stages
from infancy to adulthood [12, 27, 29] to dissociating the under-
lying processes of different levels of perspective-taking [39, 42].
A brief overview of the components and processes involved in
perspective-taking helps in understanding the importance of these
skills in human communication and daily survival. This, in turn,
can lead to a better understanding of why incorporating such skills
in agents and robots should be the next step in developing them. To
date, several research fields have made discussions on the impor-
tance of developing the theory of mind abilities in robots and AI
[4]. Theory of mind (ToM) is the ability to attribute mental states,
beliefs, and s to self and others [2, 14, 33, 43]. Having a theory of
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mind corresponds to acknowledging that others have mental states
that may differ from the self. To master taking others’ perspectives,
children need to master five levels of understanding informational
states [2, 16]. The first three levels correspond to different levels
of perceptual and cognitive perspective-taking. To develop such
capabilities in robotic and artificial agents for interaction with chil-
dren, as a first step, we decided to examine how children exhibit
and adapt their perspective during the interaction with a robot.

In this work, we explore children’s spatial perspective-taking
(SPT) abilities and their tendency to adapt their perspective to a
counterpart in the context of interacting with a robot. To create
a baseline for evaluating children’s performance, we designed a
straightforward task composed of moving 2D geometrical objects
around a touch screen to replicate a state presented in a goal card.
The experimental study has been designed with two objectives;
(1) understanding children’s perspective choice when they initiate
an interaction with the robot and (2) their perspective adaptation
during the interaction. To evaluate children’s perspective-taking
abilities and adaptive behaviour, the task is designed to be success-
fully completed only when each player understands and/or takes
the perspective of the other player. Meanwhile, in the initial ses-
sions, the robot acts more egocentric, meaning that it does not adapt
to the child’s perspective. This behaviour is meant to provide us
with a testing ground to observe and evaluate children’s adaptation.
Our first research question addresses children’s first perspective
choice before observing the robot’s behaviour.
RQ1:What is children’s first perspective choice, when collaborat-
ing with a robot? The second research question aims at understand-
ing how children perceive the robot and adapt their perspective for
the benefit of the task and the robot.
RQ2: Do children adapt their perspective to the robot when they
fail to complete the task?

The final research question looks at how such interactions and
the activity itself can benefit children in developing their perspective-
taking skills or in a broader sense their spatial thinking skills.
RQ3: Does interacting with a robot improve children’s skills in
adopting others perspectives?

Thewhole research aims to contribute to the field on two grounds,
(1) providing an overview of how targeted tasks can help children
develop cognitive abilities such as perspective-taking and (2) un-
derstanding children’s perception of social robots through their
tendency to adapt their perspective to robots. In the following
section, we provide the relevant state of the art research and our
motivation to pursue this research direction. We describe the de-
velopment of the task and the interaction design in section 3. The
details related to the user study such as experimental design and
procedures are provided in section 4, followed by the analysis and
results in section 5. The last two sections discuss the findings of
the study and its implications in developing robots and activities
for children that encompasses perspective-taking abilities in robots
and fosters their development it in children.

2 RELATEDWORK
The term perspective-taking appears in a wide variety of fields,
from developmental and cognitive psychology to social sciences

and linguistics, from simple daily human interactions to prevent-
ing a nuclear war between two countries in a harrowing conflict
[15]. The word “perspective” can be extensive and cover various
dimensions and domains. Kurdek and Rodgon proposed three di-
mensions to the type of perspectives that can be taken, perceptual,
cognitive, and affective [24]. The perceptual domain covers what
people can either understand or compute from other’s visual or
spatial perspectives. Visual perspective taking (VPT) consists of
the self’s awareness of the other’s visual field of view and spatial
perspective-taking (SPT) deals with the self’s spatial understand-
ing of the other’s perspective or spatial relation with the objects
in the environment. Looking at SPT from a developmental point
of view, this ability has not shown a uniform developmental pat-
tern. Some evidence indicates an earlier developmental timeline
for notions of front and back [3, 18]. By 3-4 years of age children
consistently use the words “in front” and “behind”, however, it is
much later when they exhibit the same consistent use for “to the
right of” and “to the left of” [17, 18]. Looking at Flavell and col-
leagues and Moll and Meltzoff’s developmental stages of Visual
perspective-taking (VPT), Surtees et al. had proposed a 2 level de-
velopmental model for SPT [12, 28, 36]. Their model is based on
the developmental delays of the abilities associated with each level
and is meant to facilitate describing similarities and differences
between visual and spatial perspective-taking. Surtees et al. con-
sider in front and behind judgement as “level-1 type” and to the
left and to the right judgement as “level-2 type”. In both visual and
spatial sub-dimensions, the level-1 perspective can be considered
early-developing and level-2 as the later-developing skill. Surtees
et al. have demonstrated that different processes are involved in
the early-developing and later-developing perspective-taking inde-
pendent of whether the judgments are visual or spatial [36]. One
important component of spatial perspective-taking is “Frames of
Reference” which allows us to encode spatial information relative
to self/other/object [26]. When perceiving and understanding the
spatial relations with another person or object, one needs to adopt
a frame of reference. The same adoption is required when one is
producing expressions that describe the spatial relationships. For
communication to occur the perceptual cues and the verbal cues
that describe the spatial relationships should be mapped into a men-
tal representation [5, 13]. Retrospectively, the frame of reference
with respect to spatial positions can build bridges between percep-
tion and language. This is important to consider, as the definitions
and distinctions in the literature include the linguistics approach
to the topic. Levinson emphasizes that essentially the distinctions
between frames of reference correlate to the distinction between
their underlying coordinate systems and not the objects that invoke
them [26]. In this research, we have opted for using the ’egocen-
tric‘ versus ’allocentric‘ classification which is commonly used in
developmental and behavioural psychology and brain sciences.

The prospect of humans and robots interacting with each other
on different topics calls for the need to study and investigate how to
develop and incorporate this cognitive skill into robots and agents.
In recent years, an emerging body of research has been dedicated
to developing robots and agents with perspective-taking abilities
and understanding how these abilities help improve human and
robot interaction. One of the pioneering works on perspective-
taking by Trafton et al. shows how equipping the robot with visual
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perspective-taking abilities can help to resolve ambiguous situa-
tions [41]. The ambiguous situation involved the robot having vi-
sual access to two objects where one was occluded from the human
counterpart, a classic level-1 visual perspective-taking situation.
The study initially analyzed human-human interaction scenarios in-
volving perceptual perspective-taking. Then it proceeded to provide
three important conceptual guidelines in building robotic systems
in human-robot interaction. The authors evaluated their system in a
collaborative interaction and with various frames of reference [41].
In another related work, Kennedy et al. studied level-2 perspective-
taking abilities in robot using "like-me" simulation which included
the robot applying its reasoning capabilities to the imagined sit-
uations [20]. Another study by Ros et al. incorporated the object
ontology into the resolution of ambiguity [34].

The emerging body of research in human-robot interaction
had discussed perspective-taking in robotics, demonstrating that
perspective-taking played an important role in collaborative and
learning scenarios with robots [20, 34, 41]. One of the factors to
consider in studying perspective-taking development in robots is
understanding how humans perceive robots and their agency. It has
been shown that the assumptions humans make about robots are
similar to the assumptions they make about their human counter-
parts [25]. For example, only showing certain nonverbal behaviours
from the robot was enough for humans to attribute mental models
to robots [48]. As a result, people tend to take the robot’s perspec-
tive almost as much as they take other people’s perspectives. In
an effort to answer Alan Turing’s pivotal question “Can machines
think?”, Krach et al. investigated perspective-taking with robots
using fMRI, demonstrating that “the tendency to build a model of
other’s mind linearly increases with its perceived human-likeness”
[23]. All these studies show that perspective-taking plays an im-
portant role in collaborative and learning scenarios. Another factor
that contributes to the robot’s ability to collaborate and cooperate
with humans is the robot’s understanding of spatial language and
human’s spatial language toward them. A recent study by Xiao
et al. looked at the human speaker’s perspective choices toward
other humans versus robots addressee [44]. Their results indicated
that humans assumptions about the addressee’s capabilities to un-
derstand spatial descriptions did not differ significantly between
humans and robots, however, they did not regard the robot as a
human-like social partner. This shows that, even if a certain robot
is still far from being a social partner in the human’s mind, peo-
ple still have certain expectations of the robot’s understanding of
the spatial world. Several other studies have revealed inconsistent
differences in the way human speakers treat other humans and
robots when addressing them [10, 31, 38]. The inconsistent findings
can be attributed to the differences in the differences in the tasks,
the speakers, and the addresses in particular robot types. Despite
the differences in the setup and results, all the aforementioned
studies agreed that human speakers followed the principle of least
collaborative effort [6].

3 DESIGN
In this section, we present our approach for designing the task,
interaction, and system architecture. The robot used in this study
is the NAO robot, an affordable social robot, widely used in various

fields of human-robot interaction [1]. The robot was originally de-
veloped by the French company, Aldebaran Robotics, later acquired
by a Japanese company called Softbank robotics. It includes two
cameras and four microphones with LED lights around the eyes
and has 25 degrees of freedom. To program the robot a specialized
NAOqi framework is used, which can be accessed either through
the graphical interface Choregraphe or Robot Operating System in
ROS. The technical development of the system and architecture is
presented later in the section.

3.1 Object Game Task Design
Our gamified task is called the objects game, and it includes simple
geometrical objects such as circles and squares in different colours
and children are supposed to move them from one side to the other
side of the screen. To get a glimpse of how the game looks, the easy
version of the game is presented in Figure 1. The game includes a
“main screen” (Figure 1a) and “goal cards” (Figures 1b and 1c). The
main game is visualized on a touch screen and can be manipulated
by the players, whereas a goal card is a mall physical card provided
to one player and used to produce instructions to play the game.

3.1.1 Main Screen. The main screen is divided into two halves
called the child side and the robot side. During the game, depend-
ing on the player’s turn, one side is enabled, i.e. the objects are
represented in colour and can be moved around, while the other

Figure 1: Easy level of the game, (a) main screen, child side
activated, (b) E1 goal card, and (c) E2 goad card.

Figure 2: Medium level of the game, (a) main screen, robot
side activated, (b) M1 goal card, (c) M2 goad card, (d) M3 goal
card, (e) M4 goal card, (f) M5 goal card, (g) M6 goal card.
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side is disabled, i.e. the objects are in grey and can’t be moved. There
is also a vertical division on each half used for distinguishing the
left and right sides for each player. The game is designed with two
levels of difficulty, which is a function of the colour and the type
of the objects presented in that level. The difficulty corresponds to
the number of moves needed for a player to reach the state of the
game presented on the goal card. The objects can be of any shape
or colour, in the easy version of the game as shown in Figure 1a, we
used two types of objects: squares and circles both only in yellow
colour. This level includes yellow circles and yellow squares and can
be optimally solved in two moves. The medium level, i.e. the main
game, has red squares in addition to the yellow circles and yellow
squares and needs three optimal moves to be solved. Both levels
are presented in Figures 1a and 2a.

3.1.2 Goal Cards. The goal cards represent the desired final state
of the game that players are supposed to recreate by moving the
objects. In one round of the game, one player is given the goal card
and their task is to guide the other player to reach a state similar to
what is represented in the card. In each round, as long as the correct
number of objects of the same shape and colour are placed on the
side represented in the card, the goal is achieved. The number of
goal cards available for each game depends on the combination of
the objects and colours available in that game. For example, the
easy version of the game has 2 goal cards and the medium level
has 6 goal cards as shown in Figures 1b-1c and 2b-2g, respectively.
In each round of the game, one goal card is randomly selected and
given to the player.

3.1.3 Player’s Roles. When the game starts, one player has the
task of guiding the other player to reach the state represented in
the goal card without directly showing the card to them. The player
with the goal card is called the instructor and the player moving the
objects is called the manipulator. The instructions are composed of
three components: colour, type of the object, and moving direction.
An example of proper instruction is “move the yellow circles to the
right”. For example, in the main screen shown in Figure 2a, the
robot side is activated and the child side of the game is disabled.
This means that the robot can manipulate the objects in front of it
and the child is supposed to instruct the robot.

3.2 Interaction Design
There are three elements involved in designing the activity and
experiment:
• Perspective taker role: e.g., Instructor (speaker) vs. manipula-
tor (listener)

• Frame of reference: e.g., egocentric vs. addressee-centric
• Perspective marking: e.g., implicit vs. explicit

The perspective taker role refers to the players role while playing
the game, which was described in the previous section as instruc-
tor and manipulator. To be comparable with the terms used in the
related work, the instructor role refers to the speaker and the ma-
nipulator role refers to the listener. The importance of this element
corresponds to the player’s level of autonomy in selecting their
frame of reference. A player in the instructor role takes the lead
on which frame of reference to use for their instruction. While to
perceive the instruction, the manipulator’s choice of perspective

Figure 3: The experimental setup when robot is the instruc-
tor and child is the manipulator.

might be more limited and a function of the instructor’s instruc-
tions. For the second element, frame of reference, we have restricted
the choice to two, egocentric (from the self point of view) versus
addressee-centric frames of reference (from the other point of view).
The spatial positioning between the child and robot has been se-
lected accordingly to accommodate this choice, which is Kendon’s
vis-à-vis arrangement, where the two players face each other di-
rectly [19]. In this setting, each player can either compose their
instruction from the self’s perspective or the other player’s perspec-
tive. The last element factored in the interaction design is called
perspective marking and it corresponds to how the speaker marks
their perspective when they use natural language [35]. This element
contributes to how the frame of reference is conveyed. Inspired by
the Steels and Loetzsch’s work, we used explicit marking which
corresponds to the use of possessive pronouns e.g. my, your, and
their, and implicit marking which corresponds to not using any of
the possessive pronouns and rather the use of definite article e.g.
the. When using implicit marking, it is the manipulator’s respon-
sibility to comprehend who’s frame of reference is being used or
ask for clarification. Whereas, using the explicit marking ease the
comprehension of the instruction. Aligned with the principle of
least collaborative effort, humans tend to use more implicit mark-
ing until there is a need for an explicit one [6]. On the other hand,
according to Steels and Loetzsch, a marked perspective i.e. explicit
requires less cognitive effort for aligning perspectives. Building
upon these concepts, if a child is seated in a vis-à-vis with the robot
and asks “give me a brick on your right”, the child’s utterance is
addressee-centric and explicit. Whereas, if they tell the robot “give
me the brick on the left”, the child’s utterance is marked as implicit,
and it is not clear if the child is egocentric or addressee-centric
meaning that the brick can be on the child’s left or the robot’s left.

For the first element of the interaction, instructor vs. manip-
ulator, we decided to choreograph the interaction with children
always making the first instruction. The data from children’s first
instruction is used to answer our first research question. Then, to
give the child and the robot a chance to play as both instructor and
manipulator, they play multiple sets of the game and switch roles.
This means in one game the child has a goal card and instructs the
robot and in the next game, the robot has the card and instructs the
child. During the interaction, we control the robot’s choice of frame
of reference and observe the child’s choice of frame of reference.
Since the robot as the instructor has the creative control over which
frame of reference to use, we decided the robot to show the be-
haviour that we had presumed children show in their first utterance,
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i.e. ’implicit egocentric perspective’. However, if the child asks for
clarification, the robot would update its instruction to an explicit
egocentric utterance. On the other hand, in the manipulator role,
where the robot perceives the child’s instruction, the perception
perspective is a function of the child’s perspective marking. If the
child gives an implicit instruction, the robot is designed to perceive
it egocentrically, which means if the child was egocentric, the robot
makes an incorrect move. However, if the child’s instruction is ex-
plicit, either egocentric or addressee-centric, the robot follows the
instruction as it is. We expect that this behavioural design creates
a certain level of perspective confronting which leads to children’s
failure in reaching the goal, a possible effort to accommodate the
robot, and hopefully adaptation behaviour. As for the robot’s per-
spective marking, we decided to keep the robot’s instruction to be
implicit egocentric in the first session as the instructor. However,
to understand children’s perception of the explicit behaviour of the
robot, we designed the robot to be explicit in the second session
as the instructor. The summary of the assumptions we made in
designing the experiment is as follows:
– To evaluate children in both perspective roles, child and robot
alternate between the instructor and manipulator roles,

– To document children’s uninfluenced choice of perspective, chil-
dren always start as the instructor in practice and session 1,

– To understand children’s decision based on the robot’s implicit
instruction, the robot always gives implicit egocentric instructions
in session 2 e.g. “Move the squares to the right”, andmake it explicit
if the child asks for clarification,

– To observe if and how children adjust their perspective to the
robot after knowing the robot is egocentric, children instruct
again in session 3,

– To understand how children react to the robot’s change of frame
of reference and perspective marking in session 4, robot’s in-
struction perspective is divided into two conditions: explicitly
egocentric (usingmy) and explicitly addressee-centric (using your).
To go through a round of interaction, for example, if the robot

holds the M4 goal card shown in Figure 2e, optimally it can guide
the child using three instructions. If the first instruction is “move the
yellow circles to the right”, it is an implicit instruction, which means
depending on the manipulator’s choice of frame of reference, it can
be interpreted differently. If the child is egocentric, it would move
the yellow circles to its own right. However, if the child suspects
that the robot was egocentric when making the instruction, it can
have an addressee-centric approach and move the yellow circles to
the robot’s right which is the child’s left. If the child has a doubt,
they can ask the robot for clarification. During the interactions,
we record these instructions and analyze the children’s choice of
frame of reference and utterances based on their goal cards. Figure
3 shows the setup of the experiment, the setup presents the robot
as the instructor and the child in the manipulator role.

3.3 Technical Development
In this study, the NAO robot was programmed using Python API
and ROS. The object game was designed using QML (Qt Model-
ing Language) 1 and was visualized and played through a Wacom

1https://doc.qt.io/qt-5/qtqml-index.html

Figure 4: System Architecture

Cintiq Pro 2, where children could interact with it using its stylus.
The robot interacted with the game using ROS nodes, where it re-
ceived the current state of the game and sent the movement orders
through ROS messages and simultaneously pointing at the objects
on the Wacom to give the illusion of moving them with its hand.
Figure 4 illustrates our system’s architecture which represents the
flow of the interaction in a more visual format. The system was
semi-autonomous, with the experimenter only interfering to enter
the child’s instructions through a visual interface instead of using
speech recognition. The reasoning behind avoiding speech recog-
nition was the difficulties with recognizing speech for children in a
language other than English and in this case Portuguese.

4 METHOD
4.1 Experimental Design
The study used a mixed design with two independent variables:
player’s role (instructor vs. manipulator)manipulatedwithin-subjects
and robot’s instructor perspective (egocentric vs. addressee-centric
and implicit vs. explicit) manipulated between-subjects. Table 1
provides the experimental design based on the assumptions and
independent variables. It shows that children instruct in practice,
session 1, and session 3 and the robot instructs in sessions 2 and 4.
In the first condition called Ego-Ego, the robot is egocentric both
times it instructs, i.e. sessions 2 and 4, and it is implicit in session 2
and explicit in session 4. In the second condition called Ego-Add,
the robot is egocentric in session 2 and addressee-centric in session
4, where it is implicit in session 2 and explicit in session 4. The
robot’s implicit egocentric behaviour in session 2 was inspired by
our first hypothesis about the behaviour children would show in
their first instruction. The change of robot’s perspective marking to
explicit in session 4 was designed to evaluate how children perceive
the robot’s change of frame of reference and perspectivemarking. In
cases where children asked for clarification in session 2, this change
could give them the impression that the robot is accommodating
them. It is worth mentioning that our initial experimental design
involved more conditions, however, due to the limited number of

2https://www.wacom.com/en-us/products/pen-displays/wacom-cintiq-pro-
overview
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Table 1:Mixed experimental designwith two conditions, the
child is instructor in practice, session 1, and session 3, the
robot is instructor in session 2 and session 4. “Ego” is short
for egocentric, “Add” is for addressee-centric.

Condition Practice Session
1

Session
2

Session
3

Session 4

Ego-Ego Implicit Explicit
Egocentric Egocentric

Ego-Add Implicit Explicit
Egocentric Addressee-

centric

participants we could recruit, we opted for these two conditions
that could cover our main research questions.

Regarding the dependent variables, we collected children’s per-
formance in the tests, moves within the interaction, and their choice
of perspective as the instructor and manipulator. In the instructor
role, if children used possessive pronouns they were marked as
explicit and if they did not use any pronouns, they were marked as
implicit. Furthermore, their instructions were analyzed based on
the goal card in their hand and marked as egocentric or addressee-
centric accordingly. When children were manipulating the objects,
we evaluated their moves with respect to the robot’s instruction
and marked them as correct or incorrect if they corresponded to
the robot’s instruction.

4.2 Hypotheses
To find answers to our research questions and informed by the
design of the task and interaction, we have developed the following
hypotheses. Our first hypothesis is inspired by two research do-
mains, theories of children’s egocentric perspective in psychology
and theories of least effort in linguistic [6, 11, 32]:
H1: Children use more “implicit egocentric” perspectives (without
using possessive pronouns) compared to “explicit and/or addressee-
centric” perspectives when they instruct the robot for the first time.

The next three hypotheses address our second research question
which deals with children’s perspective adaptation. The hypotheses
look at the changes in the children’s choice of frame of reference
(H2a) and perspective marking (H2b) when they instruct the robot
and the children’s performance when the robot changes its frame
of reference and perspective marking (H2c).
H2a: Children’s overall choice of frame of reference shifts from
egocentric in the first instruction to addressee-centric in the rest of
the instructions.
H2b: Children’s overall choice of perspective marking shifts from
egocentric in the first instruction to addressee-centric in the rest of
the instructions.
H2c: Children in the “Ego-Ego” condition (robot keeping the ego-
centric frame of reference) perform better in the last session com-
pared to children in the “Ego-Add” condition (robot switching frame
of reference).

The final hypothesis is based on the notion that engaging in
perspective-taking activities with the robot can help children in
related tasks. Hence, it looks at children’s overall performance in
the pretests and posttests.

Figure 5: Examples of pretests and posttests: toys test (a) dog
version and (b) cat version; path test (c) dog version and (d)
cat version.

H3: children show better performance in the posttests compared
to the pretests in taking the other character’s perspective.

4.3 Perspective-Taking Tests
The activity was accompanied by two sets of pretests and posttests,
which helped us evaluate if the task itself and interaction with the
robot had any positive impact on their learning. The design of the
tests was inspired by the experiments that commonly investigate
level-2 spatial perspective-taking [21, 22, 47].

4.3.1 Left/Right Test or Toys Test. The toys test was designed to
evaluate children’s recognition of the perspective difference be-
tween themselves and another agent, i.e. the animal, that is facing
them. We evaluated children’s selection of the animal’s favourite
toy based on what the animal expressed in the test. If the child
took the animal’s perspective, we considered it a correct answer,
otherwise, it was incorrect. Two similar versions of this test were
designed with two different animals and different correct responses
as shown in Figures 5a-5b. We alternated the tests as pretest and
post-test between children. The instructions given to children are
as follows: “The dog/cat thinks they like the right/left toy. Can you
tell me which toy does the dog/cat like? (wait for the response)”. In
the dog version of the test, the dog says “I like the right side toys”,
and in the cat version, it says “I like the left side toys”. The correct
response to the dog version is the balls as they are on the right side
of the dog and the correct response to the cat is “the drops”.

4.3.2 Test of Direction Sense or Path Test. The path test shown in
Figures 5c-5d is a simplified version of “Money Standardized Test
of Direction Test” developed by Money et al. and modified by Zacks
et al. which has been adapted for children [30, 47]. Two versions
of the test were designed with different animals and directions
and were alternated as pretest and posttest. This test evaluates if
children take the animal’s perspective to guide them or not and
how they guide the animal along a path. The instructions for this
test are as follows: “The dog/cat wants to reach the star at the end
of the road, can you describe the path that the dog/cat needs to take
to reach the star? (help the child by saying ’move forward’ and let
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them complete the instructions)”. We gave children the freedom to
describe the path as they were comfortable with. Any description
within the following two approaches was acceptable. For example
to guide the dog (in Figure 5c), a correct sequence for an approach
that defines the path can be “Forward-Right-Forward-Left-Forward”.
Another approach that is similar to walking with the animal in
the path, can create the following sequence “Front-Right-Front-Left-
Front-Left-Front-Right-Front”.

4.4 Procedure
The experiment took place in an empty room in an elementary
school in Lisbon, Portugal, where children entered the room indi-
vidually and met the two experimenters and the robot. Each child
was seated in front of the robot with the Wacom tablet placed in
between as shown in Figure 3. One of the experimenters was seated
on the right side of the table and was responsible to ask the initial
questions and explain the procedure to children in their native
language, Portuguese. The second experimenter was seated on the
other end of the table behind a laptop and was introduced to the
child as the person who worked with the robot and was there in
case the robot needed help. In reality, the second experimenter had
access to a control panel that let them insert the child’s instructions
manually into the system. First, children responded to the pretests,
then they went through one practice session and four sessions of
the main game, and finally the posttests and a questionnaire about
their impression of the robot.

5 RESULTS
5.1 Participants
A total of 35 participants (13 female, 22 male) between the ages of
7 to 9 took part in this study. They were selected from the 3rd and
4th grades of an elementary school to participate in the experiment.
The study has received ethical approval from the university’s ethics
committee and parental consent from the parents of the partici-
pants before the main experiment. In addition to parental consent,
all children provided verbal consent to participate and they were
told they could withdraw from the experiment at any point they
wished to. Moreover, the study was carried out after running a pilot
with 7 children from 4 different age groups to test the system’s
functionality and to select the appropriate target age group [45].
The following analyses were carried out after excluding the data
from 2 children, with 33 participants (11 female and 22 male) be-
tween the ages of 7 to 9 years old (M = 8.22, SE = 0.12). Among
the 33 participants, 18 of them were starting their 3rd grade and 15
were starting their 4th-grade education. Among the 35 participants,
18 were in the Ego-Ego condition and 17 in the Ego-Add condition.

5.2 H1: Children’s First Perspective Choice
To test this hypothesis we looked at children’s first instruction in
their instructor role, during the practice session. This instruction
was before children received any feedback or became aware of the
robot’s perspective-taking abilities. In both conditions, children
started as the instructor in the practice and session 1, as a result,
we combined the participant data from both conditions to analyze
this hypothesis. We have annotated children’s instruction based on
the frame of reference they used into egocentric, egocentric-explicit,

addressee, and addressee-explicit. For simplicity, whenever we re-
fer to egocentric or addressee-centric it means implicit unless it is
stated otherwise. In the practice session, we noticed that none of
the children used explicit utterances in their first instruction as pre-
sented in the first bar from the left in Figure 6. We used Chi-square
goodness of fit to see if they significantly used more egocentric ut-
terances compared to addressee-centric ones. On average children
used more egocentric instructions compared to addressee-centric
instructions, however, the test showed there is no significant dif-
ference between them (χ2 = 3.6667,d f = 1,p −value = 0.05551).
While the result rejects our hypothesis about significantly using
egocentric utterances, it can be accepted when only considering
the implicit utterances, since 100% of students used implicit instruc-
tions. Furthermore, the analyses show how children were more
prone to start with implicit egocentric utterances before their infor-
mation about their counterparts was updated. The rest of the bars
in Figure 6 present the children’s first two instructions in practice,
session 1, and session 3, where they were the instructor. The figure
shows how children adapted their instructions to accommodate the
robot throughout the experiment.

5.3 H2a: Children’s Frame of Reference
Adaptation

In this part, we evaluated children’s tendency to adapt their perspec-
tive to accommodate the robot. H2a tackles the frame of reference
adaptation and H2b handles the perspective marking adaptation. To
test H2a, we combined the “implicit egocentric” and “explicit ego-
centric” instructions into a variable called egocentric* and “implicit
addressee-centric” and “explicit addressee-centric” instructions into
addressee-centric* variable. Figure 7 shows the percentage of us-
ing egocentric versus addressee-centric for the first instruction in
practice, session 1, and session 3. Children made more egocentric
instructions in the practice session (66.66%) compared to session
1 (36.36%) and session 3 (36.36%). Since the robot was designed to
have egocentric perception when receiving implicit instructions,
the percentages show that children had adapted their instructions
to the robot’s frame of reference. We used Cochran’s Q test as the

Figure 6: H1. Children’s first two instructions in practice,
session 1, session 3 categorized based on frame of reference
and perspectivemarking. (“i1”, “i2” refer to instruction 1, in-
struction 2).
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Figure 7: H2a. percentage of using egocentric vs. addressee-
centric in the 1st instruction of the practice, sessions 1 and
3.

variable is dichotomous with two levels and mutually exclusive
and we need to compare them between three groups. Cochran’s
Q test determined that there was a statistically significant differ-
ence in the proportion of addressee-centric utterances over time
Q = 10.5263,d f = 2,p − value = 0.005179, hence we accept this
hypothesis. We ran pairwise McNemar’s Chi-squared test with
Bonferroni adjustment which showed sessions 1 and 3 have sig-
nificantly more addressee-centric utterances compared to practice.
There is no difference between session 1 and session 3 as shown in
Table p −value = 1. The result shows children made a significant
change in their utterances after updating their mental model of the
robot and then kept on instructing with that model.

5.4 H2b: Children’s Perspective Marking
Adaptation

To analyze H2b, we have combined the “implicit egocentric” and
“implicit addressee-centric” instructions into a variable called im-
plicit* and “explicit egocentric” and “explicit addressee-centric”
instructions into explicit* variable. Figure 8 shows the percentage
of using implicit versus explicit utterances for the first instruction
in practice, session 1, and session 3. In the first instruction of the
practice session, children only used implicit utterances, however,
they started adopting explicit utterances in session 1 and session 3.

A brief look at the Figure 8 shows, that despite some children
switching to explicit instructions in sessions 1 and 3 (27.28% and
30.31%), implicit instructions are still the dominant utterance. This
shows a thought-provoking behaviour on the children’s side, that
they’d rather just switch left and right in their instruction to ac-
commodate the robot rather than explicitly addressing the robot
or themselves. This result can be partially due to the addition of
extra cognitive processes simultaneously switching the frame of
reference and marking the perspective. Similar to H2a, the data
for this hypothesis is also dichotomous with two mutually ex-
clusive levels, so we decided to use Cochran’s Q test. Cochran’s
Q test determined that there was a statistically significant differ-
ence in the proportion of addressee-centric utterances over time
Q = 16.5455,d f = 2,p − value = 0.0002554, hence we accept
the hypothesis. We ran pairwise McNemar’s Chi-squared test with

Figure 8: H2b. percentage of using implicit vs. explicit utter-
ances in the first instruction of the practice, sessions 1 and
3.

Bonferroni adjustment which showed sessions 1 and 3 have sig-
nificantly more addressee-centric utterances compared to practice.
There is no significant difference between session 1 and session 3.

5.5 H2c: Children’s Performance vs.
Conditions

In this hypothesis, we compared children’s performance in sessions
2 and 4. Figure 9 shows children’s performance i.e. reaching the
goal (=1) and not (=0), in sessions 2 and 4 for Ego-Ego and Ego-Add
conditions. The figure shows on average children performed better
in session 4 compared to session 2. Considering the dichotomous
and skewed data, we ran a McNemar Chi-squared test between
sessions 4 and 2 for both conditions. For the Ego-Ego condition,
McNemar’s Chi-squared test with continuity correction showed
(χ2 = 4.9231,d f = 1,p − value = 0.0265), which means children
significantly improved in winning the game in session 4 compared
to session 2. On the other hand, McNemar’s Chi-squared test with
continuity correction (χ2 = 0.36364,d f = 1,p−value = 0.5465) for
Ego-Add condition showed no significant improvements between
the two sessions. Unfortunately, despite the random allocation of
children to each condition, we noticed that children in the Ego-
Add condition showed a better initial performance in session 2
compared to the Ego-Ego condition. This might have contributed to
the significant improvement of children in the Ego-Ego condition.
As a result, we would not make any conclusive remark about this
hypothesis until further experiments.

5.6 H3: Children’s Performance in Pretest and
Posttest

To check if children improved in responding to the posttest in com-
parison to the pretest, first, we looked at the type of data collected
from each test. For each test, children either got 0 when they failed
or 1 when they succeeded and the data for each test is dichotomous.
We made a new variable by combining the result of both tests and
looked at their overall performance in the tests. First, we analyzed
the overall performance for normality using the Shapiro-Wilk test.
A Shapiro-Wilk test for pretest and posttest showed a significant
departure from normality,W (32) = 0.78627,p = 1.786e − 05 and
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Figure 9: H2c. children’s performance in session 2 and 4
for Ego-Ego and Ego-Add conditions.

W (32) = 0.70321,p = 7.306e−07, respectively. Considering that we
expect children’s performance to improve from pretest to posttest
and the data is skewed, we performed a one-tailed Wilcoxon test.
On average children performed better on the posttest (Mdn = 2)
compared to the pretest (Mdn = 1). A One-tailed Wilcoxon signed-
rank test with continuity correction indicated that this difference
was statistically significant, V = 29.5,p −value = 0.03826, which
lead us to accept this hypothesis. The overall test score is visualized
in Figure 10.

6 DISCUSSION
In this work, we explored children’s first perspective choice toward the
robot and children’s tendency to accommodate the robot by adapting
their perspective in the context of completing a task with the robot.
First, we designed a task that provided the ground for the child to
take the robot’s perspective in order to complete the task. Then, we
configured the interaction using three elements that contributed
to the way the instructions were composed or perceived. We im-
plemented the interaction in the NAO robot and evaluated the chil-
dren’s instructions to the robot and their performance throughout
the game. The interaction included a set of pretests, practice session,
4 main sessions, and posttests. Our initial findings demonstrate that
children have the potential to change and adapt their perspective,
i.e. frame of reference and perspective marking, to the robot’s in
the context of completing a task. They tend to create a mental
model of their robot counterpart and the robot abruptly changing
its frame of reference might affect children’s performance or the
flow of the interaction negatively. In the following paragraphs, we
highlight the key findings of this study, how it can contribute to the
future of designing robot’s perspective-taking abilities toward chil-
dren, and how children’s understanding of the robot can guide the
design of robots’ mental models and perspective-taking behaviours.

Children tend to compose their first instruction by follow-
ing the principle of least collaborative effort. This statement ad-
dresses children’s behaviour in using more egocentric perspectives
and not marking their instructions. The analyses show that chil-
dren’s first choice of perspective was implicit egocentric, however,
they also had the tendency to correct their egocentric perspective
to accommodate the robot after they failed to complete the task.
These findings are aligned with the work of Epley et al., where

Figure 10: H3. Children’s overall performance in pretest and
posttest with combined score from toys and path tests.

they found that at the start of the interaction, both children and
adults, first take their own perspective e.g. egocentric, and then
through the course of interaction adjust it to another Epley et al..
As mentioned by Surtees and Apperly, taking owns perspective
comes naturally, faster, and more accurately [37]. The implications
of children’s choice of frame of reference and perspective marking
during interaction with a robot can be helpful to design the robot’s
behavioural model. This can further help the robot with creating
a baseline of children’s perspective-taking approaches in its first
encounter with them.

Children significantly change their frame of reference and/or
perspective marking to accommodate the robot’s egocentric
perception while instructing the robot. Further analyses show
that children significantly changed their perspective choices par-
ticularly after the robot failed to reach the goal in the first session.
Studies support that not only children but also adults tend to have
automatic moments of egocentric perspective, however, adults tend
to correct theirs faster than children [9]. While We observed chil-
dren significantly changed to an addressee-centric frame of refer-
ence, they were not as prone to switch their perspective marking
to an explicit one. These findings can be jointly explained by the
iterative nature of perspective-taking [7] and the principles of least
collaborative effort [44]. Children’s tendency to stay with implicit
instructions reveals that as long as a correct mental model of the
counterpart is made, there is no need to complicate the instruction
with additional information. The implications of children changing
their perspective are highly valuable to us, particularly their choice
of perspective when adapting to the robot’s perspective.

The robot’s change of perspective-taking andmental model
should happen carefully and early in the interaction, other-
wise, it can disturb the interaction. In the Ego-Ego condition, the
instructions were explicit egocentric and in the Ego-Add condition,
they were explicit addressee-centric. On one hand, we expected
children to perform better in session 4 considering that the robot’s
frame of reference is explicitly expressed. On the other hand, we
wanted to know if the robot switching its perspective from egocen-
tric to addressee-centric would help children’s performance, as they
did not need to take the robot’s perspective anymore. During the ex-
periment, we observed that few children in the Ego-Add condition
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were confused by the robot’s switch of frame of reference. Some
of the children that had successfully completed session 2 failed in
session 4, as they were rather confused by the robot’s change of
perspective or did not even realise that the robot’s instructions
were addressee-centric. We hypothesize the confusion is caused
by the robot breaking the mental model that those children had
already made. However, more experiments are needed to evaluate
this hypothesis. It seems that in our case, changing the frame of
reference from one session to another, with no particular necessity
or prompting, harmed children’s performance and hindered the
flow of the activity.

6.1 Limitations and Future work
Our work has a few limitations that restrict the analyses and pre-
vent us from making solid statements about some of our observa-
tions. Initially, we had planned a more complex experimental design
where different scenarios were going to be evaluated. However, due
to the limit in recruiting the minimum number of participants per
condition, we opted for the current experimental design. More ex-
perimental conditions might have helped us discover the reasoning
behind some of the children’s choices. This limitation extends to
the small sample size per condition, which goes back to the dif-
ficulties in recruiting children from schools. our next limitation
corresponds to the uneven distribution of children between the
two conditions. While most of the analyses were done based on
the within-subject variable, we could not rely on the results from
analyzing the between-subject variable. Despite that, children’s
performance showed an interesting pattern that can inspire future
studies, in particular, to understand what type of behaviour from
the robot can disturb the child’s mental model of them.We designed
the study in a semi-autonomous format, where the only time that
the robot waits for human feedback is when the experimenter is
inserting the child’s instructions into the system. During the ses-
sions, the robot asks for the child’s feedback after every move it
makes and the child can affirm the move is correct or not. However,
we did not account for children asking for feedback from the robot
and did not implement such steps into the design of the interac-
tion. We observed that only 6 children out of 33 participants (18%)
asked for the robot feedback after their first move in the second
session. The decision was made to keep conditions uniform for all
the participants. However, it can be considered as a design limita-
tion, one that can be improved easily in the future developments of
the interaction.

As for the future developments of the system, we expect to use
the result from this study to develop a perspective-taking model for
our robot. The model includes processes that decide if and when to
accommodate children’s perspective-taking abilities or challenge
them depending on the goal of the interaction. The model is mainly
inspired by the dual-process account of human judgments [8]. In
the next steps, the model will be incorporated into the robot and
evaluated based on how it accommodates children’s perspectives or
perceives them accurately. The platform can be used to challenge
children to take different perspectives using more complicated and
practical activities, such as the child and the robot collaborating to
build something. The model can be further integrated with affective
computingmodels to investigate how the robot’s cognitive-affective

states, such as the robot showing frustration, affects children’s
perspective-taking adaptation and perception of the robot [46].

7 CONCLUSIONS
This work introduced a platform that studied children’s perspec-
tive choice and perspective adaptation to the robot’s throughout
the interaction. The components used for studying children’s be-
haviour were the frame of reference and perspective marking. The
interaction consisted of several sessions, with the child and robot
taking turns to instruct each other and move objects around. In one
condition, the robot was egocentric in all the sessions, and in the
other condition, the robot switched to the child’s perspective in the
last session. It was observed that a considerable number of children,
after realizing the robot’s egocentric perspective did not switch to
explicit expressions, instead, they switched to an implicit addressee-
centric perspective, a behaviour aligned with the principles of least
collaborative effort. Furthermore, the analyses hinted at the fact
that when children assign a perspective model to a robot, they tend
to keep making decisions using that model despite slight changes
in the interaction. As a result, the robot’s abrupt switch of frame of
reference between sessions and with no prompting was found harm-
ful in keeping the interaction transparent and it confused children.
The study provided a set of measures for keeping the interaction
with children natural, such as (1) switching between the frames
of reference should happen when necessary or prompted and (2)
being more explicit does not automatically make the interaction
more understandable.

SELECTION AND PARTICIPATION OF
CHILDREN
33 children aged 7-9 (M = 8.22, SE = 0.12) participated in the study.
All children were attending the same school where the management
staff and teacher showed interest in participating in the study. All
parent were provided with a page describing general details of the
study, the name of the researchers and a written consent form prior
to the audio and video collection. Institutional recommendations
were followed to insure data anonymization of all the logged data.
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