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Figure 1: The user journey of the Mediascape XR application. In theMuseum scene the users are able to navigate in a replicated
version of the Netherlands Institute of Sound and Vision Museum and explore a famous costume in Dutch culture. Then, the
users move to the Musical Hall scene, where they recreate a historical show from the music program Toppop played in 1979.

ABSTRACT
Social virtual reality (VR) allows multiple remote users to interact
in a shared space, unveiling new possibilities for communication
in immersive environments. Mediascape XR presents a social VR
experience that teleports 3D representations of remote users, using
volumetric video, to a virtual museum. It enables visitors to interact
with cultural heritage artifacts while allowing social interactions
in real time between them. The application is designed following a
human-centered approach, enabling an interactive, educating, and
entertaining experience.

CCS CONCEPTS
• Information systems→Multimedia streaming; • Human-
centered computing → Virtual reality.
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1 INTRODUCTION
Museums are not just a safe storage space for heritage artefacts,
but a place for discussion, collaborative learning, and group outing
for families and friends. However, it is not always easy for geo-
graphically separated friends or family members to visit museums
together. Therefore, many museums have explored how digital
technologies such as websites and streaming videos [2] or immer-
sive capture techniques [7] can facilitate remote access to their
collections. These solutions mainly focus on the digitization of the
content, and not on the immersive shared experience of visiting
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Figure 2: Example of the physical space where the user is
being captured by three Azure Kinect sensors

the museum together with others [9]. Moreover, 2D screens limit
the possibilities for co-presence and interaction between users [8].

In the domain of cultural heritage, the way of presenting arte-
facts to the visitors is gradually shifting from mobile devices or
websites to more immersive environments in VR [9, 11]. Thanks to
its advanced 3D visualization technology and commercially afford-
able hardware, VR technology has recently evolved into a suitable
solution for displaying cultural objects, supporting interactive ex-
hibits and sharing knowledge in playful representations. Moreover,
VR is transforming from an isolated digital experience into a so-
cial medium [1, 5]. Social VR offers enriched communication using
social cues like eye and head orientation and highly realistic inter-
action capabilities [4].

This demo showcases a novel social VR museum experience,
allowing remote audiences to visit a virtual museum and to ex-
plore cultural heritage artefacts together. In particular, we provide
a virtual replica of the Netherlands Institute of Sound and Vision
museum1 offering navigation within the museum and interaction
with some cultural heritage artefacts, beyond what one can do in
the physical space. The experience is tailor-made for one specific
cultural artefact: the costume that Jerney Kaagman, lead singer of
the rock band Earth and Fire, wore in the music program Toppop
in 19792. In the virtual environment, visitors can freely interact
with a high-quality 3D model of the costume, enjoy a curated tour
through this model, and recreate the Toppop show with other re-
mote visitors. The work followed a human-centered methodology,
involving museum curators and other experts (focus groups, co-
creative sessions, evaluations).

2 TECHNOLOGY
MediaScape XR is a SocialVR application, build on top of the VRTo-
gether platform [3], which allows the co-presence of multiple users
in the same virtual space, a museum in this case. The application
is developed in Unity3D. The users are captured as dynamic point
clouds in real time, using the cwipc framework [10]. This is a set
of libraries and tools that provide a volumetric video-conferencing
pipeline between multiple clients, and support capturing, encod-
ing, transmission, decoding and rendering of point clouds in real
time [6]. Figure 2 shows an example of the capturing setup. In
this case the user is surrounded by three Microsoft Azure Kinect
sensors and wears an HTC Vive Pro headset and controllers in
order to navigate and interact with the virtual space. Two machines

1https://www.beeldengeluid.nl/en
2https://youtu.be/CP1bPNG2BxE

Figure 3: Two visitors (left and right) experiencing Medias-
cape XR demo at VRDays 2021, with two operators (middle)

are needed to run the demo, one for each user; additionally, other
machines might be used to join the experience, e.g., to control a
virtual camera in order to show to the audience what is happening
inside the VR world. The application runs on Windows 10 OS, in
machines equipped with a i7@4.2 GHz CPU, 32GB RAM, and a
Nvidia GeForce GTX 1080Ti GPU.

3 USER EXPERIENCE
The experience is sketched in Figure 1. It begins in the training zone
(1) of the Museum scene, where users meet each other and learn
how to navigate the virtual space and interact with it (teleport, grab,
click) but also between them (by using voice communication and
passing props to each other). Then they are invited to freely explore
the museum exhibition together. On the way to the main artefact
of the exhibition, they find a mirror (2) where they can check their
photo-realistic representations. Next they find the main artefact,
the costume (3). Users are able to read its history and characteristics
on the information panels, but also to interact with it, change size
and rotate it. To enhance the learning experience, the exhibition
offers the users the possibility to travel back in time to the main
stage where the costume was used (4). In the Musical Hall scene,
users are represented as cartoon-type avatars and they are wearing
the famous dress. At the beginning, users are guided through the
experience using numbered floor markings, to properly learn how
to interact with all the objects around. For instance, they learn
how to grab a camera and take a selfie (5), to see their reflection in
mirrors (6), to watch a small fragment of the opening of the show
that was broadcast in 1979 (7), and to play multiple instruments like
a guitar or drums (8). Once they learned how to use all the props,
the guidance elements disappear and the show starts, so users can
freely recreate this historical moment together (8).

4 CONCLUSION
The application has been already showcased in the VRDays Europe
20213. Figure 3 shows the specific setup used for that event.
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