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ABSTRACT
In this paper, we demonstrate a unique recipe to enhance the ef-
fectiveness of audio machine learning approaches [3] by fusing
pre-processing techniques into a deep learning model [12]. Our
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solution accelerates training and inference performance by optimiz-
ing hyper-parameters through training instead of costly random
searches to build a reliable mosquito detector from audio signals.
The experiments and the results presented here are part of the MOS-
C submission of the ACM’22 challenge [20]. Our results outperform
the published baseline by 212% on the unpublished test set. We
believe that this is one of the best real-world examples of build-
ing a robust bio-acoustic system that provides reliable mosquito
detection in noisy conditions.
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1 INTRODUCTION
Mosquitoes kill one million people per year [16] and are the deadli-
est animal to humans on the planet. Global warming has increased
the climatic suitability of mosquitoes in already endemic areas
and about 1.4 billion additional people are at risk of malaria and
dengue in urban areas in Africa and Southeast Asia alone. Due
to Covid-19, critical 2020 milestones of The World Health Orga-
nization’s global malaria strategy have been missed, and without
immediate action, the 2030 targets will not be met [17]. There is
an urgent need and an incredible opportunity amongst entomolo-
gists, researchers, and health organizations around the world, to
use innovative approaches in the identification of mosquitoes at
scale, which will, in turn, improve vector control and intervention
strategies. Researchers have been exploring novel ideas to leverage
budget smartphones as acoustic sensors [10]. Mobile services are
expanding in sub-Saharan Africa [11] and these have the potential
to become affordable, non-invasive, automated real-time mosquito
monitoring tools that can be deployed in homes at no extra cost. The
approach will help in producing much-needed surveillance data of
mosquito species behavior and distribution over extensive temporal
and spatial scales to assess ongoing vector-control measures. This
AI-driven solution can replace time-consuming and expensive man-
ual survey and classification tasks (e.g. Polymerase Chain Reaction
(PCR) tests [22]) in remote and resource-constrained areas that bear
the brunt of mosquito-borne diseases [13].

2 DATA
We use the publicly available dataset released as part of the Com-
ParE challenge. The challenge dataset can be downloaded from
Zenodo. Its attributes and the collection methods are described in
detail in the Humbug system [10], while the splits and evaluation

protocols are described as part of the challenge [20]. To validate
model performance the organizers provide two development sets:

• Dev A: Recordings from Tanzania containing mosquito audio
obtained from phones placed in bednets.

• Dev B: Recordings from the UK containing mosquito audio
from lab-cultured mosquito larvae.

The baseline scores on the Dev sets are published as part of the
challenge [20]. As evident from the scores, Dev B, which features a
lower signal-to-noise ratio (SNR) [8], is a more challenging subset.

3 OUR APPROACH
We use a combination of a deep-learning model and data prepro-
cessing techniques like Per-Channel Energy Normalization (PCEN),
trainable kernels, and external data augmentation to create a model
to detect mosquitoes. In the sections below we describe our unique
data processing pipeline. A reproducible pipeline is available on
our GitHub.1

3.1 Pre-Processing
To extract useful features from the audio samples, we convert them
to their time-frequency representation: a spectrogram. This is done
by applying the Short Time Fourier Transform (STFT) [5] oper-
ation to the audio signals. Converting an audio sample into its
time-frequency representation is a common practice in extracting
patterns from raw audio [1]. The spectrograms are then passed as
input to a computer vision backbone [21] for further processing.
Figure 2 below shows different representations of audio. The top
portion represents the raw form (a time series), while the bottom
part represents its time-frequency equivalent after applying STFT.

Figure 2: Waveform and Time-Frequency Representation of
an Audio Signal

The audio samples in the dataset exhibit wide variations (owning
to different recording conditions and the presence of background
noise) and as a result, there is a wide variety of spectrograms that
are sent as input to our backbone architecture. As an example
consider Figure 3, which shows spectrogram representations of
three randomly selected audio files in the dataset. The leftmost
part shows a signal with uniform mosquito activity throughout its
1https://github.com/seancampos/ComParE2022_VecNet/
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duration. The middle part shows a signal with sporadic instances
of the presence of mosquito while the rightmost portion shows less
noise and a clear pattern in fundamental mosquito frequency and
its harmonics. The task to extract a discernible pattern gets even
more complex due to the various hyperparameter settings of the
STFT operation.

Figure 3: Spectrogram Representation of a Few Randomly
Selected Files

3.2 Augmentation
We introduce random augmentations on the audio samples so that
the model can learn to separate mosquito buzz from a variety of
soundscapes. During training, for every other recording, we ran-
domly sample files from an external database and add their corre-
sponding tensor value to the tensor representation of the incoming
audio (as indicated in Fig 1). The primary source of external sound
files is the "noise" class in MUSAN [23], which is a general library
of noise, speech, and music. We also supplement the raw files in the
dataset with selected categories from Google Audioset [7] based on
specific misclassifications in our model, including vehicles, other
insects, and babies crying. Unlike the baseline solution, we do not
discard any audio file owing to its duration. For a short audio file
(less than 1.92 seconds), we either pad it with silence or augment
it with audio from the two datasets, MUSAN and Audioset. Our
training and inference sets consist of 1.92-second audio files. Please
refer to our repository for examples. While random augmentations
might impact reproducibility, but it adds robustness to the model
and makes it more generic

3.3 Trainable Front-end
In deep learning based acoustic modeling the most widely used
front-end is the log-mel front-end, consisting of melfilterbank en-
ergy extraction followed by log compression, where the log com-
pression is used to reduce the dynamic range of filterbank energy.
However, there are several issues with the log function. First, a
log has a singularity [6] at 0. Common methods to deal with the
singularity introduce uncertainity and may have different perfor-
mance impacts on different signals. Second, the log function uses
a lot of its dynamic range on low levels, such as silence, which is
likely the least informative part of the signal. Third, the log function
is loudness dependent. With different loudness, the log function

can produce different feature values even when the underlying sig-
nalcontent (e.g. keywords) is the same, which introduces another
factor of variation into training and inference. In their paper, Wang
et al [24] introduce PCEN as an alternative to overcome the above
issues with log filterbank. The key ingredient of PCEN is its use
of automatic gain control [19]. The PCEN functions are also differ-
entiable and hence they are included as a neural network layer so
that it can learn from the attributes of the dataset [24]. PCEN is
well-known to increase the performance of systems that work on
keyword spotting tasks, hence we train a model that learns to spot
mosquito buzz, using the same far-field detection method as Siri,
Alexa, or Google [9].

3.4 Random Masking
We also randomly warp blocks of frequency channel and time steps.
This approach has shown promising results in end-to-end ASR
tasks [18]. This step is part of our pre-processing pipeline and we
use it as a regularization technique to avoid overfitting.

3.5 Trainable Kernels
We move spectrogram generation from CPU to GPU and generate
them on the fly in the training loop [4]. We found an approximately
250% speedup in generation time moving from an AMD 3.9 GHz
3990X Threadripper CPU to a NVIDIA V-100 GPU. Additionally,
since spectrogram generation has a large number of hyperparame-
ters that become fixed after generation, it becomes difficult to search
for optimal parameters during model training. Moving the spectro-
gram generation as part of the model training process onto the GPU
provides several benefits. Hyper-parameters can be searched with-
out running a separate pre-processing pipeline for each iteration.
Additionally, the STFT is implemented as a 1-D convolution, mean-
ing that the kernel is trainable. Thus, the model can learn a custom
Fourier transform suited for our bio-acoustic domain. Finally, at
inference time, there is significant performance improvement and
a simpler pipeline that does not require a pre-processing stage.

Figure 4 below shows how an audio signal is processed through
our pipeline before going to a deep-learning backbone for predic-
tion.

Figure 4: Data Pre-Processing on Raw Audio
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4 ARCHITECTURE
We use Pytorch-based backbones to train our models. Figure 1
above represents an end-to-end pipeline from training to inference.
We primarily focus on the Hierarchical Vision Transformer using
ShiftedWindows (Swin) architecture [14] and on CNNs (ConvNeXt)
[15]. Our findings indicate that ConvNeXt outperforms Swin on
this task. To perform an STFT, we use the default STFT parameters
as defined in the baseline configuration2.

5 RESULTS
Table 1 summarizes the Polyphonic Sound Detection Scores (PSDS)
[2] obtained on the development sets by our models. The training
was done on an NVIDIA V-100, 16GB GPU. We were able to achieve
significant improvements on Dev B, which is a more challenging
subset that has a lower SNR [20], without causing any reduction to
the baseline score on Dev A. Our best-performing model showed an
improvement of approximately 2100% over the published baseline.
The ROC curves for PSDS for ConvNext is depicted in Figure 5.

Table 1: Summary of Dev Results (PSDS)

Backbone Dev-Set Baseline Best-Score
ConvNext A .614 .613
ConvNext B .034 .758

Swin A .614 .610
Swin B .034 .040

Figure 5: ConvNext (Left): PSDS Score on Dev A (Right): PSDS
Score on Dev B

5.1 Test Set Results
The access to the test set was hidden and submissions were done by
leveraging a docker template designed to automatically score the
model results over the test data. Out of the allowed five submissions,
our best performing model outperformed the published baseline by
212%. The table below summarizes the results (PSDS) obtained on
the test data.
Table 2: Test Set Results (PSDS scores) on a ConvNext Back-
bone

Data-Set Baseline Best-Score
Test .142 .443

2https://github.com/EIHW/ComParE2022/blob/MOS-C/src/config.py

6 EXPERIMENTS AND RESULTS: ABLATION
STUDY

To verify the importance of the pre-processing techniques in a
quantitative way, we performed an ablation study. We removed
each component from our pipeline one at a time and retrained our
model with the component missing. Figures 7 below show how
the model performed with each component removed. The shorter
bars are more important because that means that the model per-
forms significantly worse when that component is missing from the
pipeline. We notice that “random-masking” [18] on spectrograms
and “PCEN” are the most significant components of the pipeline;
without these components in place, the performance of the model
suffers the most. This should come as no surprise, as indicated in
the section on Trainable Front End (PCEN); the inclusion of this
technique makes our model less vulnerable to the variations in the
incoming audio. Random Masking, on the other hand, prevents
overfitting.

Figure 6: Ablation Study Results - Dev A

Figure 7: Ablation Study Results

7 CONCLUSION
Our models outperformed the published baseline on the test set
by 212% and 2100% on Dev B, which is known to have a very
low signal-to-noise ratio (SNR). The improved sensitivity to low
SNR events comes without any decrease in performance on Dev A.
While detecting the presence of mosquitoes in a real-world setting
presents considerable challenges, our results show that with a well-
designed pipeline and a judicious choice of neural net architecture,
the baseline results can be significantly improved.
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