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ABSTRACT

Recognizing specific characteristics of feature models (FM) can be
challenging due to the different nature and domains of the models.
There are several metrics to characterize FMs. However, there is
no standard way to visualize and identify the properties that make
an FM unique and distinguishable. We propose FM Fact Label as
a tool to visualize an FM characterization based on its metadata,
structural measures, and analytical metrics. Although existing tools
can provide a visualization of the FM and report some metrics, the
feature diagram of large-scale FMs becomes ineffective to take an
overall shape of the FM properties. Moreover, the reported metrics
are often embedded in the tool user interface, preventing further
analysis. FM Fact Label is a standalone web-based tool that provides
a configurable and interactive visualization of FM characterizations
that can be exported to several formats. Our contribution becomes
important because the Universal Variability Language (UVL) is
starting to gain attraction in the software product line community
as a unified textual language to specify FMs and share knowledge.
With this contribution, we help to advance the UVL ecosystem
one step forward while providing a common representation for the
results of existing analysis tools.

CCS CONCEPTS

« Software and its engineering — Software product lines; X

Human-centered computing — Information visualization.
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1 INTRODUCTION

Feature models (FM) have become the de facto standard for modeling
variability in software product lines (SPL), and the SPL commu-
nity is betting high for the new Universal Variability Language

(UVL) [20] as a proposal for a unified textual language to specify

FMs. From 2018, the MODEVAR [3] initiative promotes not only

the definition of a unified language, but also an ecosystem of tools

supporting such a language. Recent contributions include the inte-

gration of UVL into well-known SPL tools such as FeatureIDE [21],

transformation approaches such as TRAVART [9], a framework for

automatic analysis [11], and a new repository for FMs [18].

In this paper, we contribute to the UVL ecosystem by providing
FM Fact Label, a tool to visualize FM characterizations. A charac-
terization of an FM is a description of the distinctive nature or
properties of the FM. The characterization is often performed by
providing a visual representation of the FM as a feature diagram [15]
(usually an excerpt of the complete model), with a textual descrip-
tion of its features and relationships, and some metrics such as the
number of features and configurations. In practice, when dealing
with large-scale FMs, the visual representation of the FM as a feature
diagram becomes ineffective and offers little value in identifying
the properties that make an FM unique and distinguishable [15].
There are several catalogs of measures for FMs [2, 4, 5] that can be
used to characterize an FM, but those measures have been proposed
mainly for the quality assessment of FMs, concretely, to evaluate
the maintainability of the FMs [2]. In contrast, we propose a char-
acterization based on an extensive report in terms of metadata
information, structural and syntatical measures, and analysis re-
sults that allow describing an FM. Although existing SPL tools (e.g.,
FeatureIDE [23], Glencoe [19]) compute syntatical and semantical
statistics about the FM, they do not provide a visualization to ef-
fectively communicate these metrics and analysis results. Inspired
by the nutrition fact label used in the food industry [10], FM Fact
Label provides a visualization to display the FM characterization
information effectively. The tool contributes as follows:

e A visual representation of the FM characterization in terms of its
metadata, structural/syntantical metrics, and analytical/semantical
metrics. We rely on the Python framework for automated analy-
sis of FMs [11] to analyze the FMs and obtain the metrics.

o A standalone online web-based application to automatically gen-
erate the visualization as a fact label for FMs. We rely on data
visualization applying its principles and best design practices to
effectively communicate the information [17].

e An interactive and configurable visualization that allows cus-
tomizing the FM properties to show. We rely on the Data-Driven
Documents (D3) [7] approach for web-engineering which en-
ables efficient manipulation of data-based documents.

e Exporting the visualization in different formats for communica-
tion (SVG, PNG) as well as exporting the complete characteriza-
tion (in JSON or plain text) for further computing and analysis.
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The tool is available online and ready to be used:

https://web.diverso-lab.us.es/fmfactlabel

The paper is structured as follows. Section 2 motivates our tool.
Section 3 presents the proposed visualization for FM characteri-
zations. Section 4 overviews the architecture of the tool and its
functionality. Section 5 presents conclusions and future work.

2 STATE OF THE ART AND MOTIVATION

We discuss related work in FM characterization and visualization,
and in FM metrics, and compare our tool with existing ones.

2.1 Characterization and visualization of FMs

In this paper, we refer to FM characterization as the process of iden-
tifying and describing the distinctive characteristics or properties
of an FM that make it different or similar to other FMs. FMs are
usually described by their features and the relations between these
features, which determine the possible combinations that can be
selected to form a valid configuration. On the one hand, there are
several textual notations for FMs [22] that allow listing the features,
relations, and constraints. In fact, the UVL [20] proposal is a unified
textual language which allows specifying and editing large-scale
FMs easily. However, it is very difficult to obtain an overall shape of
the FM simply by observing its textual specification. On the other
hand, a characterization based on the configurations exposed by
the FMs is not viable in practice, since all configurations can be enu-
merated and analyzed only for small FMs. In this regard, Heradio et
al. [12] propose a statistical approach to describe and interpret the
variation of the features and products of large FMs. More formal
characterizations of FMs have been proposed. Damiani et al. [8]
propose a characterization based on propositional logic and exten-
sional (algebraic) representations of the operations and relations of
FMs. Although logical characterizations work well in practice for
the automated analysis of FMs [14], they do not communicate the
FM properties effectively in a human-readable format.

The most widespread description for FMs is the feature dia-
gram [15] which graphically depicts the features and relationships
in a tree-like structure with additional textual cross-tree constraints.
Feature diagrams work nicely for small FMs, but become ineffective
for large FMs because the resulting displays are too complicated for
an overall visualization of the FM. As confirmed by Lopez-Herrejon
et al. [15] in a mapping study of visualization and SPLs, the most
common techniques used for FM visualization are trees and graphs,
but they rely on basic visualization techniques and tools (e.g., ad
hoc or based on Eclipse tools) that barely exploit the wealth of
techniques available in the software and information visualization
communities [17]. In contrast, our approach advocates for a stan-
dalone tool that relies on web engineering technologies, concretely
in the Data-Driven Documents (D3) [7] approach which enables effi-
cient manipulation of data-based documents and data visualization
to represent an FM characterization.

2.2 FM metrics and tools support

A better way to characterize large-scale FMs is to use metrics [5].
Various measures for FMs have been proposed [2, 4, 5] such as
the COfFEE catalog [4]. Most of these metrics are used mainly to
measure the complexity of the FM and relate this complexity to
the maintainability of the FM. In fact, a set of only four metrics
(i.e., number of leaf features, number of constraints, number of

Table 1: Comparison of existing tools to visualize FM metrics.

- FeatureIDE Glencoe SPLOT DyMMer FM Fact
Characteristic

[23] [19] [16] [6] Label
Visualization of the feature diagram | ] ] u] o o
Editor for the FM L] L] L] L] m]
Support for UVL | ] o o o ]
Include metadata of the FM u] o | ] | ] n
Syntatical/Structural metrics u u ] [ ] ]
Semantical metrics (analysis) [ ] ] [ ] o [ ]
Differentiate syntatical and semantical metrics [ ] m] [ ] =] ]
Customizable visualization of metrics =] m] [m] [ ] ]
Interactive visualization of metrics [ ] m] [m] =] ]
Export metrics in different formats o o m] u ]
Online web-based application =] ] [ ] [ ] ]
Number of metrics 16 27 14 38 46
Last update date Apr'22  May’20 Jan’15 Feb’22  Jun’22

m It supports the characteristic. O It does not support the characteristic.

valid configurations, and the ratio of optional features) was identi-
fied as the sufficient subset of the proposed metrics to assess the
maintainability of a single FM [2]. However, metrics can be used
to characterize FMs beyond supporting their quality evaluation.
By including all fundamental information, not just maintenability
metrics, our tool allows us to answer questions such as which FM
is more appropriate for teaching purposes?, which FMs can be used
to evaluate a new fancy algorithm to optimize configurations?, or
which are the properties of the FMs that affect more the scalability
of your proposal?. For instance, for teaching purposes, a small FM
that includes at least one feature and relation of each type (e.g., an
or-group, an xor-group, a requires and an excludes constraint, a
dead-feature) is more appropriate than a large FM that cannot even
be completely visualized in a feature diagram. In contrast, to evalu-
ate the scalability of a new analysis operation, a large-scale FM with
thousands of features and constraints may be preferable. Existing
FM tools such as FeatureIDE [23], Glencoe [19] and DyMMer [6]
provide a metrics report, but this report is usually embedded within
the user interface (in the case of Glencoe) or hindered within the
tools (e.g., as Eclipse properties in FeatureIDE) and do not provide a
visualization or external report to effectively communicate the met-
rics and analysis results. Only DyMMer [6], which does not support
analysis, allows exporting the metrics to CSV and PDF. Abuzaid
and Scott [1] conducted a systematic review on visualization of
software quality metrics, but it focuses on common metrics for
software (e.g., lines of code) instead of FM metrics. Our proposed
tool allows users to generate a visualization of FM metrics to effec-
tively communicate the information simply, clearly, and accurately.
Furthermore, our tool allows exporting the characterization and
visualization to different formats (SVG, PNG, plain text, and JSON).
Table 1 compares FM Fact Label with four well-known open source
tools in SPL that report visualization of FM metrics.

3 A VISUAL CHARACTERIZATION FOR FMS

Figure 1 illustrates the proposed visualization for FM characteriza-
tions. The design of the visualization is inspired by the nutrition
fact label used in the food industry for packaged foods [10] that
clearly differentiates the different types of information. The FM
information on the FM fact label is divided in four parts:

Name. The name of the FM is shown at top of the label. The
name can be provided in a web form when uploading the FM; in
other case, it is extracted from the filename.


https://web.diverso-lab.us.es/fmfactlabel

— = Metadata. Just below
Llnux 2-6-33-3 Slmple the name, some op-
Version of the Linux kernel FM in which pseudo-complex constraints have tional metainformation

been converted into simple (requires and excludes) constraints. .
of the FM can be dis-

Tags: Linux, KConfig, OS, real-world FM
played, such as a brief

Author: Alexander Kniippel et al.
Year: 2017

Domain: Operating systems e
description, a list of
Features 6467 k d
Abstract features o (o%)| tags or keywords re-
Abstract leaf features 0 (0%)| ]ated with the FM, the
Abstract compound features 0 (0%)
Concrete features 6467 (100%) author(s) of the FM,
Concrete leaf features 5523 (85%)| the year of creation
Concrete compound features 944 (15%) . A
Compound features 944 (15%)| or publication, the do-
Leaf features 5523 (85%) ;
Root feature 1 (0%) main, and a URL or
Top features 1004 (16%)| DOI of the FM loca-
Solitary features 6281 (97%)

tion or paper where it

Grouped features 185 (3%)

Tree relationships 6322 is published. All these
Mandatory features 244  (4%)| . f ti
Optional features 6037 (96%)| IIormation are manu-

Feature groups 41 (1%)| ally provided in a web
Alternative groups 39 (95%) f
Or groups 2 (5%)| form.
Mutex groups 0 (0%)
Cardinality groups 0 (0%) .

Depth of treig P 7 Metrics. The structural
Max depth of tree 4 measures or syntatical
Mean depth of tree 2.7 o Y
Median depth of tree 3 statistics of the FMs are

Branching factor 6.85 shown at the center of
Avg children per feature 1
Min children per feature 1 the label. We have con-
Max children per feature 1004 : :

Cross-tree constraints 7650 sidered those metrics
Simple constraints 7313 (96%)| extracted from the lit-

Requires constraints 7108 (97%)

Excludes constraints 205 (3%)| erature (2, 4, 5] that
Complex constraints 337 (4%)| are Widely used for the

Pseudo-complex constraints 0 (0%)

Strict-complex constraints 337 (100%) quality evaluation of

Features in constraints 2943 (46%)| FMs. We have also con-
Avg constraints per feature 2.38

Min constraints per feature 0 sidered additional con-
Max constraints Eer feature 517 Cepts that can be mea-
Valid (not void) Yes sured in the FM such
Core features 53 (1%) .
Dead features 211 (3%)| as the different types

Variant features 6203 (96%)
False-optional features 39 (1%)
Configurations <3.90e1672

of intra-tree relation-
ships (e.g., types of fea-
ture groups) or the dif-
ferent types of con-
traints (e.g., pseudo-complex constraints and strict-complex con-
straints [13]). All these measures can be directly obtain from the
FM structure and from the list of constraints without requiring
additional reasoning (e.g., a SAT solver). We classify and group the
related metrics hierarchically. For each metric, we show its quanti-
tative value and its ratio with regard to its immediate parent. For
example, the Requires constraints metric shows the number of
constraints of the type “featureA REQUIRES featureB” and the
percentage of requires constraints with regard the total number of
simple constraints (i.e., requires and excludes).

Figure 1: A fact label for the Linux FM.

Analysis results. The results of analyses of FMs or semantical
metrics are shown at the bottom of the label. In contrast to the
structural metrics, these measures are obtained by reasoning on
the FMs (i.e., using a SAT or a BDD solver).

4 FMFACT LABEL TOOL

FM Fact Label is an online web-based application that builds an FM
characterization and generates its visualization as a fact label.

Feature Model

ﬂ FM Characterization i ‘
FM Property i Web Service
FM Property oroperty Measure = 50N
* name: str « value: Any T
* description: str o size: int JSON
parent
* ratio: float
FM Metadata FM Metrics FM Analysis FM Fact Label
- NAME - FEATURES - VALID e
- DESCRIPTION - ABSTRACT FEATURES || - CORE FEATURES
- AUTHOR - CONCRETE FEATURES | | - VARIANT FEATURES Visualization
- TAGS - LEAF FEATURES - DEAD FEATURES {Data-Drlvep Document)
- DOMAIN - ROOT FEATURE - FALSE-OPTIONAL FEATURES A e
-YEAR - CONSTRAINTS - CONFIGURATIONS st
- URL/DOI - SIMPLE CONSTRAINTS | | - ATOMIC SETS g

Python framework for Automated Analysis
[Galindo & Benavides, 2019]

UVL/FeaturelDE Analysis Solvers
Featire Mol (SAT, BDD, )

Server-side Client-side

Figure 2: Architecture and technologies of FM Fact Label.

4.1 Software architecture and technologies

Figure 2 gives an overview of the architecture and technologies of
the tool. It offers a web service providing an online form to upload
the FM and its metadata. Currently, UVL and FeatureIDE formats
are supported. The FM Characterization module is in charge
of collecting all FM information. In the tool, we use the term FM
property to refer to any FM characteristic regardless of its nature
(i.e., metadata, structural metrics, or analysis results). An FM prop-
erty contains a name and a description that are then shown in the
visualization for documentation purposes, and a parent property to
build the hierarchy of properties. Each FM property can be instan-
tiated with an FM Property Measure that provides the value (e.g.,
the list of leaf features in the FM), its size (e.g., the number of leaf
features), and its ratio (e.g., the percentage of leaf features wrt the
total number of features in the FM). To obtain these data, the tool
delegates the analysis to different external third-party tools for FM
analysis. Currently, our tool delegates to the Python framework for
automated analysis [11]. At this date, the FM characterization pro-
vides up to 46 measures, including metrics and analysis results, and
it is open to extension with further metrics from the SPL literature.
Once the FM characterization is built, its fact label visualization is
automatically generated on the client side using D3 [7]. D3 relies
on web standards (i.e., HTML, CSS, JavaScript, SVG, and JSON) to
combine visualization components and a data-driven approach that
allows binding arbitrary data to a Document Object Model (DOM),
and then applying data-driven transformations to the DOM. The
tool benefits from D3 to provide an interactive and configurable
visualization of the FM characterization.

4.2 Interactive and configurable visualization

Figure 3 schematizes the visualization and functionalities of the tool.
First, all metadata are optional, so the user only needs to provide
the desired information to be included in the visualization. The
URL/DOI of the FM file or publication, if provided, is encoded in a
graphical clickable icon. Second, each FM property can be collapsed
or expanded to hide or show the desired subproperties. Further-
more, for each property, its description is shown as a mouse-over
tooltip explaining the meaning of the property, and the concrete
value (e.g., the list of constraints) is shown when clicking on the



configuration options
e

-
name | JHipster v3.6.1 |-
Metadata A popular open-source code generator for web applications.
(brief description, | | Autnor: Axel Halin et al. ..-all metainformation are optional PNC .
author, year, tags, | [ Year: 2017 - visualizatiotexport
domain, URL,...) || Domain: web applications £\ or publication URL/DOI- -G8
expanded property--pEFeatures 45 Pl ‘\
collapsed property-+} w& Abstract features 13 (299%) [characterization export
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Metrics Alternative groups 10 (100%)
(structural measures, | @ Depth of tree 5
syntactical statistics,| | ) Branching factor 3.38
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Analysis Valid (not VOid) Yes values of the
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Configurations 26256

Figure 3: FM Fact Label tool.

property. Third, additional configurable options are provided to col-
lapse/expand all subproperties at once or to hide those properties
whose values are zero or empty. The configured visualization can
be exported in high quality format (i.e., SVG) to be included, for
example, in research publications, or exported as a raster graphic
(i.e., PNG) for portability on the network. Finally, the complete FM
characterization can also be exported in JSON format or plain text
for further computation or analysis.

5 CONCLUSIONS AND FUTURE WORK

FM Fact Label is a tool to generate visualizations of FM characteri-
zations based on FM metadata, syntactical and analytical metrics.
The tool can be part of the UVL ecosystem and its architecture
can be easily extended to work with other analysis tools for FMs
and to support additional metrics. With this contribution, we help
SPL practitioners in identifying the distinctive characteristics of
the FMs and select the most appropriate FM for their needs. We
envision that FM Fact Label can be integrated in different tools as
an independent artifact and we plan to integrate it in the under
development UVL reposistory [18].

As future work, we plan to incorporate additional features such
as thresholds for the metrics, and configuration options such as a
horizontal visualization of the label. Moreover, we plan to use the
FM characterizations to propose advanced analysis such as studying
the properties that most affect the performance of a given analysis
operation or calculating some analytical metrics (e.g., number of
configurations) from the structural properties of the FM by using,
for example, neural networks.

OPEN SCIENCE

Tool: https://web.diverso-lab.us.es/fmfactlabel

Code repository and video demo: https://github.com/jmhorcas/fm_characterization
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