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In this paper, we verify physical events using data from an ensemble of smart home sensors. This approach both protects against event
sensor faults and sophisticated attackers.

In order to validate our system’s performance, we set up a “smart home” in an office environment. We recognize 22 event types
using 48 sensors over the course of two weeks. Using data from the physical sensors, we verify the event stream supplied by the event
sensors to detect both masking and spoofing attacks.

We consider three threat models: a zero-effort attacker, an opportunistic attacker and a sensor-compromise attacker who can
arbitrarily modify live sensor data. For spoofed events we achieve perfect classification for 9 out of 22 events and achieve a 0% false
alarm rate at a detection rate exceeding 99.9% for 15 events. For 11 events the majority of masking attacks can be detected without
causing any false alarms. We also show that even a strong opportunistic attacker is inherently limited to spoofing few select events and
that doing so involves lengthy waiting periods. Finally, we demonstrate the vulnerability of a single-classifier system to compromised

sensor data and introduce a more secure approach based on sensor fusion.
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1 INTRODUCTION

With the advent of commercial smart home devices, the Internet-of-Things (IoT) paradigm is no longer a dream of the
future. From smart locks over smart surveillance cameras to remote-controlled garage doors, IoT devices are starting to
permeate consumer homes, enriching them with a wide variety of functions and information that is only a button press
away.

Unfortunately, this new and fast-evolving market has pushed manufacturers towards quick development cycles that
favor features and a fast time to market over security issues. This has led to an ecosystem where vulnerable devices are

far-spread and often remain unpatched [30].
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Fig. 1. An example of how door events can affect different sensors. The red lines correspond to the timing of first a door opening
event and then a door closing event. One can see that the door closing event has a clear effect on all three sensors, whereas the door

opening event affects primarily the light and pressure sensors.

Several approaches have been proposed to reduce the risk posed by insecure IoT devices. Most of these approaches
focus on either device and smart application permission systems [15, 28, 40] or network traffic analysis [2, 34, 47]. But
none of these approaches can protect event integrity after a device has been compromised. A compromised device can
control what data it sends to the smart home system and thus lie about what it is really doing or sensing. Possible
attacks range from smart cameras being turned on without the knowledge of the occupants to smart locks not locking
the door as instructed. An interesting property of smart home systems is the interconnectedness of events. A device
that seems to have no security relevance can become an attack vector if it triggers actions by other devices (e.g., a
system that unlocks the back door when the kitchen light is being turned on [8]). An overview of smart home devices
and potential attacker goals can be found in Table 1.

While the presence of cheap and possibly insecure devices in their homes puts consumers at risk, the pervasiveness
of sensors also provides new ways to strengthen the security of these systems. As sensors can measure the physical
effects of device actions and events, they can thus be used as a secondary source to verify that these events have
actually occurred. As an example, Figure 1 shows how a closing door affects a pressure sensor, a light sensor and
an accelerometer placed within the same room. Table 1 provides a (non-exhaustive) overview of which sensors are
expected to sense effects of events relating to current smart home devices.
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Table 1. Smart home devices and possible attacker goals. Attacker goals follow the classification by Denning et. al. [10]. Each device
affects the readings of nearby sensors that could be used for event verification. Devices used in our real-world experiment are
highlighted in bold.

Device Attacker goal Sensors for verification References

Door Enabling physical entry, Physical theft Accelerometer, Light, [8]
Air pressure, Microphone

Window Enabling physical entry, Physical theft Accelerometer, Air quality, [11, 28]
Air pressure, Microphone

Window shade  Espionage, Voyeurism Accelerometer, Power, [5, 35]
Microphone, Light

Light Data exfiltration, Espionage, Causing physical harm Light, Power [42, 43]

Smart cam Espionage, Voyeurism Power, Accelerometer [9]

Thermostat Enabling physical entry, Extortion Temperature [10, 28]

Door lock Enabling physical entry, Physical theft Accelerometer, Microphone [23]

Siren Causing physical harm, Light, Microphone [14]
Causing environment damage, Misinformation

Kettle, Oven, Iron  Causing physical harm, Power, Temperature, Humidity, [8, 11]

Causing environment damage Accelerometer, Microphone

In this work, we introduce PEEVES, a system that automatically verifies events in smart homes based on their
physical signatures. As events are fed into the system, it uses the distributed sensor data for supervised learning of the
corresponding event signatures. By leveraging sensors available in the same physical environment, PEEVES can verify
if reported events have actually occurred. Our system is able to automatically learn these signatures and the sensors
that are relevant for verification without supervision by the user. We show the feasibility of PEEVES in a real-world
experiment.

In this paper, we make the following contributions:

e We introduce PEEVES, a system to automatically learn smart home event signatures for various sensing modalities.

e We test PEEVEs in a real-world experiment with 48 sensors and 22 different event types over two weeks. We use
the resulting dataset to evaluate PEEVES against spoofing and masking attacks, and we make this dataset publicly
available ! .

e We introduce a method for the attacker to predict attack opportunities to increase their success rate and show
that PEEVES is still effective against this strong adversary.

e We evaluate PEEVES against an adversary that can compromise parts of the verification system and demonstrate

how sensor fusion can be used to improve resiliency against this kind of attack.

The remainder of the paper is organized as follows: Section 2 gives an overview of smart home background and
related work. Sections 3 and 4 outline our system and threat model. We describe our experimental design in Section 5
and our methods in Section 6. We present our results in Section 7, discuss real-world issues and limitations in Section 8,

and conclude the paper in Section 9.

Uhttps://www.doi.org/10.5287/bodleian:mv22Jk2Xj
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2 BACKGROUND
2.1 Smart home systems

Smart home systems enable users to remotely control and monitor devices and automate everyday tasks. These devices
range from surveillance cameras over smart locks to self-learning thermostats. Due to these devices, users are now able
to remotely view their homes, automatically unlock the front door when arriving at home, and offload the burden of
worrying about energy-efficient heating.

There are many competing smart home systems ranging from commercial solutions such as Samsung’s Smart-
Things [26] and Apple’s HomeKit [25] to open-source tools like OpenHAB [37] and HomeAssistant [3].

Even though these systems use different terminology, they all have the same fundamental conceptual design.
Each system uses a smart hub as a central node that aggregates data and controls the interactions between devices.
Additionally, the hub often connects devices to external cloud services. Devices can have sensors measuring their
physical environment, as well as actuators that interact with it. For example, the opening and closing of a door can be
detected by a magnetic contact switch (sensor) mounted on the doorframe, whereas a smart light switch (actuator) can
be used to remotely control a ceiling light.

These devices have internal states that are representations of the actual physical states they are monitoring. In the
previous example, the door can be either “open” or “closed”, while the ceiling light has the states “on” or “off”. Physical
events are state changes that can be triggered by the user directly (e.g., opening a door), through a user interface (e.g.,
“Alexa, turn on the kitchen light”), or automatically by the system hub (e.g., lower blinds at sunset every day). When a
smart device notices that a monitored physical state changes, the device notifies the hub by sending an event notification.
Note the difference between physical events and event notifications. Physical events are the phenomena happening
in the real world, whereas event notifications represent the view that a smart device has (or claims to have) of those
phenomena.

Automations of devices are configured by the user through rules that typically follow the trigger-action principle.
For example, a rule can state that whenever the kitchen door opens (trigger), the ceiling light in the kitchen should be
turned on (action). In many systems, several actions can be grouped together by creating modes to simplify rules. If the
user wants to open the blinds and make a cup of coffee every time their alarm goes off, they can create a “good-morning”

mode that triggers all these actions at a certain time rather than program them all individually.

2.2 Related work

2.2.1 Security of smart home systems. There has been extensive research focusing on the security of smart home systems
and devices. Fernandes et al. [14] investigated the popular SmartThings system and uncovered several vulnerabilities
due to overprivileged smart home applications. One of these vulnerabilities allows malicious applications running on
the smart hub to spoof events as if they were originating from other devices in the network, thus triggering unintended
actions such as erroneously setting off a fire alarm. This risk extends even beyond malicious control software as
presented in their paper, as compromised devices can easily send false event updates, or suppress the notification of an
actual event. More recently, Goksel et al. [19] have shown how even events that are just delayed or reordered can affect
the safety of smart home systems; this vulnerability could be exploited by a determined attacker.

As demonstrated by Sivaraman et al. [49], malicious mobile phone applications can compromise home networks and
thus open up smart home systems to attacks from remote attackers over the internet. Ronen et al. [43] showed how
physical proximity can be used to compromise smart devices. They exploited communication protocol flaws present in
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Philips Hue smart lamps to create a worm that can spread across a city from household to household. In [42], Ronen
and Shamir further showed how attackers can misuse compromised smart devices such as smart lights and go beyond

their intended functionality.

2.2.2  Security of trigger-action programming. Previous work has highlighted the risks posed by unsafe and insecure
interactions between devices and smart applications. Device actuations can lead to unintentional consequences if
trigger-action rules are being used in different contexts [28], if they include external trigger-action platforms [8], or if
they include hidden inter-app interactions through physical channels [11]. These issues have been addressed through
more fine-grained permission systems and policy frameworks [28, 50, 54], better logging for forensic purposes [52],
and static analysis of smart applications [7, 8, 11, 12, 36] to detect possible physical channel interactions. IoTSafe [12]
further combines static analysis with dynamic testing to tailor the discovery of physical side-channels to the current
deployment. A recent survey by He et al. [22] gives a good overview on how context sensing can be used for access
control in these systems. While these systems help to reduce the risk that physical channel interactions pose, they do
not protect against cases where an existing and desired trigger-action rule is being exploited, e.g., by a compromised

smart home device.

2.2.3  Device and behavior fingerprinting. There has been an increased interest in identifying smart home devices and
fingerprinting of device behavior. Several solutions have been proposed that identify devices based on their network
traffic fingerprint [4, 34, 47]. Other work has focused on inferring smart home activities and device event signatures
from network traffic to highlight the privacy implications of wireless communication in smart homes [1, 2]. Aegis [48]
monitors smart home usage patterns based on event sequences and detects malicious events by comparing observed
behavior to previously learned fingerprints of benign user behavior.

Closest to our work is HoMonit [56], which uses network traffic based event fingerprints to detect event spoofing
from misbehaving smart applications. HoMonit builds automata that model the behavior of smart applications and
then extracts event signatures from wireless smart home traffic. In combination, these methods enable the detection of
misbehaving smart applications if the expected behavior deviates from the actual behavior inferred from the network
traffic. However, this does not prevent event spoofing when the attack originates from outside the smart hub, e.g.,
because of a compromised smart home device. In this case, the event network signature will be present although the

triggering event has not occurred.

2.2.4 Event detection with heterogeneous sensors. Recent research has exploited the fact that smart home events have
physical effects that can be measured through various sensing modalities. Perceptio [21] builds on the idea of context-
based pairing [33, 45] which relies on common sensor measurements to provide the entropy needed to derive symmetric
keys. But as devices present in a smart home have diverse sensing modalities, pairing protocols must consider this
device heterogenenity in order to be usable. The authors of this paper make the observation that even if devices do
not share a common sensor type, they can be affected by the same physical events in different ways. For example,
when in use, a coffee machine has a distinct sound fingerprint that can be picked up by a microphone. If the coffee
machine is connected to a power meter, that device can detect the power usage of the coffee machine. Although those
two sensors might measure very different patterns and even register the event at different times, the timespan between
two subsequent events is the same. Perceptio uses this inter-event timing information to construct fingerprints for each
event type witnessed by a sensor. These fingerprints are then used to provide the entropy for its pairing protocol.
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In a recent paper Fu et al. presented HAWatcher [17], a smart home anomaly detection system that uses event
correlation combined with semantic analysis of smart applications to generate rule sets that can be checked at runtime
to detect unusual system behavior. This system also takes into account the state of sensors that are used in trigger-
action rules by creating corresponding threshold-based events. While this allows HAWatcher to consider event-sensor
correlations in a limited and coarse-grained fashion, the system is not able to detect correlations with sensors that
are not already part of a trigger-action rule. This means that the majority of sensors are not leveraged for anomaly
detection, which leaves the system more vulnerable to compromised sensors.

In a non-security context the observation that physical events can affect a diverse range of sensors in home
environments has been used for activity recognition systems. This has been used to detect both human and device
activities in homes through diverse means such as microphones [16], electromagnetic interference [20], as well as
many other ambient sensor modalities [29, 31]. A recent paper aiming to provide general-purpose sensing in home
environments is SyntheticSensors [32]. In this paper, synthetic sensors are introduced as an abstraction to physical
events to improve the usability of such a system. The system is based on a single sensor board with nine sensors
covering twelve different sensing modalities. Individual synthetic sensors are then represented by a base-level Support
Vector Machine (SVM), and a global multiclass SVM is trained on the output of all the base-level SVMs. Examples for
the 38 synthetic sensors considered in this paper are events that also typically appear in smart home systems, such as
"Kettle on", "Door closed" or "Dishwasher running". This paper gives an interesting outlook on how and what kind of
events can be detected in a smart home setting.

However, unlike PEEVES, none of the aforementioned activity recognition systems are designed with an adversary in
mind and events have to be labeled explicitly by the user. In contrast, PEEVES can verify the veracity of reported smart
home events to defend against event spoofing and masking attacks and uses smart home event notifications to learn

event signatures automatically.

2.2.5 Attack-resilient sensor fusion. The possibility of falsified sensor data has been recognized in areas that rely heavily
on sensor data such as cyber-physical systems (CPS), wireless sensor networks (WSN) and co-presence detection.

In CPS this is typically mitigated through resilient state estimation [38, 55] and physical anomaly detection tech-
niques [18, 39] that both exploit that the underlying physical processes of these systems are well understood due to
their closed-loop designs. To combat more stealthy attacks that are able to evade anomaly detection, Ivanov et al. [39]
propose to use dynamic fusion intervals that allow the system to stay resilient to such attacks as well as to transient
faults. In smart home systems, however, events happen sporadically and the specific correlations between actuators
and different sensors are unknown at design time. More recently, deep learning methods have been proposed for CPS
security applications [53]. Yet, there have already been studies showing how these detection systems can be evaded by
a determined attacker [13].

There is very little research on the effect of compromised nodes on event detection in WSNs. In [24], the authors
state that typical algorithms to detect anomalies in sensor network management are not expected to perform well in
the presence of an adversary, as they are not designed to cope with colluding nodes. To close this gap, the authors
propose a method to detect spoofing and masking of events in sensor networks based on a spatial correlation technique.
While this method is shown to work well in simulations and on a real-world dataset of seismic vibrations, it is not
applicable in a typical smart home context. This is due to the fact that it is designed with large-scale networks in mind
and because it requires that the locations of sensors are known. Furthermore, it focuses on a single sensing modality
and is as such not usable with a more diverse set of sensors.
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Methods using the co-presence of devices for context-based pairing rely on the measurements of environmental
sensors to establish the necessary entropy to create a common secret. Shrestha et al. [46] showed how readings of
different acoustic, radio-frequency and physical environment sensors can be manipulated to gain an advantage in
defeating context-based co-presence detection methods. In their paper, the authors compare two different approaches
to fuse the different sensors: feature-fusion, which feeds the features of all sensors into a single classifier, and decision-
fusion, where classifiers are trained on sensor subgroups before the decisions of these classifiers are aggregated. In
their evaluation, the authors observe that fusing the used sensors on a decision level can reduce the attack success
rates when dominant sensors are manipulated. However, this can come at the cost of usability as weaker sensors might
increase false negative rates. The observation that fusion methods can introduce this tradeoff between reducing the
overall attack success rate and increasing the reliance on weaker sensors informs our approach to fusing sensors in a

robust way to overcome the risk of individual compromised sensors.

3 SYSTEM MODEL

We consider a system model inspired by contemporary smart home systems as described in Section 2. These systems
are controlled by a central hub, and all their traffic is routed through that hub.

Besides the hub, PEEVES consists of several heterogeneous smart home devices. Devices have attributes that describe
what they can do. These attributes can be possible device states or measurements, and supported actions.

In our system, we differentiate between two different attribute types. Attributes related to physical events are
considered to be event sources. These attributes consist of a finite list of possible device states or actions. For example, a
door sensor has the states “open” and “closed”, whereas a window shade understands the actions “up” or “down”.

When the state of a device changes in the real world, we refer to it as a physical event. For example, this can be
someone turning the door handle and pushing the door to open it, or the window shade moving from one position to
another. We define event notifications as reported state changes occurring at time ¢. An event notification is represented
by a tuple E; = (d, a), where d is the affected device and a is the changed attribute of the event source. We assume that
events are reported in a timely manner, i.e., the system rejects delayed event notifications. This is a parameter that
should be chosen to accommodate the expected network delay (e.g., ~20-200ms for Zigbee with a maximal payload size
of 150 bytes and a maximal hop size of 6 [27]). We disregard this parameter in our analysis for the sake of simplicity.

The goal of PEEVES is to verify if the physical event associated with a received event notification did in fact occur.
Hence, the verification of a physical event is triggered by the reception of an event notification.

Other sensors of various datatypes provide measurements and are used as verification sensors. Data collected by
verification sensors gets transmitted to the central hub for further processing. This data is then being used to learn the
sensor-specific physical fingerprints of events. Event verification is done by the hub and is based on the aggregate data
of all the sensors. We assume that event sources and verification sensors remain uncompromised during training and
that the hub system software remains uncompromised during operation as well as training.

PEEVES provides a countermeasure to event spoofing, i.e., when an event source or a malicious application running on
the hub [14] reports an event that has not physically happened. The system can additionally be used to check for event
masking, i.e., when an event notification is suppressed for a real physical event. In this case, the system continuously

checks for event occurrences on a rolling window of sensor data. An overview of PEEVES is given in Figure 2.
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Fig. 2. This figure gives an overview over PEEVES and three exemplary scenarios. The window shade at the top exhibits a fault and
does not act on a command by the smart hub in the middle. On the bottom right, the door sensor sends a spoofed event to the hub,
falsely claiming that the door has been opened. To the left of it, the light bulb has been turned on without sending an update to the
hub — masking the event. PEEVES uses verification sensors to check the physical fingerprints of the corresponding events. This is
possible as these events have measurable effects (dashed lines) on sensors measuring physical phenomena such as power meters (top
left), accelerometers (top right) or light sensors (bottom).

4 THREAT MODEL

We consider an attacker that is able to remotely compromise event sources in the smart home. This allows them to
trigger any supported actions or events directly, bypassing the hub. The attacker is, however, not able to make any
physical changes to the devices or events. Furthermore, the attacker is able to choose when and if they report an event
to the hub. The attacker is thus able to launch both spoofing and masking attacks for the compromised event source.
However, events that have a large delay between event timestamp and time of notification will be automatically rejected
by the system (i.e., the attacker can not delay their decision to launch the attack).

For example, an attacker might want to gain access to a house. Similar to the example in IoTGuard [8], the back door
of the house gets unlocked when the smart home enters a “home mode” which is triggered when the front door opens.
The attacker can then use a compromised door sensor to spoof an opening door event to trigger the “home mode” and
thus unlock the back door. Similarly, an attacker might mask an event that warns the user that the privacy mode of a
smart camera has been turned off if they want to spy on the inhabitants without alerting them.
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Table 2. The different sensor modality types con-
sidered as verification sensors in the real-world

experiment. The number of sensors deployed of a
certain type is given in parentheses.

Abbreviation Sensor modality (#)

A Accelerometer (10)
G Gyroscope (10)
M Magnetometer (1)
P Air pressure (9)
H Humidity (5)
T Temperature (10)
L Light (7)
PM Power meter (7)
Fig. 3. The device deployment for the experiment is pictured in this floorplan. AQ Air quality/COz (2)
The numbers refer to the group numbers in Tables 3 and 4. Sensor group 8 is S Sound pressure level (6)
mounted on the door, groups 9 and 11 are placed on tables, and group number R Received signal strength (6)
4 is fixed to a shelf. All the other sensors are mounted on the wall. TC Thermal camera (2)

However, mismatches between the internal state of a smart home system and reality are not limited to malicious
behavior. In our experiments, we have experienced how device faults can have similar effects to attacks. Examples
include a window shade not executing commands despite acknowledging them (e.g., due to being stuck) and a smart
radiator valve that did not notice that it was constantly heating due to a blocked actuation pin. These kinds of faults
are particularly common with “retrofitted” smart devices, i.e., regular devices with added smart control logic. The less
integrated the smart and normal components of the device are, the more likely is a mismatch between the device’s
reported and actual state changes.

Our system considers three types of attackers:

o Zero-effort attacker/Sensor fault
o Opportunistic attacker

o Sensor-compromise attacker

For all attacker types, event sensors are considered to be untrusted, as they can be compromised or exhibit random
faults. None of the attackers has physical access to the devices. The zero-effort attacker spoofs or masks events
at arbitrary times and does not have knowledge of any system parameters such as the features used for detection.
Furthermore, this attacker can not read the data of the verification sensors.

In comparison, the opportunistic attacker knows all the system parameters such as the features used for detection
and has read access to the current data of all sensors. Using this information, this attacker tries to spoof or mask only at
times when they think they will be likely to succeed. The attacker’s goal is to maximize the probability of their spoofed
or masked event going undetected (i.e., being incorrectly judged as genuine) while minimizing the amount of time they
have to wait for an attack opportunity. Neither the zero-effort nor the opportunistic attacker can modify or suppress
data originating from verification sensors.

Finally, a sensor-compromise attacker is an extension of the opportunistic attacker. In addition to the above capabilities,
a sensor-compromise attacker can also modify the sensor data of a subset of verification sensors in real-time (e.g., replay
a correct sensor signature of a compromised accelerometer for the “door closed” event). The attacker uses this to create
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(c) The user interface running on an Amazon
Fire tablet. It allows users to control the fan,
radiator and window shade, as well as make

switch at the top is being used to detect when attached force-sensitive resistor. coffee.

the window is being opened or closed.

Fig. 4. Experimental setup

opportunities by manipulating the compromised sensors’ data streams. The sensor-compromise is still bound by the

system requirement of timely sensor data (i.e., they can not retroactively modify sensor data).

5 EXPERIMENTAL DESIGN

To evaluate the feasibility of our proposed system, we conduct an experiment in which we collect the physical signatures
of 22 event types in a smart office environment. The experiment is conducted continuously over two weeks while the

office is being used by four people for their everyday work.

5.1 Overview

During the study, we collect data for a diverse range of events and sensing modalities. In an office, we distribute thirteen
Raspberry Pis, each equipped with several environmental sensors to collect data. The deployment for this experiment
can be found in Figure 3, while a detailed sensor configuration is listed in Table 3. A description of the sensor types
used in the experiment can be found in Table 2. We consider as event sources: an office door with automatic closing
mechanism, a sliding window, a ceiling light, an automatic window shade, a fridge, an automated tower fan, a smart
radiator valve, a smart coffee machine, a PC with attached screen and a smart camera with privacy mode. Over the
whole two week duration of the study, we registered 2773 events in our smart environment. A description of the event

sources together with their corresponding events and event occurrences can be found in Table 4.

5.2 Data collection

The ground truth for the events is collected as follows. The door, window and fridge are outfitted with magnetic contact

sensors, shown in Figure 4(a). Light switch events are registered through a force-sensitive resistor that registers when
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Table 3. The sensor configuration for the real-world experiment. The sensor modalities covered by each sensor are given in parentheses.
The used abbreviations can be found in Table 2. The deployment is pictured in Figure 3.

Group # Device

Sensor (Modalities)

Pi#1

MPU6050 (A/G)

BMP280 (P/T)

TSL2560 (L)

USB microphone (S)

Ralink RT5370 USB WiFi dongle (R)

Pi#2

MPU6050 (A/G)

BMP280 (P/T)

TSL2560 (L)

USB microphone (S)

Ralink RT5370 USB WiFi dongle (R)

Pi#3

MPU6050 (A/G)

BME680 (P/H/T)

TSL2560 (L)

SGP30 (AQ)

USB microphone (S)

Ralink RT5370 USB WiFi dongle (R)
Contact sensor (window 2)

Pi #4

Plug #3
Plug #4

MPU6050 (A/G)
Contact sensor (window 1)

TP-Link HS110 (PM of window shade)
TP-Link HS110 (PM of smart cam)

Pi #5

MPU6050 (A/G)

BMP280 (P/T)

TSL2560 (L)

USB microphone (S)

Ralink RT5370 USB WiFi dongle (R)

Pi #6

MPU6050 (A/G)

BMP280 (P/T)

TSL2560 (L)

USB microphone (S)

Ralink RT5370 USB WiFi dongle (R)

Pi#7

MPU6050 (A/G)

BME680 (P/T/H)

TSL2560 (L)

SGP30 (AQ)

USB microphone (S)

Ralink RT5370 USB WiFi dongle (R)
Force-sensitive resistor (ligh switch)

Pi #8

ST Micro LPS25H (P/T)

ST Micro HTS221 (H/T)

ST Micro LSM9DS1 (A/G/M)
Contact sensor (door)

Pi #9
Pi #13
Plug #5
Plug #6
Plug #7

MPU6050 (A/G)

Fan remote control

TP-Link HS110 (PM of fan)
TP-Link HS110 (PM of PC)
TP-Link HS110 (PM of screen)

10

Pi #10

Plug #1
Plug #2

MPU6050 (A/G on fridge)

BME680 (A/T/H on fridge)

BME680 (A/T/H inside fridge)
TSL2560 (L inside fridge)

Contact sensor (fridge)

TP-Link HS110 (PM of fridge)

TP-Link HS110 (PM of coffee machine)

Pi #11

MLX90640 (TC)

Pi#12

MLX90640 (TC)
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Table 4. This table shows the event sources considered in the real- Table 5. This table gives an overview over which events were
world experiment and their corresponding event notifications. The triggered manually and which were automatically triggered
number of event occurrences is given in parentheses. The group following a schedule. For automatically triggered events, the
number refers to the deployment group number pictured in Figure 3. schedule of device actuations is given.
Group # Event source Event notifications (#) Event source Manual  Automatic Schedule
Window opened (44) c X v/ Toggle every
i amera
3 Window Window closed (44) hour (24/7)
equiva eQ3 radiator Radiator on (41) Coffee machine v X -
thermostat Radiator off (41) Door v X -
Samsung SmartCam Camera on (156) Doorbell v X _
4 SNH-VP6410PN Camera off (156)

Night: 2 min ev-

Teptron Move window Shade up (74) Fan v v ery 30 min; day:
shade controller Shade down (75) 2 min every 2 h
. . Light on (47) : v X
Light switch Fridge _
7 ight switc Light off (48)
D 4 (340) Light switch v X -
oor opene 2hon, 2 h off
8 Door Door closed (340) pPC X v 24/7)
Ring doorbell Doorbell used (52) Twice per day
Desktop PC PC on (73) Radiator v v for 30 mi'n, once
P PC off (72) for 15 min
30 min on, 30
S 144 i
9 LCD screen SEZZE zg 2213; Screen X v min off during
PC duty cycle
Tower fan Fan on (334) 6-9am: toggle
Fan off (335) every  30min;
- Window shade v v 7-9pm: t 1,
Mini fridge Fridge opened (56) -opm: toggle
10 Fridge closed (56) every 30min
Smarter Coffee Coffee machine used (34) Window v X -

the switch is being pressed, see Figure 4(b). The smart cam follows a schedule, periodically switching between privacy
mode and normal mode every hour. When the smart cam is in privacy mode, its camera is tilted towards its case,
preventing it from recording video from the room. Window shade, radiator, fan and coffee machine can be controlled
via a tablet, see Figure 4(c). As the fan used in the experiment does not have any network connectivity, we automate it
by using a Raspberry Pi Zero as an infrared remote control, shown in Figure 4(b). The doorbell events are being polled
from the Ring servers.

Events are triggered sporadically by the office occupants and automatically at certain times. Smart cam, PC and
screen events are only triggered automatically, whereas door, window, fridge, doorbell, and coffee machine events
are only triggered manually. Automatic events follow a schedule with randomized starting times to avoid systematic
cross-contamination of event signatures and to ensure that events are captured in a wide range of contexts. More details
on event schedules are given in Table 5.

We use the Network Time Protocol (NTP) to synchronize time across the Raspberry Pis used in the experiment. The
sensors connected to the Raspberry Pis are continuously being polled over their I2C interface. The measured data is

being saved locally on USB sticks. As an example, the sensor configuration of one Raspberry Pi is shown in Figure 4(a).
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In addition to the sensors connected to the Raspberry Pis, we use TP-Link HS110 power meters to measure the
voltage, current and power usage of the corded devices. The measurement data of the power meters is continuously
polled over WiFi.

5.3 Ethical concerns

This project has been reviewed by and received clearance by the responsible research ethics committee at our university.
The main concerns relate to the door contact sensors, thermal cameras and the microphones used as sound pressure
sensors. The door contact sensors could, in theory, be used to track people’s movement (i.e., when they enter or leave
the office). However, as the office is used by multiple people, it would not be possible to relate this data to individuals.
In addition, individuals can enter or leave the room freely if the door is propped open. Naturally, microphone data
would be far more sensitive. To avoid this issue, we use the microphones only as sound pressure sensors that record
sound levels, rather than the raw audio. As such, it is impossible for sensitive audio data (e.g., conversations) to be
recorded. Raw sound pressure values allow the detection of noise, but they do not allow one to accurately determine
the event or activity that caused it. Despite their low resolution, the thermal cameras could be used as low-quality video
cameras, as the outlines of humans can be easily distinguished from the colder environment. Therefore, we only collect

column and row averages of thermal image frames and thus make it impossible to recreate the original video data.

6 METHODS
6.1 Data labeling

Separately for each event, we label all points in time with either 0 (no event occurred) or 1 (event occurred). The
timestamps of 1-samples are identified by the corresponding ground truth (e.g., the precise moment a door closes as
identified by the contact switch). The event time for automatically triggered events is the moment the command is
sent to the device. 0-events are generated periodically in 1-second intervals for the remainder of time. For the spoofing
attack detection this approach initially leads to “ambiguous” labels close to events. For example, if a door closes at time
t, the system will likely detect (and correctly verify) this in a small window around t. The fact that a 0-sample very
close to a 1-sample is classified as 1 (i.e., potential spoofing opportunity) does arguably not pose a problem. While this
would, in theory, allow the attacker to spoof events just before or after actual events, there would be no incentive to do
so. In order to deal with this, we use so-called safety margins around events. We remove samples measured during
such a safety margin from both the training and test data. We set the size of the safety margin to twice the size of the
largest sensor window. For the masking attack detection, however, we can not make use of the 1-samples with the
exact time of the event as the event masking would make the actual timestamp unknown to the system. Instead, rather
than removing the 0-samples within the safety margin around the event, we label these samples as 1-samples for the
sake of evaluation, as these are the samples for which the rolling window overlaps with the sensor signature. Therefore,

a masking attack is successfully detected if any of these 1-samples is classified as such.

6.2 Dataset division

We split our 2-week dataset into three parts: development, training and testing. Each of these parts forms a block of
consecutive samples, rather than choosing the appropriate fraction of samples randomly over the entire dataset. This

reflects actual system operation, for which the training phase has to predate testing in its entirety. This is especially
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Fig. 5. Window parameter grid search for the "Door closed" event. Values given are the average RMI.

crucial as we require the event sources to remain uncompromised during the training phase. We use the first day of
data for development and split the remaining data evenly into training and testing sets.

The development set is used for two purposes: Calculation of the sensor-specific windows and feature selection. We
describe the methods for both of these in the following subsections. Based on the selected features, we then train and

test the classifier on the remaining two parts.

6.3 Sensor window selection

Each event is associated with a single timestamp (e.g., the precise moment the contact sensors detects a closing or
opening door). However, the physical signature of the event can precede, follow or overlap with the event. An illustration
of these differences is shown in Figure 1. Even for the same event, the time window in which the event signature is
noticeable depends on the sensor. For example, the door closing is preceded by changes in light and followed by an
accelerometer response. This event signature window defines the period over which sensor data is collected to verify
the event (see the next subsection for details on feature extraction). While it would be possible in principle to manually
set these sensor windows for each event based on the data, we develop an automatic approach that is used before the
system’s training phase:

The window size and position relative to the event is controlled by two parameters: ¢t and ¢t~. Given an event
timestamp t, the corresponding window will be the interval (¢ — ™, t +t™). For each event, we obtain the optimal values
for both parameters through a grid search on the development set. The performance indicator for this grid search is the
average relative mutual information (RMI, see next subsection) of all features. In order to avoid distortion of the average
by very poor features, we exclude features that do not perform better than a “random” feature. An illustration of the
results of this grid search for the same event and two different sensors can be seen in Figure 5. It is evident that the
window for the light sensor largely precedes the event (i.e., negative values of ¢~) whereas the accelerometer response
achieves the best distinctiveness in a 4-second window directly following the event.
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6.4 Feature extraction

The baseline values of many of our environmental sensors fluctuate heavily throughout the day (e.g., the air pressure
readings are dependent on the ambient air pressure outside). As we still want to capture transient changes caused by
events, we have to compute changes relative to the current baseline. To do so, we compute the features in the following
manner. For each 0-sample and each 1-sample (see Section 6.1), we construct the event signature window as described
in the previous section using parameters t* and ¢~. As the current baseline, we subtract the mean of the preceding
window with the same length as the event signature window. We then compute five statistical features (min, max, mean,
sum, and standard deviation) on the corresponding event signature window on the data of every sensor.

Following the feature extraction, we measure each feature’s quality (i.e., distinctiveness). This is needed for the
computation of ideal window sizes for each sensor (see following subsection) and feature selection. We use relative

mutual information (RMI) as a quality measure. RMI is defined as

H(event) — H(event|F)
H(event)
where H(A) is the entropy of A and H(A|B) denotes the entropy of A conditioned on B. event denotes the ground truth

RMI(event, F) =

for this sample (i.e., 0 or 1) and is therefore discrete. However, the feature space for most features is continuous. In
order to precisely determine the conditional entropy, binning would be required to discretize the features. However, the
reported RMI would depend on the binning strategy and number of bins (with more bins leading to a higher calculated
RMI). To avoid this problem, we use the non-parametric approach proposed by Ross et al. to estimate the mutual
information between the discrete event ground truth and continuous features [44].

Due to the small number of 1-samples and the resulting class imbalance, features often show a comparatively high
RMI in the development set without actually providing systematic information about the event. This is particularly
critical as feature selection is performed on a small subsample of the entire data. Due to timed automated events, events
sometimes occur at the same time. While this is not systematic, even a small number of overlaps can lead to overstated
RML. In order to limit the effect of noisy features and reduce model training time, we select features with an RMI above
40%.

6.5 Classification and metrics

In this work, we compare two decision making processes. The first approach uses a monolithic classifier as presented in
our original conference paper [6]. The second approach uses an ensemble of classifiers trained on individual sensors to
provide more robustness when faced with compromised sensors. For both approaches, we use a binary linear support
vector machine (SVM) as our classifier. We choose a linear kernel due to the large amount of training data (roughly
600,000 samples) and high number of features. The classifier is parametrized by the penalty parameter C. Since the two
classes (events and non-events) are highly imbalanced, we assign different values of C proportional to the fraction of

samples for each class. This avoids biasing the classifier towards the more common class (i.e., non-events).

6.5.1 Monolithic classifier. For the monolithic classifier approach, we train a single SVM classifier on all the features
extracted through the process described in Section 6.4. Therefore, all the sensors with features that have sufficiently
high RMI values could possibly influence the decision of this classifier. Instead of using the actual binary classifier
decision, we calculate each sample’s distance to the decision boundary. This allows us to then define a threshold on
this distance to control the tradeoff between detection rate (DR) and false alarm rate (FAR). In a spoofing attack, the
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attacker flips a 0-sample (non-event) to a 1-sample (event). The DR is therefore defined as the fraction of 0-samples that
are correctly classified (i.e., the probability of detecting a spoofing attack conducted at a random time). Conversely, the
false alarm rate is defined as the fraction of wrongly classified 1-samples (i.e., actual events that are wrongly classified
as spoofed). For a masking attack, the attacker attempts to do the opposite (change a 1-sample to a 0-sample). The DR is
therefore defined as the fraction of correctly classified event periods (i.e., the probability of detecting a masking attack
of an actual event in a time period equal to the safety margin around the event), whereas the false alarm rate is defined
as the fraction of wrongly classified 0-samples (i.e., the probability of wrongly classifying the occurrence of a masked
event at a random point in time). When detecting masking attacks, we aggregate false alarms within a time period equal
to the safety margin to emulate normal system behavior (i.e., if several consecutive 0-samples are wrongly classified
within this time period only the first one raises an alarm). We do this because false alarms typically occur in bursts
due to the overlapping nature of the rolling windows of sensor data. We do not aggregate consecutive misclassified
0-samples for spoofing, as each of these offers a separate opportunity for the attacker. We combine both metrics into
the equal error rate (EER), which is the error rate at a threshold where (FAR = 1 — DR). Since the relatively limited
number of 1-events leads to an equally limited number of possible FARs or DRs for spoofing and masking, respectively,

we use geometric interpolation (see Figure 7) to obtain the EER.

6.5.2 Sensor fusion. As a more robust defense against compromised sensors, we use a fusion-based approach that
takes the decisions of classifiers trained on the features of a single sensor and combines those decisions using a fusion
rule. These single-sensor classifiers use the same feature extraction methods and are trained in the same way as the
classifier trained on the features of all selected sensors. A sensor is selected for the sensor fusion if at least one of its
features is selected by the feature extraction process detailed in Section 6.4.

We use a k-out-of-n fusion rule which decides that an event has occurred (is labeled as 1) when at least k out of the n
sensors used for the fusion agree that it has occurred [51]. We choose this fusion rule on account of its recognized strong
performance and ease of use [41]. As this fusion rule assigns equal weights to all classifiers regardless of individual
accuracy, it is harder for the attacker to trick the system by compromising one important sensor. Additionally, as
opposed to a simple majority rule, the parameter k can be freely chosen to control the tradeoff between DR and FAR in

addition to tuning the threshold of individual classifiers.

6.6 Attacker implementation

As outlined in our threat model (Section 4), we consider three kinds of attackers: zero-effort attackers, opportunistic
attackers and sensor-compromise attackers. The zero-effort attacker chooses their moment for event spoofing or
masking randomly without consideration for the physical environment. Conversely, the opportunistic attacker uses
information about the verification sensors to spoof at times when they are particularly likely to be successful. Finally, the
sensor-compromise attacker is an extension of the opportunistic attacker that can additionally compromise individual

verification sensors.

6.6.1 Opportunistic attacker. The goal of the opportunistic attacker is to predict whether a given point in time will be
misclassified by the verification system (i.e., at what time a spoofed event will be incorrectly classified as genuine or
when a masked event will remain unnoticed). Intuitively, the attacker could copy the verification system since they
have access to sensor readings and ground truth. Based on this system, they will learn the system’s score for each
potential point in time. However, this will only grant them posterior knowledge about opportunities (i.e., they will

learn that a good spoofing or masking opportunity would have been one second ago). In order to judge whether a
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time t is suitable for spoofing or masking, the attacker can only use information collected up to time t. To reflect this
limitation, we build an attacker surrogate model as follows:

The attacker first uses the development dataset to calculate the ideal windows for each sensor. While the development
set is relatively small (1 day), this is necessary to ensure that the attack is evaluated on the same size training and
test set as the original system. In line with the attacker’s limitations, they restrict the * parameter to non-positive
values. Intuitively, this means that only sensor information collected before the “event” is used. They then follow the
same methods as the actual system (i.e., feature selection and classifier training). Ideally, the scores produced by the
surrogate model will be correlated with those of the actual system. The attacker can then continuously classify samples
when no events are happening to find an opportunity (i.e., a sample that scores well on their model). The attacker can
then define a threshold for an attack. This threshold controls the tradeoff between success rate (i.e., the probability
the system will judge the attacker’s spoofing as a genuine event or miss that a masking attack has occurred) and the

waiting time until an opportunity is found.

6.6.2 Sensor-compromise attacker. Recall that in addition to having read access to sensor data like the opportunistic
attacker, the sensor-compromise attacker can change the data of a subset of compromised sensors. The goal of the
sensor-compromise attacker is to replace the data of the sensors under their control with data of legitimate looking
event signatures in case of a spoofing event or data from a period of inactivity in case of a masking event. The attacker
can replay previously recorded data of actual events or compute an average event signature to choose this replacement
data. However, due to the real-time requirement for sensor data imposed by the system, they can not choose sensor
data depending on data generated by uncompromised sensors.

To show the potential of an attacker that is able to execute such an attack, we implement them as an attacker that
has the ability to replace the relevant features before they enter the classifier to make a decision for the combined SVM
and modify the decision of the affected single-sensor classifiers before they are aggregated by the fusion rule. We do
this since we intend to capture and test the potential impact of the manipulation rather than a specific way of creating
these signatures and because we do not want to weaken the attacker by the choice of the attack signature. To attack the
combined SVM, the attacker uses the development set to train a surrogate classifier on the data of each compromised
sensor separately. The attacker then finds the sensor’s sample in the development set with the highest score and uses
this sample to replace the corresponding features before the features are passed to the system classifier.

If the attacker is also trying to wait for attack opportunities, the attacker additionally replaces the sensor data in the

same manner before feeding it into the surrogate classifier used to predict attack opportunities.

7 RESULTS
7.1 Feature distinctiveness

Table 6 shows the distinctiveness of feature groups for each event. Each cell shows the maximum RMI within the sensor
group. Most results are relatively intuitive: Accelerometers detect door events, window shade events and the use of the
coffee machine. Power meters primarily detect the devices they are connected to. Light sensors detect both toggling
of the light switch and events that lead to obscuring the sensor (e.g., a door opening in the proximity of the sensor).
Signal strength (RSS) changes are particularly useful to detect window events. This is a consequence of windows only
being operated manually. To do so, the user obscures the line of sight (LOS) between the sensor and the router, which
causes predictable RSS changes. RSS changes are not only caused by LOS breaks, but also interference which makes RSS
useful to detect the PC’s power state changes. Note, that RMI is used to determine the distinctiveness of each individual
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Table 6. Maximum RMI for each event within the different sensor groups. Sensor group labels are given in Table 2.

Event A G M P H T L PM AQ S R TC
Coffee machine used - 67 4 12 11 24 | 82 - 75 37 9 37
Doorbell used 43 50 45 30 25 33 65 37 70 38 74 24

41 69
Door opened 36 61
Fan off 24 11 2 2 2 53

Door closed 35 41 - 66 53

41 57 80 55 17
12 62 27 11

Fan on 25 5 2 21 42 47 41 10
Fridge closed - 77 54 33 73 61 67
Fridge opened 64 67 47 38 66 57 67
Light off 55 47 40 36 7 26 79 65 28
Light on 51 56 51 41 6 24 32 62 47
PC off 10 7 3 6 3 24 6 77 9
PC on 15 11 5 6 5 49 8 6 6
Camera off 7 5 3 4 4 17 5 40 5
Camera on 4 4 6 3 2 18 5 40 7
Radiator off 10 24 5 14 5 41 25 57 10 21 19 16
Radiator on 12 8 8 9 7 32 15 76 4 12 14 79
Screen off 6 3 4 5 3 14 22 15 4 38 4
Screen on 6 4 2 3 6 15 17 18 8 44 7
Window shade down - 79 5 11 7 23 12 51 24 12 40
Window shade up 81 65 6 4 10 22 17 53 23 55 51
Window closed 16 20 11 19 5 12 64 35 75 34
Window opened 9 32 11 45 4 11 65 41 83 36

sensor. Hence, the system is not dependent on a specific sensor configuration or deployment, but is instead able to
learn relevant sensors in situ.

One of the more surprising results is the high distinctiveness of power meter features for virtually all events. Naturally,
this effect is expected for devices that are attached to individual power meters (i.e., fan, fridge, PC, screen, window
shade, camera). With the exception of the fridge, the power meters pick up the spike in power once the device is turned
on. When the fridge is opened and the temperature rises, the increased cooling leads to a (delayed) increase in power
consumption. We observed a voltage spike in all power meters that occurs when the light is turned on or off which
explains the relatively high RMI for these two events. This effect is particularly pronounced when the overall electrical
activity is low. These results show that power meters are useful even beyond detecting state changes of their respective
devices.
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Fig. 6. Type and quality of most distinctive sensor depending on its position

Figure 6(a) shows how different sensors contribute to detecting the door closed event. Sound pressure sensors achieve
very high RMI that is independent from the sensor’s position. Interestingly, the air pressure sensor inside the fridge
achieves a similarly high RMI. Our inspection of the raw signal suggests that the door closing actually causes a pressure
change inside the fridge and that the reading is not a technical artifact (such as vibration).

Figure 6(b) shows the importance of accelerometers in detecting the door closed event depending on the position of
the individual sensor. This importance is not purely down to distance from the door. In fact, sensors on the lock side of
the door show higher RMI despite being further away. Unlike sound pressure, the accelerometer signal goes virtually

undetected at the other end of the room.

7.2 Spoofing attack detection

The classification results for the spoofing attack detection are shown in Table 7. For each event, we list its EER, the
detection rate at a threshold that does not cause false alarms and the false alarm rate at 99% detection rate. For 9 out of
22 events, we achieve perfect classification (i.e., an EER of 0% or a 100% detection rate at 0% FAR). Some of these events
(e.g., door events) draw this good performance from being detected by a multitude of sensors. Others (such as light
events) have few, but extremely reliable features. In order to more closely investigate events with less ideal performance
(such as window events), we show their ROC curve in Figure 7. The ROC shows the tradeoff between DR and FAR. For
most events shown in the curve it is evident that few instances of the event were assigned a very poor classification
score. If the threshold is adjusted to (incorrectly) reject them as spoofs, the detection rate almost instantly jumps to
100%. This is most likely due to the event being triggered in a way that is very different from the training data (e.g., a

person opening a window only an inch). This is a natural consequence of our largely uncontrolled experimental design.

7.3 Masking attack detection

The classification results for the masking attack detection are shown in Table 8. As for the spoofing attack detection, we
list the EER, the detection rate at a threshold that causes no false alarms and the false alarm rate at 99% detection rate
for each event. One can see that in contrast to the spoofing attack detection, no event achieves perfect detection (i.e., an
EER of 0% or a 100% detection rate at 0% FAR) and only two events achieve detection rates higher than 90% at a false
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Table 7. Error rates for the spoofing attack detection of differ- Table 8. Error rates for the masking attack detection of different events
ent events given in percentages. Numbers in brackets signify ~ given in percentages. Numbers in brackets signify the the average

the absolute number of undetected events.

number of false alarms per day.

Event #Events EER DR(FAR=0) FAR(DR=99%) Event EER DR(FAR=0) FAR(DR=99%) DR(#FAs per day < 1)
Coffee Machine used 20 0.00 100.00 0.00 (0) Door opened 0.00 2.63 0.00 (0.17) 100.00
Door closed 177 0.00 100.00 0.00 (0) Light off 0.00 73.08 0.00 (0.17) 100.00
Door opened 179 0.00 100.00 0.00 (0) Screen on 0.00 54.29 0.00 (0.33) 100.00
Fan on 165 0.00 100.00 0.00 (0) Radiator on 0.00 0.00 0.00 (3.00) 63.16
Fridge closed 29 0.00 100.00 0.00 (0) Window shade down  0.00 0.00 0.00 (3.33) 65.62
Fridge opened 28 0.00 100.00 0.00 (0) Light on 0.03 24.00 0.04 (30.67) 56.00
Light off 26 0.00 100.00 0.00 (0) Screen off 0.08 0.00 0.05 (43.67) 96.26
PCon 33 0.00 100.00 0.00 (0) Doorbell used 0.14 3.57 0.14 (129.17) 3.57
Screen on 70 0.00 100.00 0.00 (0) Coffee machine used  0.15 91.30 0.16 (122.67) 95.65
Camera on 70 0.01 99.99 0.00 (0) Radiator off 0.16 4.76 0.16 (139.83) 4.76
Light on 25 0.02 99.98 0.00 (0) Fan on 0.29 99.40 0.00 (0.00) 99.40
Camera off 69 0.10 99.90 0.00 (0) Fan off 0.53 66.87 0.00 (0.33) 99.39
Fan off 162 0.17 99.82 0.00 (0) Camera on 0.74 76.39 1.36 (1143.33) 94.44
Screen off 105 0.29 99.71 0.00 (0) Camera off 0.82 0.00 1.94 (1628.67) 0.00
PC off 35 039 99.61 0.00 (0) PC on 1.00 87.18 1.00 (803.50) 87.18
Radiator on 19 0.97 98.93 5.26 (1) Window shade up 1.39 12.50 1.42 (1037.50) 80.00
Window opened 24 4.01 0.35 4.17 (1) Fridge closed 1.99 82.76 4.68 (4077.00) 86.21
Window shade up 33 11.39 0.28 15.15 (5) PC off 2.01 53.73 2.07 (1675.17) 61.19
Window shade down 32 12.04 0.19 12.50 (4) Fridge opened 2.20 81.25 5.41 (4595.67) 87.50
Doorbell used 27 15.06 0.36 55.56 (15) Door closed 3.27 83.42 5.78 (4953.67) 84.42
Window closed 24 15.24 17.63 33.33 (8) Window opened 4.06 0.00 6.99 (5307.33) 14.71
Radiator off 21 49.41 7.65 100.00 (21) Window closed 7.20 0.00 8.42 (5969.00) 0.00
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Fig. 7. Receiver Operating Characteristics (ROC) curve for the
spoofing attack detection of different events. Here we only show
events with an EER significantly higher than 0 (well-classified
events with an EER of 0 are a flat line at the top).

Detection rate

Fig. 8. Average false alarm counts per day at different detection
rates for masking attacks targeting various events. The black
horizontal line shows when false alarms reach an average of one
false alarm per day over the testing period.

alarm rate of zero. The stark difference to spoofing attack detection can be explained by the flipped class imbalance

which leads to masking having a much larger source for false alarms (every 1-second window during our 6-day test

period that does not contain an actual event could trigger a false alarm). This also means that even a very low false

alarm can correspond to a fairly large number of false alarms per day. Furthermore, masking attack detection is more

difficult as the unknown timing of the event means that the window used for feature computation will not be centered

on the event time (conversely to spoofing, where the claimed event time is known). Recall, that for event spoofing this

uncertainty can only be in the order of milliseconds due to network delays, whereas it can be up to one second for

masking detection due to the periodic computation of sensor features.

Nevertheless, for half of the 22 events the majority of masking attacks are detected without causing any false alarms.

Some events (e.g., door opened and light off) only exhibit a very low number of false alarms at a detection rate of 99%

despite having a very bad detection rate at false alarm rate zero. Therefore, we additionally list the detection rate at
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Table 9. Correlation between the scores produced  Table 10. Performance of the opportunistic attacker: For each threshold, the
by the legitimate model and the attacker’s surrogate  table shows the median time until an opportunity is found (tto) and the

model. corresponding success rate (SR) in percentages.
Event r-value p-value th=0.5% th=1% th=5%
Door closed 0.29 0.00 Event tto SR tto SR tto SR
Fridge closed 0.26 0.00 Fridge closed 470 5638 313 37.92 130 10.13
Window closed 0.21 0.00 Screen off 727 3420 344 1882 48 550
Screen off 0.18 0.00 Window closed 1100 30.67 552 24.00 85 9.92
Window opened 0.11 0.00 Door closed 1725 26.70 230 2291 26 9.42
Doorbell used 0.11 0.00 Fridge opened 2443 16.75 965 1091 129 345
Door opened 0.10 0.00 Light off 1639 1638 998  10.15 111  3.97
Screen on 0.02 0.00 Doorbell used 6567 892 5823 7.21 2915 4.17
Radiator off 0.01 0.00 Fan off 912 7.94 364 1143 49  7.82
Radiator on 0.01 0.00 Light on 540 7.84 383 577 151  2.05
Window shade up 0.01 0.00 W%ndow opened 413 350 178 282 43 1.50
Coffee Machine used 0.00 0.04 Window shade up 440 344 193 221 29 1.33
Window shade down 0.00 0.09 FDan on d ?224 f;g ;Z(S) ;(S)Z gi 1;;
oor opene . . .

PC, off 0.00 0-25 Coffee IIz/lachine used 1694 149 1264 189 80 1.58
Fridge opened 0.00 0.78 PC off 267 138 135 136 30 129
PCon 0.00 0.98 Window shade down 227 1.16 115 095 26 1.06
Camera off -0.00 014 Camera off 230 112 114 115 25 107
Fan on -0.00 0.88 Camera on 245 106 126 123 24 1.09
Camera on -0.01 0.00 Radiator on 1091 1.04 331 124 58  1.09
Fan off -0.04 0.00 Screen on 400 080 175 072 33 0.89
Light off -0.04 0.00 PCon 258 0.64 128 0.67 26 0.81
Light on -0.11 0.00 Radiator off 595 0.41 224 0.66 44 0.93

a threshold that causes less than one false alarm per day on average. If this limited number of false alarms can be
tolerated, the detection rates are improved drastically — with 8 events achieving detection rates higher than 90%.

In order to investigate this more closely, Figure 8 shows the tradeoff between DR and the average number of false
alarms per day for select events. For some events (e.g., door opened and light off) a singular false alarm affects the
performance. If this singular false alarm can be tolerated, a perfect detection rate can be achieved for these events.
Other events (e.g., door closed and coffee) have a low number of events with very poor classification scores which lead
to a fast rising number of false alarms if the threshold is adjusted to correctly detect them as masked events. A small
number of events (e.g., window closed) exhibit such a bad performance that trying to detect even just a single masking

attack would lead to many false alarms per day.

7.4 Opportunistic attacker

The goal of the attacker’s surrogate model (see Section 6.6.1) is to accurately predict moments when a spoofed event
will be incorrectly verified by the system or when the system will miss the presence of a masked event (we call these
moments opportunities). Our approach for identifying opportunities is identical for masking and spoofing. Due to space
constraints, we focus on spoofing attacks in this section.
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99% detection rate cut-off.

We first measure the quality of the surrogate model by measuring the correlation between the scores produced
by the surrogate model and those of the legitimate model. If this correlation is high, the attacker is more likely to
correctly identify opportunities. A visualization of this correlation for the window open event is shown in Figure 9.
It is evident that most opportunities (i.e., samples above the 99% DR cut-off) score relatively highly on the attacker’s
model. A complete list of correlation coefficients (r-values) is given in Table 9. Door, fridge and window and screen
events show a particularly high correlation. For these events, we show in Figure 10 how successful the attacker can be
depending on how conservatively they choose his opportunity threshold. For the lowest threshold (corresponding to the
highest-scoring 0.5% of samples), the success rate increases from the baseline 1% to over 50% for the fridge closed event.
While 0.5% would suggest an opportunity roughly every 200 samples, this is not true in practice because opportunities
do not arise randomly, but typically occur in bursts. Table 10 shows an analysis of the median time an attacker has to
wait for an opportunity depending on the chosen threshold value. For comparison, the zero-effort attacker achieves an
average 1% success rate with no need to wait. Note that both Table 10 and Figure 10 are computed for a fixed 99% DR to
facilitate comparing events with different EERs.

This analysis shows that opportunities for most events are extremely difficult to predict in a timely manner since
their physical event signatures almost exclusively follow the event itself. As a result, the attacker could only detect the
opportunity after it happened, at which point it will be too late to spoof an event. In addition, the attacker can only be
successful if there are any opportunities at all. This means that for events with a 100% detection rate, the attacker will

always be unsuccessful.

7.5 Sensor-compromise attacker

The sensor-compromise attacker tries to reduce the DR of the system by manipulating sensor readings. A decision
making approach that weights some verification sensors more heavily than others is more susceptible to an attacker
who can compromise those sensors and change their data. In order to find the worst-case performance of the combined
SVM classifier in the presence of a sensor-compromise attacker, we test all possible combinations of a subset of C
compromised verification sensors in order to find the subset of compromised sensors that has the biggest impact and
reduces DR the most. This means that for each C smaller than the total number of sensors, we choose the combination
of sensors that results in the lowest DR.
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Fig. 11. System performance against a sensor-compromise attacker with C sensors under their control for various events. Detection
rates are given for the combined SVM and the single-sensor fusion approach for different numbers of C. The SVM threshold and the
value of k are chosen as the largest value that results in a false alarm rate of zero. For the fusion-based approach an upper and a
lower bound are given to make computation tractable. The lower bound is displayed as a solid line whereas the upper bound is shown
as a shaded area. More details can be found in the text.

For the fusion-based approach a theoretical lower bound and a heuristic-based upper bound are given instead. The
lower bound is the detection rate of the system when a sensor which always predicts that no attack has occurred is
added to the system. The upper bound is computed by choosing a selection of compromised sensors using a heuristic.
For a step-wise increasing number of compromised sensors, the used heuristic selects the next sensor based on which
sensor reduces the detection rate the most. If no sensor reduces the detection rate at the current number of compromised
sensors, the sensor with the lowest false alarm rate is chosen. We use a heuristic instead of an exhaustive search as this
would be infeasible for larger numbers of compromised sensors. We will later show that this heuristic performs well in
practice and leads to fairly tight lower and upper bounds.

The attacker replaces the feature data of the C affected sensors before the test data is passed on to the classifier or
the fusion rule according to the method described in Section 6.6.2. While we only present results for spoofed events
due to space constraints, the attack equally applies to masking. It is also possible to combine compromised sensors
with waiting for opportunities, although the power of compromised sensors makes this unnecessary for most events.
Table 11 shows that an attacker that is able to compromise only a few key sensors is able to reduce the DR of the
combined SVM to zero without requiring opportunities. We are thus interested in the minimal number C, at which the
attacker is able to reduce the detection rate to zero and thus blind the system.

In Figure 11, the worst-case detection rate at false alarm rate zero is shown for both the combined SVM and the
single-sensor SVM fusion approach when different numbers of sensors are compromised. As mentioned earlier, the
worst-case detection rate of the fusion scheme is constrained by a theoretical lower bound and a heuristic-based upper
bound. It can be seen that these bounds are fairly tight in practice. Many events (e.g., door or light events) have detection
rates for the combined SVM and the fusion approach that are very close when no sensor has been compromised. For
some of these events (e.g., the door closed event) the detection rate of the combined SVM drops to zero if even just a

single sensor has been compromised. In contrast, the fusion approach is still able to detect some attacks when half of
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Table 11. System performance against a spoofing attacker that has C compromised sensors under their control. For each event, the
table shows the detection rate in percentages at a false alarm rate of zero for both the combined SVM and the single-sensor fusion
approach. For the sake of clarity, only the worst-case lower bound is given for the fusion scheme.

C=0 C=1 C=2 C=5 C=10 C=15
Event SVM  Fusion SVM  Fusion SVM  Fusion SVM Fusion SVM Fusion SVM Fusion

0.00 53.83 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Coffee machine used
Fan on

Light off 0.00 | 86.91 0.00 3.98 0.00 0.00
Fridge opened 0.00 2448  0.00 0.00 0.00 0.00
PC on 0.00 0.00 0.00 0.00 0.00 0.00

Door closed 0.00 0.00 [O78&N 0.00 37.05
Door opened 0.00 19.88  0.00 0.00 0.00 0.00
Screen on 0.00  0.00 000 000 000  0.00
Fridge closed 0.00 [786d27 0.00 2261 000  0.00
Camera on 0.00 000 000 000 000  0.00
Light on 0.00 000 511 000 0.0
Camera off 0.00 000 000 000 000  0.00
Fan off 0.00 000 000 000 000  0.00
Screen off 0.00 000 000 000 000  0.00
PC off 0.00 000 000 000 000  0.00

0.00 0.00 0.00 0.00 0.00 0.00
0.02 4564  0.00 0.00 0.00 0.00

Radiator on
Window closed

Radiator off 0.00 0.00 0.00 0.00 0.00 0.00
Doorbell used 0.36 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Window opened 0.35 81.18 0.00 69.94 0.00 54.88 0.00 8.24 0.00 0.00 0.00 0.00
Window shade up 0.28 77.46 0.06 46.62 0.00 16.96 0.00 0.00 0.00 0.00 0.00 0.00

Window shade down 0.19 14.43 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

the verification sensors are under the attacker’s control (e.g., the attacker needs at least C, = 16 out of the 30 sensors
used to detect the door closed event to blind the system). Other events (e.g., the light off event) initially have a higher
DR for the combined SVM than the fusion approach (as sensors with lower accuracy are given equal weight to more
informative ones), but can still only tolerate a smaller amount of compromised sensors before the system is blinded
(e.g., Cq = 4 for the combined SVM versus C, = 12 for the fusion approach in the case of the light off event). For a few
events (e.g., the window closed event) the fusion approach can even improve upon the combined SVM’s performance
when not a single sensor is compromised. In these cases, there was likely a systematic change between training and
testing data for one sensor that the combined SVM particularly relies on, but which the sensor fusion can compensate
for. However, if there are only one or two good sensors aiding in the detection (e.g., for the pc on event), then the
sensor fusion approach performs worse than the combined SVM as significant amounts of non-informative sensors are
introduced in the decision function.

In Table 11, the results are shown for all 22 event sources for both approaches and different values of C. One can see
that there is a tradeoff between stronger performance when no sensor is compromised (SVM) and better resilience to
sensors falsifying data (sensor fusion). Sensor fusion outperforms a single SVM classifier for 13 out of 22 events with
regards to the minimal C, that the attacker needs to blind the system. Adopting a single SVM classifier only leads
to better values for C, in two cases (doorbell and radiator off), both of which already exhibit very bad performance
without an attacker present, and regardless whether a single classifier or sensor fusion is being used. Furthermore,
events where adopting sensor fusion leads to much worse performance as compared to the combined SVM (e.g., pc

and camera events), rely on only one or two strong sensors (i.e., the power meters as they are both corded devices),
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thus negating the main benefit of using sensor fusion. On the other hand, if there are more sensors contributing to the
detection, sensor fusion can even noticeably improve on the performance of a single classifier (e.g., for window and

window shade events), if the individual sensors’ errors are uncorrelated.

8 DISCUSSION

One advantage of using PEEVES for event verification is that it enables close to real-time detection of spoofed and
masked events for most types of events. Most events are detected in less than five seconds, as the biggest contributor to
detection time is the length of the event’s sensor signatures. However, some event sources—such as the coffee machine,
the window shade and the radiator—only affect their environment over a longer period of time. This can lead to higher
detection times of up to one minute in the case of the radiator.

In this work, we have investigated a smart environment located in a single room. Future real-world deployments
might cover entire houses and have even higher numbers of event sources and sensors per room than the setup used
in our experiment. We expect our system to scale well when it comes to real-time detection in these scenarios. The
biggest issue with regards to scalability stems from the complexity of training the system, especially when a monolithic
classifier approach is being used. One solution to this problem could be to limit the verification sensors considered for an
event to sensors located in the same room or an adjacent room. We leave this investigation of large-scale deployments
for future work.

The system introduced in this work requires devices to report events in a timely manner. If events would be accepted
although the time window used for verification has passed, then an attacker with read access to the sensors would be
able to determine with near certainty if they could successfully launch an attack. Furthermore, recent work by Goksel
et al. [19] has shown that even just reordering real occurring events can have security implications. Requiring events to
be reported within the time span of usual network delays limits the attackers ability to exploit these effects.

If new devices get added to a smart environment that uses PEEVES or if an existing device gets moved, then the system
has to adapt to these changes in the environment. When the monolithic classifier approach is used, this inevitably
means that the classifier of each affected event has to be retrained. In the case of an ensemble of sensor classifiers only
the affected sensors have to be retrained. In either case, it is important that the capabilities of the attacker are factored
into the training process, as the assumption that all devices are uncompromised does not hold when the system is being

retrained. We leave the consideration of retraining the system under possible poisoning attacks for future work.

9 CONCLUSION

In this paper we have presented PEEVES, a system to automatically verify smart home events based on their physical
event signatures. We verify 22 events using 48 verification sensors and validate our system against both spoofing and
masking attacks on a real-world dataset collected over two weeks.

We show that most spoofing attacks are detected by a multitude of sensors, which highlights that PEEVES can be used
even with few off-the-shelf sensors already integrated in smart home devices. 9 out of 22 events achieve a near-perfect
EER of 0.00% and 15 events achieve a 0% false alarm rate at a detection rate exceeding 99.9%.

We further show that masking attacks are more difficult to detect than spoofing attacks due to the increased attack
surface. However, for 11 out of 22 events the majority of masking attacks can be detected without causing any false
alarms. Furthermore, 8 events achieve a detection rate of higher than 90% if less than one false alarm per day on average
can be tolerated.
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We also formulate the notion of an opportunistic attacker that attempts to predict opportunities (i.e., times when a
spoofed or masked event will go undetected) based on verification sensor data. This attacker builds a surrogate event
verification model based only on data preceding each sample. We show that some events exhibit signatures that precede
or overlap with the event, which makes it possible for the attacker to predict opportunities before they occur. We note
that spoofing opportunities for the fridge, window and door events are easiest to find, although their high detection
rate still makes an attack very difficult to execute.

Finally, we investigate the impact of a more powerful type of attacker, relaxing the assumption that verification
sensors are secure and thus allowing a subset of sensors to be compromised. We show that the use of a single classifier
makes the system vulnerable if even just one key sensor has been compromised — which effectively reduces the attack
detection rate to zero. We thus demonstrate how an approach based on the fusion of an ensemble of classifiers trained
on the data of single sensors can be used to increase the system’s resiliency against compromised sensors, provided
that the detection does not rely on a single sensor.

We make our entire dataset available online to allow researchers to build on our results.
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