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A b s t r a c t  

In this paper  we put  forward a design for a multicom- 
purer  system based on a network of workstations which 
we call COMA-BC. It has a common address space in 
which a shared variables prograanming model can be 
used. The  management  of the shared address space is 
performed in a similar way to tha t  in existing multipro- 
cessor COMA systems. To be exact, the  shared address 
space is divided into blocks, and their copies reside in 
the a t t rac t ion memories of the workstations. 

The key piece in this system is the coherence cache 
protocol tha t  we have developed. The  goal of the proto- 
col is to minimize the number and size of the messages 
travelling through the network so that  the parallel appli- 
cations can be executed without  creating inconsistencies 
in the different copies of the blocks residing in the dif- 
ferent nodes of the system. 

The proposed system has not  been built, but  a simula- 
tion environment has been specifically developed. This 
environment allows the simulation of the execution of 
parallel s tandard applications in COMA-BC. This sim- 
ulation environment is driven by execution. Using the 
results and a simple analytic model, results have been 
obtained concerning the performance of the execution 
of s tandard parallel applications in terms of accelera- 
tion and efficiency. These results show the viability of a 
COMA-BC system as a way of exploiting parallelism at  
a low cost using workstations. 

1 I n t r o d u c t i o n  

COMA-BC [20] is a mul t icomputer  system based on "~ 
set of workstations connected within a s tandard shared 
medium network. This network has only one physical 
line which is used to send and receive all the information 
exchanged in the system. COMA-BC is a shared mere- 
ory system with physically distr ibuted memory modules. 
The different processors use the same address space arid 
a fraction of this space is common for all of them [16]. 

Each workstation ill COMA-BC is standard UNIX-wpe. 
The idea of a multicomputer system based on a net- 

work of workstations is not original [17, 2], but COMA- 
BC has new features consisting of tile mmmgement  of 
the shared memory using the same techniques used in 
COMA mult icomputers [11]. 

The  design target of COMA-BC is to mininfize the 
communication time in parallel workloads. The use of 
a s tandard local area network supposes that  the com- 
munication time depends on two factors: the number of 
interchanged messages and their size. In tile COMA-BC 
design the main concepts underlying COMA nmltiln'O- 
cessors have been used to enable conununication with a 
small nmnber  of small messages. 

The  shared memory space ill COMA-BC is divided 
into blocks. Each workstation (system node) can have 
access to a copy of each block. These copies are sent 
through tile LAN to tile nodes that ueed tile informa- 
tion. The blocks have no home nodes, that is, there 
is no node where the information of each block resides 
permanently. Each node has a copy of tile block, but 
it is just a copy. Tlms, the local memory of each ,lode 
can be considered a cache of the shared address space; 
this local memory is called attraction memory (AM), us- 
ing the usual terminology of the multiprocessor COMA 
system . The  memory  blocks stored in the at t ract iou 
memory are c a ~ e  copies of the blocks of the shared ad- 
dress space. T h a t  is why we call them "cache blocks". 
In the same way as in a COMA multiprocessor, the only 
physical location of the shared address space is the set of 
a t t ract ion memories, that  is, the set of cache memories 
of the system. 

When one processor tries to use a specific location of 
the shared space there are two possibilities: either a local 
copy is stored in the local a t t ract ion memo, T or there 
is no local copy in the a t t ract ion memory. I f a  copy is 
not  available then a cache miss happens. Tha t  iniss is 
always related to a read or write memory  operation. 

Onc cache block can have multiple copies in different 
nodes; that is wily one of tile key elemeuts in the de- 
velopment of COMA-BC is its coherence protocol, it is 



r e s p o n s i b l e  for  m a i n t a i n i n g  the  c o h e r e n c e  of  the  in for -  
m a t i o n  s t o r e d  in  t he  d i f fe ren t  c ache  copies  of  each  b lock  
o f  t h e  s h a r e d  space .  T h i s  c o h e r e n c e  p r o t o c o l  is a cache  
cohe rence  p r o t o c o l .  T h e  C O M A - B C  p r o t o c o l  d e v e l o p e d  
is i n v a l i d a t i o n - b a s e d  a n d  uses  a h y b r i d  s n o o p y  a n d  di-  
r e c t o r y  s cheme .  T h e  m a s o n  for  u s ing  th is  t e c h n i q u e  is to 
b e s t  e x p l o i t  t h e  c h a r a c t e r i s t i c s  o f  t h e  s h a r e d  m e d i u m  lo- 
cal  area network in two ways: I) each node can 8e~ every 
block movement through the network, 2) each node can 
send a message that is received simultaneously by all the 
nodes. The coherence directories are used to eliminate 
race conditions. A detailed description of the directories 
system is given later in this paper. 

A COMA-BC system can be built in two different 
ways: 1) with standard workstations, in which the man- 
agement of access to the shared address space is car- 
ried out by software running in the local workstation, 
2) with modified workstations using a specifically de- 
signed memory controller that manages every access to 
the shared space and every action related to the coher- 
ence protocol. 

In order to check the correctness of COMA-BC, simu- 
lation and verification studies have to be done on three 
levels: 1) Verification of the coherence protocol for sys- 
terns with 2 and 3 nodes. 2) Simulation of the system 
with coloured Petri Nets and with other models based 
on finite state machines, up to 100 nodes. 3) Simulation 
based on a synthetic workload using Ptolemy. 

A multiprocessor simulation system has been specifi- 
cally developed for measuring the capacity of a COMA- 
BC system. This simulation system is program driven; 
a significant number of standard parallel applications 
have been executed on it. The applications belong to 
the SPLASH-2 parallel benchmark. The real execution 
of such applications has permitted a series of interesting 
indexes to be obtained: such as, the number of accesses 
to  the  s h a r e d  a d d r e s s  space ,  t he  n u m b e r  o f  access  misses ,  
t h e  n u m b e r  o f  n e t w o r k  m e s s a g e s  n e e d e d  a n d  the  s ize o f  
t h e  n a m e d  m e s s a g e s .  A t  t he  s a m e  t i m e  a s i m p l e  a n a l y t i c  
m o d e l  h a s  b e e n  d e v e l o p e d  to  p r o v i d e  t e m p o r a l  i ndexes  
( s p e e d u p s )  u s ing  the  r e s u l t s  f r o m  t h e  s i m u l a t i o n  s y s t e m .  
T h e  a n a l y t i c  m o d e l  uses  t h e  r e s u l t s  of  t h e  m u l t i p r o c e s -  
sor  s i m u l a t i o n  as  i n p u t s  t o g e t h e r  w i t h  t h e  d a t a  r e l a t i ve  
to  the  p r o c e s s i n g  s p e e d s  of  t h e  n o d e s  a n d  t h e  d e s c r i p t i o n  
of  the  phys i ca l  c h a r a c t e r i s t i c s  of  t h e  loca l  a r e a  n e t w o r k  
u s e d  t o  bu i ld  C O M A - B C .  

T h e  r e su l t s  o b t a i n e d  s h o w  t h a t  C O M A - B C  can  b e  
used as a p l a t f o r m  for exploiting parallelism with a stall- 
dard LAN interconnecting workstation. 

This article is organized as follows: firstly a detailed 
description of COMA-BC is given. Secondly, due to its 
importance, the functioning of the COMA-BC coher- 
ence protocol is specified. Thirdly, the simulation and 
verification procedure of the correctness of C OMA-B C is 
explained. Fourthly, the multiprocessor simulation en- 
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Figure 1: COMA-BC Architecture 

v i r o n m e n t  is d e s c r i b e d ,  g iv ing  spec ia l  e m p h a s i s  to  the  
pe r fo rma~lce  i n d e x e s  o b t a i n e d  f r o m  the  C O M A - B C  s im-  
u l a t i on .  Af t e r  t h a t  the  a n a l y t i c  m o d e l  is s t u d i e d  which  
a l lows  us  to  o b t a i n  p e r f o r m a n c e  r e s u l t s  in t e r m s  of  ac-  
c e l e r a t i on  for  the  v a r i o u s  s t a n d a r d  pa ra l l e l  a p p l i c a t i o n s  
e x e c u t e d  in t he  s i m u l a t o r .  F ina l ly ,  t h e  e x p e r i m e n t a l  re- 
su i t s  o b t a i n e d  a r e  e x p l a i n e d  a n d  d i scussed  a i td  the  m a i n  
conc lus ions  o f  this  w o r k  a re  s u m m a r i z e d .  

2 D e s c r i p t i o n  o f  a C O M A - B C  
S y s t e m  

T h e  a r c h i t e c t u r e  o f  a C O M A - B C  s y s t e m  a p p e a r s  in fig- 
u re  1. C O M A - B C  s y s t e m s  a re  m a d e  u p  of  a se t  o f  n o d e s  
c o n n e c t e d  b y  a c o m m o n  m e d i u m  i n t e r c o l m e c t i o n  ne t -  
work .  T h e  n o d e s  a r e  w o r k s t a t i o n s .  T h e  n e t w o r k  is a 
s t a n d a r d  L A N .  T h e  c o h e r e n c e  m e s s a g e s  a r e  sen t  mid  re-  
ce ived  us ing  ti le n e t w o r k .  E a c h  n o d e  h a s  a p r o c e s s o r  
t h a t  uses  tile i n f o r m a t i o n  c o n t a i n e d  ill i t s  local  lne lnory .  
T h e  local  m e m o r y  o f  each  n o d e  is d i v i d e d  in two  p a r t s :  
exc lus ive  a n d  a t t r a c t i o n  znemory .  Exc lus ive  m e m o r y  
con t a in s  the  t e x t  o f  the  local  p r o c e s s o r  pro&r~tms and  
the  d a t a  t h a t  is used  exc lu s ive ly  b y  the  local  p roces so r .  
A t t r a c t i o n  m e m o r y  p l a y s  t h e  ro le  o f  a c a c h e  m e m o r y  in a 
s h a r e d  a d d r e s s  space ;  t h e  d a t a  n e e d e d  for  s eve ra l  n o d e s  
is s t o r e d  in th is  a d d r e s s  space .  T h e  exc lus ive  m e m o r y  
w o r k s  in the  s a m e  w a y  as  t he  m a i n  m e m o r y  of  an  ord i -  
n a r y  c o m p u t e r ;  t h a t  is the  r e a s o n  w h y  we focus  on  the  
d e s c r i p t i o n  of  the  a t t r a c t i o n  Hteulory.  

As m e n t i o n e d  above ,  a t t r a c t i o n  m e m o r i e s  a re  t he  
p h y s i c a l  s u p p o r t ,  a n d  the  o n l y  p h y s i c a l  s u p p o r t ,  o f  the  
s h a r e d  a d d r e s s  s p a c e  o f  t he  d i f fe ren t  n o d e s .  In add i t i on ,  
each attraction ulemory works as a cache of the shared 
space .  E a c h  a t t r a c t i o n  m e m o r y  w o r k s  ~ a c a c h e  of  the  
s a id  space ,  b u t  t he r e  is no  o t h e r  m e m o r y  c o m p o n e n t  in 
t i le systen~, a p a r t  f r o m  ti le a t t r a c t i o n  men to r i e s ,  t h a t  
a c t  as  a phys i ca l  s u p p o r t .  Acco rd ing ly ,  t h a t  s h a r e d  ad-  
d ress  s p a c e  m u s t  b e  m a n a g e d  u s ing  tile s a m e  rules  as 
t h o s e  u s e d  in C O M A  m u l t i p r o c e s s o r s .  In  th is  k ind  of  
s y s t e m ,  i n f o r m a t i o n  does  n o t  r e s ide  p e r m a n e n t l y  iu tile 



s a m e  hos t  node ,  bu t  the  i n f o r n ~ t i o n  moves  t h r o u g h  the 
sys t em,  res id ing in the  nodes  t h a t  m o s t  f requen t ly  access 
t h a t  in fo rmat ion .  All the nodes  have  the  s a m e  charac-  
ter is t ics  for access ing a n d  m a n a g i n g  the  in fo rmat ion .  

T h e  s h a r e d  address  space  is d iv ided  in to  cache blocks.  
Each a t t r a c t i o n  m e m o r y  is d iv ided in to  a set  of  f rames ,  
each of  which can  s tore  one cache  block.  T h e  re la t ion-  
ship be tween  blocks and  f rames  is e s tab l i shed  by  a di rect  
m a p p i n g .  In  C O M A - B C  each a t t r a c t i o n  m e m o r y  can  
s tore  one  copy of  the  whole  sha red  address  space.  T h i s  
is due to an  init ial  design decision t h a t  t ends  to min imize  
the  n u m b e r  of  necessa ry  o p e r a t i o n s  in the  ne twork  thus  
m a k i n g  a r e p l a c e m e n t  m e c h a n i s m  unnecessary .  T h e  dis- 
a d v a n t a g e  of  this decision is t h a t  the  a t t r a c t i o n  m e m o -  
ries do no t  m a k e  up  pieces of  m e m o r y  t h a t  can be  jo ined  
t oge the r  to  fo rm a larger  c o m m o n  space.  

3 C O M A - B C  P r o t o c o l  

T h e  C O M A - B C  cache coherence  p ro toco l  has  been  espe-  
cially designed to be  able to m a n a g e  the  cache coherence  
in the  C O M A - B C  s y s t e m  while t a k i n g  into accoun t  an  
i m p o r t a n t  design res t r ic t ion:  t he  i n t e r connec t | on  sup-  
p o r t  is a s t a n d a r d  sha r ed  m e d i u m  local  a r e a  ne twork  
wi th  one  physica l  line i n t e r connec t ing  compu te r s .  T h e  
bes t  e x a m p l e  of  this k ind  of  ne twork  is an  E t h e r n e t  ne t -  
work.  

Tile C O M A - B C  pro toco l  is buil t  on the basis  of  ms- 
s igning a s t a t e  to  each copy  of a cache b lock ( f rom now 
on s imp ly  a " c o p y " ) . T h i s  s t a t e  is used  to  ind ica te  t h a t  
the in£ormat ion  con ta ined  in the copy  is valid,  a n d  can  
be r ead  direct ly  by  the  processor ,  or  t h a t  the  i n fo rma t ion  
con ta ined  in the  copy is no t  val id because  a copy  of i t  
has  been  wr i t t en  on a n o t h e r  node  b y  the  co r re spond ing  
processor .  I f  the  i n fo rma t ion  is no t  valid and  the  proces-  
sor t r ies  to  r ead  it, t hen  the  coherence  control ler  de tec t s  
a cache miss and it should request a valid copy. State 
information is also used by the coherence controller to 
indicate whether a processor carl write on a copy without 
coherence violation. COMA-BC protocol uses five states 
for each copy. These states are'. 1) Invalid, 2) Clea~l, 3) 
Dirty, 4) Invalid awaiting KRI (briefly IARIU), a~d 5) 
Invalid awaiting RRB (briefly IARRB). 

The COMA-BC protocol is invalidation based. This 
means that when a node wRites a copy, its coherence 
controller sends a mess~.ge through the network in such 
a way that every other node in the system receives the 
message and invalidates its own copy. This behavior 
is specially well adapted to shared medium networks 
that are able to send bro'd~icast information with just 
one message. In addition, every coherence controller re- 
ceives all messages sent through the network by every 
node', this means that it receives all of the coherence in- 
formation for every copy of a cache block arid uses it to 
maintain state and directory information updated. This 

is usua l  iu s n o o p y  bus  coherence  pro toco ls .  
Besides the  s t a t e  i I f fo rmat ion  of  each  copy, the 

C O M A - B C  pro toco l  uses the  concep t  o f  the ow~ler node  
of a block.  T h e  on ly  p rocessor  t h a t  can  wri te  over  a copy  
is the  owner  node  processor .  Each  coherence  control ler  
m a n a g e s  a d i r ec to ry  conta in ing  the owner  nodes  of  ev- 
e ry  block of tile sha red  space.  T h e  ownersh ip  concept  
is dynamic ,  changing  in the execu t ion  o[ the  p r o g r a m s  
to  those  nodes  t ha t  need  to wr i t e  on each block. W h e u  
a non owner  node  needs  to wr i te  over  its copy, i t  mus t  
first  ask  the  owner  in o rde r  to get  the  ownersh ip  of the  
block; to  do this i t  uses d i r ec to ry  i n fo rma t ion  to loca te  
t he  owner .  W h e n  a node  gains ownersh ip ,  it can  wri te  
over  i ts  copy. Accordingly,  the  d i rec to ry  m a n a g e d  by  
each  coherence  cont ro l ler  has  as m a n y  entr ies  as blocks 
in the shared space and each entry stores just one num- 
ber from I to n, where n is the number of nodes itt the 
system. To this end, each node in a COMA-BC system 
has  one ass igned n m n b e r  t h a t  does  no t  change aud  is 
used  to ident i fy  each  node  in the  coherence  directories.  
A node  will consider  i tself  to be  the owner  of  a block 
when  its own node  ~mmber  a p p e a r s  i~ the  cor respond-  
ing d i r ec to ry  in fo rma t ion .  T h e  p ro toco l  m u s t  gua ran t ee  
t h a t  j u s t  one node  is the  owner  of  each  block. 

4 V a l i d a t i o n  o f  t h e  C O M A - B C  
P r o t o c o l  

The study to validate the COMA-BC protocol has to be 
carried out on three levels: 1) Different simulations have 
been done using Petri Nets and other models based oil 
finite state machines. 2) The verification of the proto- 
col for systems with 2 and 3 nodes has been done. 3) 
The simulation of the global operation of COMA-BC 
has been performed. We shall now comment on each o[ 
these three levels. 

I) Simulations of the protocol using Petri Nets. 
Firstly, tile protocol has been formalized using Colored 
Petri Nets [13]. Using this formalization the initial de- 
sign errors were easily detected and corrected. Tlle de- 
velopment of this fo rma l i za t ion  was done  US|lit the De- 
s i g n C P N  [10] sof tware .  

2) Verif icat ion of  the  p ro toco l .  T h e  ver i f icat ion of the 
p ro toco l  has  been  car r ied  out  us ing  the  m e t h o d  of ex- 
pans ion  of s t a t e s  appl ied  to a C O M A - B C  mode l  based  
on a finite s t a t e s  machine .  T h e  said  s t u d y  has  been  car-  
r ied ou t  us ing the  sof tware  tool M u r ~  [7] vers ion 3.0. 
Due  to the  p r o b l e m  of tile explos ion  of  s ta tes  inherent  
to this type  of  ver i f icat ion,  tile simul~ttion could ouly 
be  p e r f o r m e d  for two and  th ree  nodes .  For these,  as 
the ver i f icat ion is an  ext~austive technique,  the  appea r -  
va, ce of  p ro toco l  e r rors  has  been comple t e ly  ruled out .  
For sy s t ems  larger  t h a n  three  nodes ,  the s a m e  sof tware  
t,.ol has  been  used  wi th  tile s a m e  finite s ta tes  m a t h | a t  

3 



model in order to obtain simulation results with up to 
100 nodes. There were no detected errors in the normal 
working of the protocol. 

3) Global simulation of the system. Finally, a global 
simulation of the system has been carried out using the 
simulation tool Ptolemy. In this third phase of the val- 
idation, the simulation was driven by synthetic work- 
loads. Basically, using the simulation environment, the 
different elements of the COMA-BC system have been 
reproduced, including the processor, the coherence con- 
troller, the network interface and the intercommunica- 
tion network. Basing ourselves on the experiments car- 
ried out, we have been able to rule out the existence 
of working errors in the system, considering it globally, 
where these errors are due to design faults in the COMA- 
BC protocol. 

5 The COMA-BC Multiproces- 

sor Simulation Environment 

The  p r o t o t y p e  of a C O M A - B C  sys tem has no t  been 
built.  Thus ,  to  get results  concerning the  performarlce 
of the  proposed  sys tem it  has been necessary to build a 
mul t iprocessor  s imulat ion envi ronment  which, together  
with an analyt ical  model ,  allows the  s imulat ion of s tan-  
dard  parallel appl icat ions and, finally, to ob ta in  perfor-  
mance  indexes of the parallel  execut ion in terms of ef- 
ficiency and speedup.  In this section, we shall explain 
the  mult iprocessor  s imulat ion envi ronment  and in the 
following section we shall comment  on the  characteris-  
tics of the  analyt ic  model  used. 

The  developed s imulat ion env i ronment  is based on 
carrying out  a working s imulat ion of COM A- BC driven 
by the execut ion of s t anda rd  parallel  applicat ions [6, 
15, 3]. The  said s imulat ion is pe r fo rmed  using stan-  
da rd  worksta t ions  connected v ia  a 10 Mbps E the rne t  
network.  Each works ta t ion  reproduces  one COMA-HC 
node execut ing its pa r t  of the parallel  appl icat ion and 
genera t ing  all the m e m o r y  references to the  shared ad- 
dress space tha t  a real C O M A - B C  sys tem would gen- 
erate.  Each works ta t ion  executes  two processes whid~ 
implement  the simulation and which we shall call the 
funct ional  emula to r  and  the a rch i tec ture  emulator ,  rep- 
resent ing the  appl icat ion axed the coherence control ler  
respectively. 

The  archi tec ture  emula tor  is a process t h a t  reproduces  
the functions of a COM A-BC coherence controller.  I t  
receives requests  for access to the shared address space, 
manages access misses and executes all the protocol ac- 
tions needed to maintain the system coherence. 

The functional emulator is a process that simulates 
the execution of the part of the parallel application that 
is executed in a particular COMA-BC node. When this 
functional emulator is executed, in reality, what is ex- 

ecuted  in the works ta t ion  processor  is the pa r t  corre- 
sponding to the parallel applicat ion,  as the functional  
emula tor  builds itself by ins t rument ing  every access to 
the shared address space [8]. To be exact ,  this instru- 
men ta t ion  consists in detec t ing all accesses to the mem- 
ory  address tha t  are inside tile shared space mid to re- 
place them with a funct ion call tha t  sends a message 
to the archi tec ture  emulator .  Once the functional  em- 
u la tor  has sent the  request ,  it waits unti l  it is resolved. 
This  ins t rumenta t ion  is implemented  by expanding the 
source code of the parallel  applicat ion.  To do this the 
tool Pegaxo [12] is used. This  expanded  source code can 
be assembled and linked to  the des t inat ion worksta t ion 
and the resul t ing executable  code is wha t  makes up, ill 
fact, the  funct ional  emulator .  

The  described s imulat ion env i ronment  allows the  ex- 
ecut ion of parallel appl icat ions  developed in C with tile 
p rogramming  style based on tile usc of tile Ar&omm [18] 
PARMACS macros.  Pe&axo expands  tile PARMACS 
macros  and replaces each m e m o r y  access by an invoca- 
tion to a cer ta in  procedure .  Pegaxo has been developed 
for HPPA arid SunSPARC archi tectures .  ]t  is impor tan t  
for this expansion process tha t  the processors used as the 
base for the s imulat ion are RISC a r d d t e c t u r e s  because 
it  reduces the complexi ty  of analyzing the source code 
as the set of m e m o r y  access ins t ruct ions  is very simple. 

To maJLage the various parallel  processes involved ill 
the simulations ( tha t  is: pairs of  funct ional -archi tec ture  
emulators  in the different nodes)  and to implement  the 
communica t ions  between them, PVM has been used. 
P V M  allows the sending a~d receiviu& of protocol  events 
between the different a rch i tec ture  emula tors  ( there is 
one archi tec ture  emula tor  on each works ta t ion)  mid the 
sending axLd receiving opera t ions  between tile funct ional  
and the a rchi tec ture  emula tors  on each workstat ion.  

The  main  drawback of P V M  in this s imulat ion is t ha t  
the messages it  uses to access the ne twork  ( tha t  is, those 
tha t  reproduce  the protocol  events between llodes) can- 
not  be broadcas t  messages, they  lnUSt h.~ve ouc part ic-  
ular node  dest inat ion.  Then ,  i t  is impossible to send 
events with jus t  one access to tile shared  medium of  the 
network.  To avoid this problem,  each a rch i tec ture  emu- 
la tor  simulates the sending of a P V M  message with the 
pro tocol  event  to each one of  the remaining archi tec ture  
emulators  and waits for the conf i rmat ion from each one 
of them. 

As explained before, tile C O M A - B C  mult iprocessor  
s imulat ion allows us to ob ta in  indexes of how parallel ap- 
plications real ly behave in a C O M A - B C  system. These  
indexes are obta ined  from a series of statist ical  variables 
upda t ed  during the execut ion of tile simulation; some of 
them are upda t ed  by the funct ional  emula tor  and others  
by the a rd f i t ec tu re  emulator .  T h e  informat ion  obtailLed 
from these stat ist ical  variables is finally reduced to a set 
of indexes as follows: 1) i: to ta l  number  of executed 



ins t ruct ions .  2) m: to t a l  n u m b e r  of  read and  wri te  exe- 
cu ted  ins t ruc t ion .  3) s: to ta l  n u m b e r  of  read and  wri te  
ins t ruc t ions  sent  to  the  shared  address  space. 4) e: to-  
ta l  n u m b e r  of  events  or messages  in te rchanged  using the 
ne twork  to  m a n a g e  access misses. 5) Ira: average size 
of  messages  in te rchanged  in the  ne twork ,  expressed  in 
by tes  pe r  message.  These  indexes  are  o b t a i n e d  for each 
one  of the  works ta t ions  in the  paral lel  s imula t ion  envi- 
ronmen t ,  and thus  refer  to how each paral le l  b ranch  of  
the  appl ica t ion  has been  executed .  

6 A n a l y t i c a l  M o d e l  

A simple ana ly t ic  mode l  has  been  deve loped  to ob ta in  
p e r f o r m a n c e  resul ts  of  the  paral le l  appl ica t ions  execut -  
ing in a C O M A - B C  sys tem.  Th i s  model  is based  on the 
cons idera t ion  t ha t  all the  works ta t ions  in C O MA-B C are 
physical ly  identical .  T h e  said ana ly t ica l  model  has b o t h  
inpu t  and  o u t p u t  da ta .  T h e  inpu t  d a t a  of the  model  caa~ 
be divided in to  two subsets:  1) T h e  resul ts  ob ta ined  in 
the mul l | p rocesso r  s imula t ion  t h r o u g h  the colect ion of  
s ta t is t ical  variables expla ined  in sect ion 5. 2) T h e  pa- 
rarneters  descr ibing the physical  charac ter i s t ics  of  a real  
C O M A - B C  sys tem.  Inside the  second group the re  axe 
two m or e  subsets:  i) P a r a m e t e r s  describing the  physical  
character is t ics  of  the  processor ,  including the du ra t ion  
of the  processor  cycle t ime (~') and  the n u m b e r  of cycles 
needed  to  execu te  each ins t ruc t ion ,  ii) P a r a m e t e r s  de- 
scribing the behavior  of the in t e rconnec t | on  ne twork  of 
the worksta t ions ;  which have been  chosen representin& 
the behav iou r  of the in te rconnec t ing  sys t em by means  
of the model  LogP  [4]. 

Using the  ana ly t ic  model ,  execu t ion  t ime of  a para l -  
lel appl ica t ion  in a C O M A - B C  sys tem can be ob ta ined .  
This  index  represen ts  the  execu t ion  t ime of the  same 
appl ica t ion  in a real  C O M A - B C  sys tem wi th  the  same 
n u m b e r  of processors  as used in the  s imulat ion.  Us- 
ing this  index,  s ignif icant  p e r f o r m a n c e  indexes,  such as 
speedup and efficiency for each paral le l  work load  for the  
different  processors ,  ca+l be ob ta ined .  

T h e  to ta l  execu t ion  t ime of  the  paral lel  appl ica t ion  
is ca lcu la ted  f rom the beginning of the execut ion  of the 
code, suppos ing  t ha t  this  is s imul taneous  for all the  pro-  
cessors, up  to  the m o m e n t  the  paral lel  code  ends. As the  
different  works ta t ions  can  execu te  pa r t s  of  the  workload 
of  different  sizes, the  execu t ion  t ime T (n ) ,  in a set of  n 
works ta t ions ,  is def ined as the  biggest  of  all the  execu-  
t ion t imes  ca lcu la ted  for all the works ta t ions .  Note  tha t  
in the  sirnulat ion phase ,  the  o u t p u t  d a t a  descr ibed in 
sect ion 5 refers to each works ta t ion  involved.  From this 
point ,  these resul ts  refer  to t im works t a t ion  which has 
the  biF:~est workload.  

T h e  aa~alytic model  obta ins  the total  execu t ion  t ime 

in a set  of n works ta t ions  as the sum of  two terms: 

T ( n )  = tc + t,. 

where  tc represen ts  the t ime spen t  to execu te  t ha t  pa r t  of  
the  workload  t h a t  does n o t  refer  to  the  communica t ion  
t h r o u g h  the network.  However ,  t r  represents  the  t ime 
taken  in communica t ions  t h r o u g h  the ne twork  t h a t  are 
necessary  to execu te  the  workload.  

To calculate  to, tim t ime spen t  in the  execut ion  of 
each ins t ruc t ion  is cons idered  as being divided into three  
par ts :  1) a fixed t ime for each ins t ruc t ion  which we call 
ti; 2) an e x t r a  fixed t ime tin, if the ins t ruc t ion  is a read 
or wri te  to m e m o r y  ins t ruc t ion;  3) a n o t h e r  e x t r a  fixed 
t ime t , ,  if the r e ad  or wr i te  to m e m o r y  falls inside the 
shared  a~ldress space.  Then :  

t~ = it~ + rnt,~ + s t ,  = (ici + rnc,~ + sc , )~  

These three terms el, c,n alld cs represent the tilnes ti, 
t,~ and t, expressed in number of clock cycles of the 
processor. They constitute the three input parameters 
of the model ~md they describe the number of cycles 
necessary to execute each instruction. They must be 
a~ljusted (the same as I") as a function of the physical 
architecture of the workstations used. 

To calculate tr that same time is considered to include 
all the operations necessary to execute, using the net- 
work, all the read and write instructions carried through 
the shared address space and that have generated cache 
misses. In o the r  words,  the ti lne tr refers to all the mem-  
o ry  references t h a t  need the ne twork  to  be comple ted .  
tr  caai be expressed s imply as 

t r  -~ e ~  

, where  w represents  the  average  t ime needed  to send 
an  event  or message  t h r o u g h  the  network.  In order  
to ca lcula te  w we use a r ep re sen ta t i on  of  the ne twork  
based  on the LogP  model .  To  be  exac t ,  the  f requency  
of  the messages is supposed  to  be  low enough as to ig- 
no re  the t ime t e rm be tween  two consecut ive  messages 
( "gap" )  [14]. T h e n  w can he  expressed  as: 

w = o . ( l , n )  + o r ( l , n )  + L ( l , n )  = a + bl , .  

where  oa(l), or( l )  and  L( l ) ,  are respect ively,  the fixed 
cost  of sending a message,  the fixed cost of  receiving a 
message  and the  l a tency  of  the  ne twork  for messages of I 
byte .  T h e  terms a and b are  the  inpu t  p a r ame te r s  of the 
mode l  t h a t  descr ibe  the behav io r  of  the in te rconnec t |on  
network.  T h e  t e rm  l,,+ represen ts  the  average  size of the 
messages i n t e rd t anged ,  as nmnt ioned  above.  

7 E x p e r i m e n t a l  R e s u l t s  
T h e  execu t ion  of  six appl ica t ions  of Splash-2 [2/] has 
beeu  s imulated.  Specifically LU, Oceau,  F F T ,  Radix,  



Barnes -Hut  and Radiosity. T h e  workload for each ap- 
pl icat ion is the  s t anda rd  which is described in [21]. 

The  execut ion of  the  named  applicat ions has been 
done in a s imula ted  COMA-BC system with 2, 4, 8 and 
16 workstat ions.  To execute  the  parallel  s imulation,  the  
same number  of worksta t ions  as s imulated nodes has 
been used, all of  t hem connected  with a 10 Mbps Ether-  
net  network.  A funct ional  emula tor  and an a rch i tec ture  
emula tor  is executed  on each worksta t ion.  The  results 
ob ta ined  are detai led in the table 1. These  results corre- 
spond to  the works ta t ion  tha t  had to execute  the  biggest 
workload in the  simulation;  t h a t  is, the  node  tha t  lim- 
its the total  execut ion t ime of the applicat ion.  All the 
s imulat ion exper iments  were carried out  using a block 
size of  256 bytes.  T h e  reason is tha t  this size allows us 
to obta in  a compromise  between spat ial  locality and the  
access miss r a t e  [20]. 

Wi th  these s imulat ion results  and using the analyt ic  
model  proposed  in the  previous section, an es t imat ion 
of the execut ion t ime,  speedup  and  efficiency can be ob- 
ta ined for a specific C O M A - B C  system.  T h e  COMA-BC 
system proposed  is based on works ta t ions  with a cycle 
t ime of ~" 7 ns, t ha t  is, a clock f requency of 167 MHz. 
In accordance  with the  d a t a  ob ta ined  from sta~tdard ar- 
chitectures,  the values for the rest  of the pa ramete r s  
are: ci = 1 cycle, c~  ~ 2 cycles and cs ~ 10 cycles. 
The re  are five possibilities for the in terconnect ion  net-  
works: a) E the rne t  ne twork  at  10 Mbps with the  stack 
of T C P / I P  protocols ,  b) E t h e r n e t  ne twork at  10 Mbps 
wi thou t  T C P / I P  and wi th  act ive messages,  c) Fast  Eth-  
ernet  a t  100 Mbps,  d) FDDI  network with active mes- 
sage layer [19] and e) Myr ine t  ne twork [1] (ATM with 
fast messages).  Each of these me thods  of interconnec- 
tion can be assigned inpu t  pa ramete rs ,  which we call a 
a11d b, for the analy t ic  model.  These  two paramete r s  are 
ob ta ined  f rom the  b ib l iography [14, 19, 9] and are de- 
tailed in the  table 2. Finally, feeding the  results f rom the  
s imulat ion and the pa rame te r s  tha t  describe the specific 
COMA-BC sys tem into  the  analy t ic  model ,  speedup and  
efficiency d a t a  is ob ta ined  ( table 3). 

From the  results obta ined,  it can be concluded t h a t  
a COMA-BC sys tem with a fixed low cost of sending 
and receiving messages to the  ne twork  and low la tency  
in t ransmissions to  the  network is viable for obta in ing 
speedup in the  execut ion of parallel  appl icat ions over 
a ne twork  of  worksta t ions .  Unfor tunate ly ,  there are 
no o the r  perforrnax~ce results referr ing to similar sys- 
tems, tha t  is, sys tems based on a ne twork  of worksta-  
t ions with a p rog ramming  model  of shared variables. 
The re  are results,  however,  of speedup  for mul t ipro-  
cessor sys tems wi th  similar m e m o r y  managemen t ,  such 
as SGI-Chal lenge and Origin2000 [5]. Compar ing  with 
these systems,  the speedups ob ta ined  in the bes t  of the 
cases considered for C O M A - B C  (a  Myr ine t  network)  are 
abou t  hal f  t ha t  of  the speedups of  the aforesaid systems. 

This  is not  much in absolute  te rms bu t  it can be col~sid- 
e r e d a  good result ,  if we take into account  tha t  they have 
been obta ined  using a sys tem costing much less than half  
t ha t  of  the former and using s t anda rd  resources (work- 
s ta t ion,  in terconnect ion  network) .  

I t  is clear t ha t  the cons t ruc t ion  of a COMA-BC sys- 
tem based on an in terconnect ion  network with high fixed 
costs of sending-receiving messages and low bandwid th  
is no t  viable; such systems could be an E the rne t  at 10 
Mbps or Fas t -E the rne t  a t  100 Mbps with T C P / I P .  It" 
the fixed cost of sending a message is reduced,  the  re- 
sults improve coi~siderably, as can be observed whelL, 
in the Ether l le t  10 Mbps network,  the  T C P / I P  stack is 
subs t i tu ted  for active messages. 

8 C o n c l u s i o n s  

We have shown tha t  COMA-BC is an example  of how 
a dis t r ibuted shared m e m o r y  sys tem over a network of 
works ta t ions  can be implemented .  We have also estab- 
lished the usefulness of applying the concepts  of COMA 
mult iprocessors  to  the  design of  COMA-BC.  The  idea of  
having only  "cache copies",  t ha t  is, copies of tile cache 
blocks tha t  migra te  to those nodes  t ha t  lleetl them at 
each ins tant  has been seen to be useftl[ for carrying OUt  

this design. Moreover ,  having separa ted  the co]lcept of 
cache block of tile shared space with respect  to the pages 
of v i r tua l  memory ,  the size of  the blocks used is small, 
thus less t ime is needed to travel th rough the intercon- 
nect ing network.  

T h e  s imulat ion s tudy  shows the viabil i ty of the pro- 
posed sys tem for exploi t ing parallelism in a ne twork of 
workstat ions.  In tile first version, i t  is no t  possible to 
use a s t anda rd  lletwork in C O M A - B C  because of the 
loss of performmlce.  "1"o be exact ,  we have show]~ tha t  it 
is not  possible to use a s t anda rd  E t h e m e t  network with 
the  T C P / I P  pro tocol  s t '~k.  I t  is necessary  to use lower 
la tency  networks and pro tocol  stacks with lower costs 
of sending and receiving messages, such as the pro tocol  
s tack of active messages. 

Finally, it is necessary  to emphasize  t ha t  the key con- 
cept  in COMA-BC is the cache coherence protocol ,  be- 
cause it manages  the coherence of  the block copies ill 
the different works ta t ions  wi thou t  an excessive iI~crease 
of tr '~lic in the network.  Tids is a difficult task because 
the proposed  system is no t  hierarchical  and because a 
shared med ium i]Ltercom~ectimJ l~etwork is used. 

6 



A p l ; c a t i o n  N.pro©. 
LU 2 

4 
8 
16 

0ceau  2 
4 
8 

F F T  2 
4 
8 
16 

Radix 2 
4 
8 
16 

Barnes-Hut  2 
4 
8 

ILadiosicy 2 
4 
8 

i m s e 

111.120.576 9.532.517 9.455.220 4.740 
61.426.112 5.319.629 5.276.108 5.877 
35.691.344 3.126.284 3.097.428 7.850 
22.216.460 2.087.982 1.991.933 12.244 

717.016.960 85.066.107 76.334.645 86.482 
566.595.168 43.372,635 38.971.205 180.019 
190.834.640 22.602.074 20.283.136 168.036 
117.054.488 7.720.275 6.635.076 32.352 
58.921.556 3.899.197 3.354.554 34.887 
29.907.108 1.995.776 1.720.205 34.776 
15.638.624 1.100.263 942.759 37.334 

334.413.600 35.459.178 11.317.628 82.748 
168.359.968 17.862.344 5.775.935 58.873 
85.498.096 9.087.985 3.023.299 52.396 
48.170.856 5.209.282 2.080.522 55.677 
901.257.408 139.745.300 82.960.168 100.758 
450.539.424 69.787.588 41.469.285 116.681 
245.949.632 37.058.161 22.926.158 127.303 
508.791.008 
297.416.416 
150.688.000 

51.124.661 
20.905.983 
11.969.352 

18.256.955 
7.623.726 
4.515.872 

306.004 
230.898 
188.231 

| m  
93,19 
96,57 
99,87 
104,19 
91,60 
93,35 
99,71 
87,50 
93,61 
98,39 
103,26 
96,73 
111,23 
112,29 
128,68 
89,70 
99.20 
112.48 
91.83 
94.37 
98.94 

Table 1: Exper imenta |  results obtained in the s imulat ion of the execution of several Splash-2 applications 

N e t w o r k  
Ethernet-1O Mbps T C P - I P  
Ethernet-10 Mbps active messages 
Ethernet-100 Mbps T C P - I P  
FDDI active messages 
Myrinet  

a (/~s) b (#s) 
200 0.8 
15 0.8 

200 0.08 
15 0.08 
I0 0.026 

Table 2: Inpu t  parar~teters for the analytic model to the characterizat ion of tim in te rcoxmect io . .e twork  

N u m b e r  
A p l i c a t i o n  proc.  

LU 2 
4 
8 
]6 

Ocean 2 
4 
8 

F F T  2 
4 
8 
16 

IL~ix  2 
4 
8 
16 

Barnes-Hut  2 
4 
8 

Kadiosity 2 
4 
8 

E t h . 1 0 M b p s  ~ . t h . l O M b p s  K t h e r n e t  F D D I  1VIyrinet 
T O P  act.ratings. 100 M b p s  
S(n) E(n) Sln) ]g(n) S(n) E(n) S(n) E(n) S(n) E(n) 
0.99 0.49 1.42 0.71 1.13 0.56 1.72 0.86 1.78 0.89 
1.13 0.28 1.98 0.49 1.38 0.34 2.87 0.71 3.06 0.76 
1.04 0.13 2.19 0.27 1.35 0.16 4.16 0.52 4.76 0.59 
0.74 0.04 1.76 0.11 1.00 0.06 4.67 0.29 6.04 0.37 
0.64 0.32 1.15 0.57 0.77 0.38 1.69 0.84 1.82 0.91 
0.39 0.09 0.94 0.23 0.52 0.13 2.26 0.56 2.81 0.7 
0.44 0.05 1.12 0.14 0.6 0.07 3.25 0.4 4.42 0.55 
0.26 0.13 0.62 0.31 0.33 0.16 1.28 0.64 1.52 0.76 
0.25 0.06 0.66 0.10 0.34 0.08 1.8 0.45 2.4 0.6 
0.26 0.03 0.69 0,08 0.35 0.04 2.31 0.28 3.43 0.42 
0.24 0.01 0.65 0.04 0.34 0.02 2.5 0.15 4.1 0.25 
0.26 0.13 0.59 0.29 0.34 0.17 1.28 0.64 1.53 0.76 
0.36 0.09 0,83 0.20 0.5 0.12 2.17 0.54 2.76 0.69 
0.43 0.05 1.03 0.12 0.6 0.07 3.19 0.39 4.43 0.55 
0.39 0.02 0.92 0.05 0.58 0.03 3.53 0.22 5.5 0.34 
0.65 0.32 1.17 0.58 0.78 0.39 1.68 0.84 1.8 0.9 
0.68 0.17 1.45 0.36 0.88 0.22 2.81 0.7 3.21 0.8 
0.64 0.08 1.47 0.18 0.89 0.11 3.9 0.48 4.91 0.61 
0.17 0.08 0.46 0.23 0.23 0.11 1.28 0.64 1.73 0.86 
0.23 0.06 0.63 0.15 0.31 0.07 1.05 0.48 2.8 0.7 
0.26 0.03 0.64 0.08 0.39 0.04 1.67 0.20 2.17 0.27 

Table 3: Performallce results expressed as speedups and emciency for several Splash-2 applicatio..~ iu COMA-BC 
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