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#### Abstract

We give a practical parallel algorithm for solving band symmetric positive definite systems of linear equations in $O(m * \log n)$ time using $n m / \log n$ processors. Here $n$ denotes the system size and $m$ its bandwidth. Hence, the algorithm is efficient. For tridiagonal systems, the algorithm runs in $O(\log n)$ time using $n / \log n$ processors. Furthermore, an improved version runs in $O(\log m \log n)$ time using $n m^{2} /(\log m \log n)$ processors. Categories and Subject Descriptors: G.1.0 [Numerical Analysis]: General-parallel algorithms; G.1.3 [Numerical Analysis]: Numerical Linear Algebra-linear systems, matrix inversion; G. 4 [Mathematics of Computing]: Mathematical Software-algorithm analysis, efficiency General Terms: Algorithms, Measurement, Performance Additional Key Words and Phrases: Band Systems of linear equations, Gaussian elimination, parallel algorithms


## 1. INTRODUCTION

Sparse symmetric positive definite systems of linear equations arise in many important applications such as the finite element method, see [22]. These systems are very large and sparse since they result from the discretization of continuous problems. Furthermore, they can be brought to an almost narrow banded structure, see [6], and hence the importance of an efficient parallel algorithm.

In this paper, we give a practical parallel algorithm for solving band symmetric positive definite systems of lincar equations that runs in $O(m \log n)$ time using $n m / \log n$ processors. Here, $n$ denotes the system size and $m$ its bandwidth. Our algorithm improves many suggested partitioning algorithms such as those of Lawrie and Sameh [12], Dongarra and Sameh [3], and Meier [13] by a factor of $\operatorname{sqrt}(n / m) / \log n$. Our algorithm is parallel, oriented through all stages, whereas the above algorithms are parallel in their first stages only. For other paralleloriented algorithms, see Bar-On and Vishkin [1], and Galil [5]. Moreover, an improved version of the algorithm presented in Section 3 runs in $O(\log n \log m)$
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time using $n m^{2} /(\log n \log m)$ processors; for as good as the currently known lower time bound algorithms for direct methods, see Csanky [2], and Eberly [4]. The present algorithm competes with the odd-even reduction algorithm first formulated by Hockney [8]; see also [9, 16, 18] and [10]. Furthermore, it improves the running time of the Pan and Reif algorithm [15] by a factor of $\log m$.

In our model of parallel computation, all processors have access to a common memory. Simultaneous reading from the same location is allowed, but simultaneous writing is not. This model is sometimes called the concurrent-read exclusive-write parallel random access machine, see [21].

## 2. PARALLEL SOLUTION OF BAND SYMMETRIC POSITIVE DEFINITE SYSTEMS OF LINEAR EQUATIONS

Let $A x=b$ be a system of linear equations where $A_{n n}$ is a band symmetric positive definite (s.p.d.) matrix, that is,

Using block structure notation we get:
where we assume for simplicity that $m$ divides $n$. Here, $A_{i}, L_{i}, U_{i}$ are square submatrices of order $m$, and $L_{i}, U_{i}$ are lower and upper triangular, respectively.

We regard $A$ as a tridiagonal matrix with elements being submatrices of order $m$, so that, by row $i$, we mean the $m \times n$ submatrix:

$$
\left(0 U_{i-1} C_{i} L_{i} 0\right)
$$

We ignore the vector $b$ in the computation that follows. Suffice to say that all operations applied to the rows of $A$ should be applied to the rows of $b$.

### 2.1 The Parallel Elimination Procedure

Let $p=n / 4 m$ be the number of processors. We assign processor $i, i=1, \ldots, p$ to the block structured submatrix,

$$
\begin{aligned}
T_{i} & =\left(\begin{array}{llllll}
U r_{i}-1 & C r_{i} & L r_{i} & & \\
& U r_{i} & C r_{i}+1 & L r_{i}+1 & & \\
& & U r_{i}+1 & C r_{i}+2 & L r_{i}+2 & \\
& & U r_{i}+2 & C r_{i}+3 & L r_{i}+3
\end{array}\right) \quad \begin{array}{l}
i=1, \ldots, p \\
r_{i}=4(i-1)+1
\end{array} \\
& =\left(0 R_{i} T_{i}^{d} Q_{i} 0\right)
\end{aligned}
$$

Here, $T_{i}^{d}$ is a $4 m \times 4 m$ s.p.d. submatrix, $R_{i}, Q_{i}$ submatrices of order $4 m \times m$, and we assume for simplicity that $p=2^{t}, t$ some positive integer.

Step 0. Each processor diagonalizes its corresponding $T_{i}^{d}$ principal submatrix by Gaussian elimination (see Figure 1):

$$
T_{i}^{0}=\left(\begin{array}{cccccccc}
0 & E_{i}^{0} & V_{i}^{0} & 0 & 0 & 0 & F_{i}^{0} & 0 \\
& * & 0 & * & 0 & 0 & * & \\
& * & 0 & 0 & * & 0 & * & \\
0 & G_{i}^{0} & 0 & 0 & 0 & W_{i}^{0} & H_{i}^{0} & 0
\end{array}\right) \quad i=1, \ldots, p
$$

where $E_{i}^{0}, F_{i}^{0}, G_{i}^{0}, H_{i}^{0}$ and "*" denote some matrices of order $m \times m$.
Step $k=1 \ldots t=\log p$. We define

$$
T_{i}^{k}=\left|\begin{array}{c}
T_{2 i-1}^{k-1} \\
T_{2 i}^{k-1}
\end{array}\right| \quad i=1, \ldots, p / 2^{k}
$$

$$
T_{i}^{k}=\left(\begin{array}{cccccccc}
E_{2 i-1}^{k-1} & V_{2 i-1}^{k-1} & 0 \ldots 0 & F_{2 i-1}^{k-1} & & & \\
G_{2 i-1}^{k-1} & 0 \ldots 0 & & W_{2 i-1}^{k-1} & H_{2 i-1}^{k-1} & & & \\
& & & E_{2 i}^{k-1} & V_{2 i}^{k-1} & & 0 \ldots 0 & F_{2 i}^{k-1} \\
& & & G_{2 i}^{k-1} & 0 \ldots 0 & & W_{2 i}^{k-1} & H_{2 i}^{k-1}
\end{array}\right)
$$

We eliminate $E_{2 i}^{k-1}, H_{2 i-1}^{k-1}$ in parallel, as follows. We subtract $E_{2 i}^{k-1} *\left(W_{2 i-1}^{k-1}\right)^{-1}$ times the last row of $T_{2 i-1}^{k-1}$ from the first row of $T_{2 i}^{k-1}$, and at the same time we subtract $H_{2 i-1}^{k-1} *\left(V_{2 i}^{k-1}\right)^{-1}$ times the first row of $T_{2 i}^{k-1}$ from the last row of $T_{2 i-1}^{k-1}$. By parallel we mean that the processors of the middle rows perform the above operations, respectively,

$$
p_{2 i-1}^{k-1}=2^{k}(i-1)+2^{k-1}, \quad p_{2 i}^{k-1}=2^{k}(i-1)+2^{k-1}+1
$$

using the elements values of step ( $k-1$ ). Clearly, some elements should be copied before the computation starts. However, the complexity of this operation is negligible as compared to the other operations, so we ignore it from now on. As a result, we get the following submatrices:

$$
T_{i}^{k}=\left(\begin{array}{ccccccc}
* & V_{2 i-1}^{k-1} & 0 \ldots 0 & F_{2 i-1}^{k-1} \\
* & 0 \ldots 0 & R_{2 i-1}^{k-1} & 0 & 0 \ldots 0 & * & 0 \\
* & 0 \ldots 0 & 0 & S_{2 i}^{k-1} & 0 \ldots 0 & * & 0 \\
& & G_{2 i}^{k-1} & 0 \ldots 0 & W_{2 i}^{k-1} & * & 0
\end{array}\right) .
$$

We now subtract, in parallel, $G_{2 i}^{k-1} *\left(R_{2 i-1}^{k-1}\right)^{-1}$ times the last row of $T_{2 i-1}^{k-1}$ from the last row of $T_{2 i}^{k-1}$, and $F_{2 i-1}^{k-1} *\left(S_{2 i}^{k-1}\right)^{-1}$ times the first row of $T_{2 i}^{k-1}$ from the first row of $T_{2 i-1}^{k-1}$, using the same processors, respectively, we get (see Figure 2):

$$
T_{i}^{k}=\left(\begin{array}{ccccc}
E_{i}^{k} & V_{i}^{k} & & 0 \ldots 0 & F_{i}^{k} \\
G_{i}^{k} & 0 \ldots 0 & & W_{i}^{k} & H_{i}^{k}
\end{array}\right)
$$

of the same form as the submatrices of the previous step. Clearly, in each step the number of submatrices is halved, so after $\log p$ steps there remains one submatrix of the above form.

Correctness. Clearly, $V_{i}^{0}, W_{i}^{0}$ are positive definite, and hence $V_{2 i}^{k-1}, W_{2 i-1}^{k-1}$, since they are, respectively, the same.


Fig. 1. Elimination step 0, with $n=16, m=1$.


Fig. 2. Elimination steps 1, 2.

Suppose w.l.g. $S_{2 i}^{k-1}$ becomes singular. In $T_{i}^{k}$, the row of $S_{2 i}^{k-1}$ contains zero in all columns corresponding to rows of $T_{i}^{k}$ beside the diagonal element itself. Let $P$ denote the nonsingular matrix corresponding to the operations done on the rows of $A$, then $P A P^{t}$ is positive definite. Since no operation is applied to rows of $T_{i}^{k}$ and to rows outside it, the corresponding column's operations applied to the row of $S_{2 i}^{k-1}$ subtract multiples of $S_{2 i}^{k-1}$. Hence, the diagonal element becomes: $S_{2 i}^{k-1} X$, where $X$ is some matrix of order $m$. Clearly, $S_{2 i}^{k-1}$ can not be singular.

### 2.2 The Parallel Substitution Procedure

By the end of the elimination algorithm we get a new system, $T_{1}^{t} x=c$, where

$$
T_{1}^{t}=\left(\right) \quad 1=t-1
$$
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Fig. 3. Substitution steps 1, 2.

We can therefore obtain the following solutions:

$$
\begin{aligned}
x_{1} & =\left(V_{1}^{1}\right)^{-1} * c_{1} & x_{q / 2} & =\left(R_{1}^{1}\right)^{-1} * c_{q / 2} \\
x_{q / 2+1} & =\left(S_{2}^{1}\right)^{-1} * c_{q / 2+1} & x_{q} & =\left(W_{2}^{1}\right)^{-1} * c_{q}
\end{aligned}
$$

where $x_{i}, c_{i}$ denote vectors of length $m$, and $q=n / m$. Clearly, processor 1 finds the solution for $x_{1}$, processor $p / 2$ the solution for $q / 2$, and so on. We now proceed to substitute these solutions to get new ones.

Step $k, k=1, \ldots, t=\log p$. For $i=1, \ldots, 2^{k}-1$, we substitute

$$
\begin{array}{lll}
x_{i q / 2^{k+1}} & \text { in rows }(2 i-1) q / 2^{k+1}, & (2 i-1) q / 2^{k+1}+1 \\
x_{i q / 2^{k}} & \text { in rows } & (2 i+1) q / 2^{k+1}, \\
(2 i+1) q / 2^{k+1}+1 .
\end{array}
$$

We then obtain the solutions (see Figure 3):

$$
x_{q / 2^{k+1}}=\left(R_{1}^{1-k}\right)^{-1} * c_{q / 2^{k+1}} .
$$

Again, the substitution in the above rows and the computation of the corresponding solutions are done by the respective processors. Clearly, by the end of step $t$, we get the complete solution $x$.

Complexity of the Algorithm. The complexity of the elimination procedure is dominated by the time to invert a $m \times m$ matrix. We invert a positive definite $m \times m$ matrix in time $O(m)$ using $m^{2}$ processors (see, [11, 16] and [23]). We invert a general nonsingular matrix by Gaussian elimination with partial pivoting [7]. Here, we take as pivot the maximum element (in absolute value) among at most $m$ elements, and, using $m^{2}$ processors, it takes $O(1)$ time, (see, [17, 20]. Hence, the total complexity remains $O(m)$ time using $m^{2}$ processors.

Let $P=n m / 4=(n / 4 m) * m^{2}$ be the number of processors. We now assume that each of our $n / 4 m$ original processors consists of $m^{2}$ processors capable of multiplying and inverting a matrix of order $m$ in $O(m)$ time. Clearly, each step of the elimination procedure takes $O(m)$ time for a total of $O(m \log n)$ time. In the substitution procedure all inverses are already known, and we essentially compute matrix vector multiplications of order $m$, each taking $O(\log m)$ time
with $m^{2}$ processors. Since there are at most three nonzero entries in each row, and $\log p \leq O(\log n)$ steps, the substitution procedure takes $O(\log m \log n)$ time. The total complexity of the algorithm is therefore $O(m \log n)$ time using $P=n m / 4$ processors. However, we can improve the efficiency as follows.

We divide the rows of $A$ into submatrices of $m * \log n$ consecutive rows each, that is,

$$
\begin{aligned}
T_{i} & =\left(\begin{array}{lll}
U r_{i}-1 & C r_{i} & L r_{i} \\
& & \\
& & \\
& & \\
& \\
& =\left(0 * s_{i}-1\right.
\end{array}\right) \begin{array}{l}
r_{i}=(i-1) * \log n+1 \\
s_{i}=i * \log n
\end{array} \\
&
\end{aligned}
$$

and we assign $m^{2}$ processors to each such submatrix, for a total of $n m / \log n$. We then diagonalize the principal submatrix, $T_{i}^{d}$, arriving at the submatrices:

$$
T_{i}^{0}=\left(\begin{array}{cccccc}
0 \ldots 0 & E_{i}^{0} & V_{i}^{0} & 0 \ldots 0 & F_{i}^{0} & 0 \ldots 0 \\
0 & \left.\right|_{*} ^{*} & & & & \left.\right|^{*} \\
0 \ldots 0 & G_{i}^{0} & 0 \ldots 0 & & W_{i}^{0} & H_{i}^{0} \\
0 & 0 & 0
\end{array}\right) \text {, }
$$

applying a method such as Gaussian elimination. Clearly, $V_{i}^{0}, W_{i}^{0}$ are positive definite, and we proceed as before, but for a final step, where we compute the above inbetween solutions. The complexity is therefore the same, but for an additional $O(m \log n+\log n \log m)$ time. Hence,

$$
O\left(n m^{2} / p\right) \text { time, for } p \leq n m / \log n \text { processors, }
$$

and the algorithm is efficient, that is,

$$
E_{p}=\left(T_{1} / T_{p}\right) / p=O\left(\left(n m^{2} /\left(n m^{2} / p\right)\right) / p\right)=O(1)
$$

## 3. AN $O(\log m \log n)$ EFFICIENT PARALLEL ALGORITHM

We give, respectively, efficient $O\left(\log ^{2} n\right), O(\log n \log m)$ time-parallel algorithms for inverting a symmetric positive definite matrix of order $n$, and solving a band s.p.d. system of linear equations.

Inverting a Symmetric Positive Definite Matrix. Let $A_{n n}$ be a symmetric positive definite matrix, that is,

$$
A=\left(\begin{array}{ll}
C & Q \\
Q^{t} & D
\end{array}\right) \quad C, D, Q \text { are of order }(n / 2) \times(n / 2),
$$

where we assume for simplicity that $n=2^{s}$ for some integer $s>0$. Since $A$ is s.p.d., so are $C, D$ ([19]). Let us eliminate $Q, Q^{i}$ by applying the following nonsingular matrix $P$ to $A$, that is,

$$
A^{\prime}=P A=\left(\begin{array}{cc}
I & -Q D^{-1} \\
-Q^{t} C^{-1} & I
\end{array}\right) *\left(\begin{array}{cc}
C & Q \\
Q^{t} & D
\end{array}\right)=\left(\begin{array}{ll}
C^{\prime} & 0 \\
0 & D^{\prime}
\end{array}\right),
$$
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where $C^{\prime}=C-Q D^{-1} Q^{t}$ and $D^{\prime}=D-Q^{t} C^{-1} Q$ are again s.p.d. Clearly, the inverse of $A$ is given by

$$
A^{-1}=A^{\prime-1} P=\left(\begin{array}{cc}
C^{\prime-1} & 0 \\
0 & D^{\prime-1}
\end{array}\right) *\left(\begin{array}{cc}
I & -Q D^{-1} \\
-Q^{t} C^{-1} & I
\end{array}\right)
$$

Given $C^{-1}, D^{-1}$, we compute $D^{\prime-1}$ (similarly, $C^{\prime-1}$ ) as follows:

$$
\begin{aligned}
D^{\prime-1} & =\left(D-Q^{\iota} C^{-1} Q\right)^{-1}=\left(I-D^{-1} Q^{t} C^{-1} Q\right)^{-1} D^{-1} \\
& =(I-X)^{-1} D^{-1} \\
X & =D^{-1} Q^{t} C^{-1} Q=D^{-1 / 2}\left(D^{-1 / 2} Q^{t} C^{-1} Q D^{-1 / 2}\right) D^{1 / 2} \\
& =G^{-1}\left(R^{t} C^{-1} R\right) G \quad G=D^{1 / 2}, R=Q D^{-1 / 2}
\end{aligned}
$$

Hence, $X$ is similar to a nonnegative symmetric matrix, and therefore all its eigenvalues are nonnegative. Furthermore, the largest eigenvalue of $X$ is less than unity, otherwise:

$$
\begin{aligned}
X z & =\lambda z \lambda \geq 1 \quad \text { for some vector } \quad z\rangle 0 \\
\left\langle D^{\prime} z, z\right\rangle & =\langle D(I-X) z, z\rangle=(1-\lambda)\langle D z, z\rangle \leq 0
\end{aligned}
$$

and $D^{\prime}$ is not positive definite, a contradiction. Therefore, $X^{k} \rightarrow 0$ as $k \rightarrow \infty$, and the following series converges (see [14]),

$$
\begin{aligned}
(I-X)^{-1} & =I+X+X^{2}+X^{3}+\ldots=\sum_{k=0}^{\infty} X^{k}=S_{M}+R_{M} \\
S_{M} & =\sum_{k=0}^{M-1} X^{k}
\end{aligned} R_{M}=\sum_{k=M}^{\infty} X^{k}, ~ l
$$

Furthermore, let $N=R^{t} C^{-1} R$, then,

$$
\|N\|=q<1,\left\|X^{k}\right\|=\left\|G^{-1} N^{k} G\right\| \leq K(G) * q^{k}
$$

where $\|*\|$ denotes the spectral norm, and $K(G)$ the condition number of $G$, that is, $\|G\| *\left\|\mathrm{G}^{-1}\right\|$. Then,

$$
\left\|(I-X)^{-1}-S_{M}\right\|=\left\|R_{M}\right\| \leq \sum_{i=M}^{\infty}\|X\|^{k} \leq K(G) \frac{q^{M}}{1-q}
$$

Hence, $S_{M}$ is a good approximation for $M$ large enough. For example, if $q \leq \frac{1}{2}$ and $c=K(G)$, then

$$
\left\|(I-X)^{-1}-S_{M}\right\| \leq 2 c *\left(\frac{1}{2}\right)^{M}
$$

and $M=2 t$ is a good choice when $c$ is not too large, $t$ being the machine precision. Moreover,

$$
S_{M}=\prod_{j=0}^{\log M / 2}\left(I+X^{2 * * j}\right), \quad \Pi \text { denotes the product of the factors }
$$

and $S_{M}$ is computed in $O(\log M * \log n)=O(\log n)$ time.
Applying the algorithm recursively, we finally compute the inverse of s.p.d. submatrices of order less than or equal to $\log n$, which we do directly by Cholesky decomposition [11]. We then proceed as above.

Let $P=n^{3} / \log ^{2} n$ be the number of processors, then the last step takes $O\left((n / 2)^{3} /(P / 2)\right)=O\left(\log ^{2} n / 4\right)$ time. The step before the last takes $O\left((n / 4)^{3} /\left(P / 2^{2}\right)\right)=O\left(\log ^{2} n / 4^{2}\right)$, and so on. In general, the step before the last takes $O\left(\max \left\{\left(n / 2^{i+1}\right)^{3} /\left(P / 2^{i+1}\right), \log n / 2^{i+1}\right\}\right) \leq O\left(\max \left\{\log ^{2} n / 4^{i+1}, \log n\right\}\right)$, and clearly the first step of inverting the above submatrices of order $\log n$ takes $O(\log n)$ time. Hence, the total complexity for inverting an s.p.d. matrix of order $n$ is

$$
O\left(n^{3} / p\right) \text { time, for } p \leq n^{3} / \log ^{2} n \text { processors, }
$$

and the algorithm is efficient.
Consider the submatrix

$$
\left(\begin{array}{cccccccc}
0 & * & 0 \ldots 0 & W_{2 i-1}^{k-1} & H_{2 i-1}^{k-1} & & 0 \ldots 0 & \\
& 0 \ldots 0 & & E_{2 i}^{k-1} & V_{2 i}^{k-1} & 0 \ldots 0 & * & 0
\end{array}\right)
$$

of Section 2.1, which we denote for simplicity by

$$
\left(\begin{array}{cccccc}
* & 0 \ldots 0 & W H & & 0 \ldots 0 \\
0 \ldots 0 & & E & \ldots & 0 \ldots 0 & *
\end{array}\right) .
$$

Eliminating $H, E$, we get the submatrix

$$
\left.\left(\begin{array}{cccccccc}
0 * & 0 & \ldots & 0 & R & 0 & 0 & \ldots
\end{array}\right) * 0\right)
$$

where $R, S$ denote the corresponding submatrices, as above. We now apply to the columns of $A$ the same operations done to its rows, excluding the last one corresponding to the elimination of $H, E$. We then get the submatrix

$$
\left(\begin{array}{ccccccccccc}
0 & * & \ldots & * & R^{\prime} & 0 & 0 & \ldots & 0 & * & 0 \\
0 & * & 0 & \ldots & 0 & 0 & S^{\prime} & * & \ldots & * & 0
\end{array}\right) .
$$

Applying the last column operation, we get the principal submatrix

$$
\left(\begin{array}{ll}
R^{\prime} & 0 \\
0 & S^{\prime}
\end{array}\right)\left(\begin{array}{cc}
I & -W^{-1} E^{t} \\
-V^{-1} H^{t} & I
\end{array}\right)=\left(\begin{array}{cc}
R^{\prime} & -R^{\prime} W^{-1} E^{t} \\
-S^{\prime} V^{-1} H^{t} & S^{\prime}
\end{array}\right)
$$

which is symmetric and positive definite-since it is the same principal submatrix as that of $P A P^{t}$, where $P$ denotes the elementary operations done on the rows of $A$. From the preceding discussion of s.p.d. matrices, we see that the eigenvalues of

$$
S^{\prime-1}\left(-S^{\prime} V^{-1} H^{t}\right) R^{\prime-1}\left(-R^{\prime} W^{-1} E^{t}\right)
$$

are all real nonnegative numbers less than 1 . Hence,

$$
\lambda\left(E W^{-1} H V^{-1}\right)=\lambda\left(V^{-1} H^{t} W^{-1} E^{t}\right)<1,
$$

where $\lambda(*)$ denotes the largest eigenvalue in absolute value.

$$
\begin{aligned}
S^{-1} & =\left(V-E W^{-1} H\right)^{-1}=V^{-1}\left(I-\left(E W^{-1} H V^{-1}\right)\right)^{-1} \\
& =V^{-1}(I-X)^{-1} \quad \lambda(X)<1,
\end{aligned}
$$

and the inverse of $S$ can be computed as before.

Let $P=n m^{2} /(\log m \log n)$ be the number of processors, then the elimination procedure takes

$$
\sum_{k=0}^{\log n / 4 m} O\left(\max \left\{\left(m^{3} /\left(P * 2^{k} / 4(n / m)\right)\right), \log m\right\}\right)=O(\log m \log n) \text { time }
$$

and similarly the substitution procedure takes

$$
\sum_{k=1}^{\log n / 4 m} O\left(\max \left\{\left(m^{2} /\left(P / 2^{k+1}\right)\right), \log m\right\}\right)=O(\log m \log n) \text { time }
$$

Therefore, the complexity of the algorithm for band s.p.d. systems is

$$
O\left(n m^{2} / p\right) \text { time for } p \leq n m^{2} /(\log m \log n) \text { processors, }
$$

and it is efficient.

## 4. CONCLUSION

We have presented a practical parallel algorithm for solving band symmetric positive definite systems of linear equations faster than the sequential algorithm by a factor of $n m / \log n$. Moreover, we have shown that with enough processors its running time is the best currently known lower time bound for direct methods.

Our algorithm competes with the previously known odd-even reduction algorithm, which has the same complexity. However, there are some differences that deserve attention: In the odd-even algorithm the diagonal submatrices are modified repeatedly, whereas in our algorithm the off-diagonal ones are. Whether this has any numerical significance requires more theoretical and experimental analysis. Furthermore, the odd-even algorithm has only one variance corresponding to the maximum number of processors $p=n / m$, whereas our algorithm can be adjusted to any number of processors.

We have made some comparison tests with the sequential Gaussian elimination algorithm. For relatively small matrices $n \leq 500$ and randomly chosen data, the results were as good as the sequential method. However, a systematic analysis of the algorithm's numerical properties is beyond the scope of this paper.
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