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ABSTRACT
This manuscript presents a state of –the –art overview on devel-
oping soft computing-based intelligent systems relevant to lan-
guage education and research to inspire technology-savvy teacher-
researchers to create their interactive tools. In this regard, two
important fields (Natural Language Processing and Data Analysis)
of computer science have been considered as the main directions
of that linguistic computation because of their amazing software
applications like automatic writing tutors, text summarizers, and
so-called corpus-based apps. The paper also outlines some ethical
considerations of system usage so that system designers should
devise relevant design features in the future thereby teachers over-
coming some classroom challenges. Unlike previous methods of
studies on computer-assisted language teaching and research, our
work devises a multidisciplinary method to reach the state-of-art.
Through this method, we summarize the relevant literature source
from two perspectives, linguistic and computational ones. The ratio-
nale of this method by the survey of engineering English students
confirms that fuzzy logic-based Natural Language Processing and
Data Analysis approaches can be employed effectively in language
education and research. Finally, based on the multidisciplinary lit-
erature review method, the manuscript produces an overview of
state-of-the-art performance as the outcome.
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1 INTRODUCTION
Soft computing inspired by the human mind uses approximate
calculations to find solutions to real-world problems. It has been
frequently applied to a broad range of disciplines, accompanying
various soft computing techniques (fuzzy logic, machine learning,
and artificial neural networks, just to name a few) [14, 15]. From
those disciplines, natural language processing and data analysis are
of interest to the focus of this manuscript. With Natural Language
Processing (NLP), it has become possible to make computers read
text, hear speech, interpret it and identify important parts while
data analysis enables us to manage extremely large volumes of data
to extract insights that can inform the decision-making process [1–
5, 8, 11–13]. By incorporating some soft computing techniques into
them, we can handle even challenging real-life tasks. For example,
fuzzy logic allows us to handle partial truth even though there is
less information about both problem and solution, which is not
likely to be done with traditional logic. Additionally, neural network
systems as part of soft computing can learn useful presentations
without human factor intervention. In language education and
research contexts, intelligent systems consistent with NLP and
DA enhance the quality of teaching and research [15]. Because
students are motivated to learn the discourse of their discipline
and develop their research writing competence when automated
tutoring systems are employed. Fuel to ignite the inspiration of
this article comes from the fact that nowadays, language education
and research are becoming increasingly important [16, 17]. And to
provide the state of art of creating intelligent systems conforming
to NLP and DA can be the appropriate response to this situation.
This is also beneficial for human resource development, which

447

https://doi.org/10.1145/3508072.3508160
https://doi.org/10.1145/3508072.3508160
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3508072.3508160&domain=pdf&date_stamp=2022-04-13


ICFNDS 2021, December 15, 16, 2021, Dubai, United Arab Emirates Oybek Eshbayev et al.

is the main driving force of any economy since language-related
consciousness comes first.

Inserting educationally sound and informative insights into the
algorithms of those intelligent systems canmeet the urgent needs of
language learners. To explain the state of the art, the paper also uses
the context of engineering English students in Uzbekistan whose
learning habits are in the need of digital support. The method pro-
posed in this paper also provides the outline of general guidelines
on how to create the state of the art systems suitable for language
education and research.

The main contributions of this manuscript are expected to be
the followings:

Ethical practices of language education and research when using
such automated systems.

Guidelines for system designers to consider when creating such
automated systems conforming to soft computing techniques.

2 LITERATURE REVIEW AND THEORETICAL
DEVELOPMENT

2.1 Linguistic perspective
The need for technology in education and research has gained

increasing popularity as a method to develop students’ research
writing competencies and discipline-specific language skills. Mo-
tivated by this need, many educational researchers and system
designers have developed automated tutoring systems based on
language corpus datasets to assist the academic community. One
typical example [1, 2] is the research-writing tutor that provides
instantaneous feedback on students’ research articles or drafts,
developed by IOWA state university faculty (Elena Cotos et al.).
This automated evaluation tool relies on a machine-learning algo-
rithm to analyze the individual sections of inserted research articles
across 30 different disciplines [2]. The list of such automated sys-
tems continues with criteria, my access, writing power, and the like.
However, the main drawback of this system is the lack of a teacher
interface to alter progress reports according to individual specifi-
cations or needs and technical functions to enable teacher-made
comments. Further research is needed for a new feature design
based on classroom observations and teachers’ input as shown in
[Cotos 2016].

[17] investigated the academic writing challenges faced by post-
graduate engineering English students and identified that those
challenges are primarily at sentence levels but most of the students
are concerned with the discourse level challenges. Some strategies
do not satisfy the program’s expectations. The study of [17] has
significant pedagogical implications including the need of providing
proper writing models and writing interventions for those students.

Meanwhile, it is important to note that NLP systems are seemed
to mirror three basic approaches of corpus-based pedagogy: top-
down, bottom-up, and mixed approaches [7]. To be clear, register
analysis refers to a bottom-up analysis of lexico-grammatical fea-
tures of target discourse while the top-down approach deals with
the analysis of text genres. As for the mixed one, the best links
between these two worlds of language analysis are considered for
designing.

The recent pedagogical concept “data-driven learning” has
reached increasing popularity among language educators and re-
searchers. Based on language corpora as the core of this concept,
they conducted computer-aided researches and have come to ped-
agogical decisions about the ethical practices of using intelligent
corpus-based systems. [8] suggests that automated writing systems
are a good motivation for students to engage in the continuous pro-
cess of revising and editing. Teachers should also check randomly
student-writing samples and give suggestions for them so that they
can clarify incorrect machine messages. Additionally, to increase
the student confidence in the intelligent systems, a positive attitude
towards the programs and patient demonstration of system func-
tions for students are recommended for teachers. Finally, teachers
should also encourage students to put quality first over quantity or
machine scoring and not blindly trust machine scoring since the
social nature of writing has to be preserved.

Another main contribution to the ethical practices of using such
intelligent systems was made by [9]. She built her argument for the
integrated model of lexical and corpus-based approaches. With the
example of engineering English, she presented the finding of her
computer-assisted research that both sub-technical and academic
English should be paid more attention by English Specific Purposes
(ESP) teachers whose job is to teach discipline-specific English
for the students of that discipline. She also illustrated amazing
classroom activities for enhancing students’ lexical acquisition.

The next important contribution [10] is a three-part methodol-
ogy for choosing specialized vocabulary that is more suitable to
teach data-driven learning. Domain experts can rely on this ap-
proach to choose words more confidently and make connections
between specialized vocabulary and their functions. This method
also supports the system designers to reanalyze their language data
sets based on domain expert judgments.

2.2 Computational perspective
One of the main accomplishments to support language education

and research has been the development of soft computing-based
data summarization systems that are one of the most challeng-
ing tasks of NLP [3, 4]. These systems can reduce effectively the
workload of the tedious data-to-knowledge translation process,
thereby avoiding irrelevance and ambiguity of reading the docu-
ment as well as mental torture of comprehending or summarizing
the document and many others. One novel direction in this kind
of summarization tool is made by [Smits et al. 2018], which is a
soft computing-based approach and a visualization of linguistic
summary of data (so-called term cloud). By employing soft comput-
ing techniques (especially fuzzy logic), a term cloud that includes
linguistic terms can be formed to represent effectively the datasets.
Most importantly, to achieve a more easy and speedy analysis of
data, direct summarization of a dataset with conjunctions of terms
has been recommended [3].

Additionally, [Tayal et al. 2017] developed an automatic text
summarizer by using their title identification and semantic repre-
sentation mechanisms. This was mainly done by employing Subject
Verb Object rules and tag-based training that were the core parts
of their soft computing approach [4]. The authors of this system
concluded that in the future, to clean ill-structured sentences (e.g.,
punctuation and spelling errors) or the whole text from different
sources, improvement of the system’s robustness is in the need of
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further research. They also stressed that summarization is not only
the job of a common summarization tool but also the matter of
specialization.

[5] proposed a framework to tackle part of speech tagging and
sentiment classification tasks, which are the core two techniques of
the natural language processing domain. In this general framework,
neural network and (probabilistic) soft logic have been combined
to improve the performance of the NLP model. This framework
helped to solve the uninterpretability problem of classifying texts
and sentiment analysis.

The letter of [6] is important for this study since it maintains one
recent general concept (stratification)for natural language process-
ing and big data analysis. This letter highlighted the main prospects
of these two domains: NLP and Big Data. The application of strati-
fication in NLP and DA can result in user access to more predictive
choices of language and efficient data management. Stratification
uses distinctive features so-called incremental enlargement, which
is not included in soft computing techniques.

In the direction of data exploration and knowledge discovery, a
novel data mining algorithm has been recommended by [12]. This
algorithm based on fuzzy functional dependencies and linguistic
interpretations supports domain experts (linguists included) to
make decisions during data analysis. This allows us to express
useful knowledge from big data by linguistic terms, which is made
possible by fuzzy modifiers and quantifiers.

Since the vast majority of research in soft computing uses DA
and NLP methods, we related the important applications of linguis-
tics (such as corpus-based approaches) to soft logic related research
focus of our DA & NLP literature review, which results in reduc-
ing massive datasets and extracting core information about the
state-of-the-art systems for language education and research. The
next section of this manuscript is structured in the following way.
First, we begin by giving a brief overview of key articles from a
computing perspective and note that those have been rarely applied
to existing intelligent systems of language and research. Next, we
summarize the important applications of linguistics concerning the
computing field. From this background, we conduct a quantitative
analysis (surveying) of the applications of soft logic-based intelli-
gent systems to language education and research to validate the
effectiveness of the proposed state-of-the-art performance.

3 METHODOLOGY
The systematic approach used in this study to summarize the state
of the art was intended to be used by automated system designers
and tech-savvy English for Specific Purposes instructors to align
methods and algorithms with the needs of the classroom and tar-
get discourse. To set ethical practices of using such systems, and
guidelines for system designers to design wisely, this study decided
to focus on a systematic literature review based on NLP and DA
domains since a majority of existing automated programs are built
upon those programming logics. A pool of more than 10 key articles
has been established and analyzed from two perspectives (linguis-
tics and computing). Domain experts were also involved in this
literature review process so that the importance of methods and
algorithms can be evaluated carefully to respond current needs of
the students and changing patterns of the discourse community.

As the result, with the framework of [5], two main tasks of nat-
ural language processing, part of speech tagging and sentiment
analysis based on soft logic are considered to be more elaborate
to improve the performance of NLP systems. The general concept
of stratification in [6] allows users of NLP systems more predic-
tive choices of language. Soft computing-based text summarization
methods [3, 4] also support the idea of creating more elaborate
summarization systems for language research and education. A
novel data-mining algorithm that has been recommended by [12]
is selected for the decision-making process of data analysis.

From the point of linguistic perspective, three basic approaches
of corpus linguistics (bottom-up, top-down, and mixed) are consid-
ered quality keepers for the process of automated system designs.
This is also the fact that all of the domains have their language
discourse communities that communicate with each other within
certain specialized transfers and genres. The three-part method-
ology proposed by [10] and one of [9] are included as modern
approaches for selecting vocabulary into language datasets.

To verify the importance of this state-of-the-art design approach,
the context of engineering English students and researchers in
Uzbekistan was surveyed concerning testing the pilot automated
systems that incorporated target methods mentioned above. Within
3 months, the students were surveyed with questionnaires online
and interviewed about the effectiveness of methods and digital tools.
Existing research writing tutor by the IOWA State University team
was also proposed since it mirrors three approaches of corpus-based
linguistics and 70 % of participants of this survey (total number =
100 people) showed positive feedback about this software. Below
(see Figure 1) is the text summarizer system designed based on the
soft logic approach that was intentionally created using python pro-
gramming language thereby showing the effectiveness of selected
methods.

Chemical engineering students and researchers checked the per-
formance of this software inserting domain-specific texts and gave
more positive comments (80 % of total participants). The reduction
rate of this innovative software was equal to 56% as can be seen
below (Figure 2). Red and green colors indicate the locations of the
main ideas in different parts of the text.

From what has been outlined above, we can see that there are
enough effective soft logic-based methods that computer scientists
have created so far for DA and NLP. They can also enhance the qual-
ity of intelligent systems used for language education and research
if used appropriately. However, the main missing element in such
intelligent systems is the realization of linguistic practices (class-
room activities, pedagogical methods, and teacher intervention).
From an above-mentioned background of linguistics, the system
designer can safely create needs-responsive features of their sys-
tems to help teachers handle some challenging tasks of language
education and research. So, that is all about the state-of-the-art
performance.

4 RESULTS
The initial literature review produced a state-of-the-art system
design that was significantly useful for the practitioners by sum-
marizing the pool of more than 10 key articles from two different
domains linguistics and soft computing. Students and researchers
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Figure 1: Innovative text summarizer including soft logic.

could investigate the samples of state-of-the-art systems in practice
and left mostly positive comments on the survey (70% and 80%).

The following ethical practices of language education are identi-
fied:

● Conforming to the standards of corpus-based pedagogy to
build language datasets and interfaces.

● Integration of lexical approach with corpus linguistics to en-
rich students working lexicon

● Take the consideration of students corpora into the account
of a system design plan.

● Building term clouds to provide concise representations of
textual data based on a soft computing approach.

● Balanced attention for academic and sub-technical vocabulary
in English specific purposes research and system design.

Below is also the outline of resulting guidelines for system de-
signers:

● Using soft logic-based approaches for POS tagging and senti-
ment analysis to improve the performance of NLP systems.

● Using stratification techniques in NLP and DA as a more
advanced way of creating automated systems.

● Employing soft logic techniques into text summarization soft-
ware design and automated tutoring systems.

● Creating automatic scoring systems for a spontaneous speech
by using NLP techniques (Part of Speech tagging, vector space
model, language model).

5 DISCUSSION AND CONCLUSION
The government’s goal in issuing sovereign international bonds on
the international market is not only to provide the economy with
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Figure 2: One sample of summarizing chemical engineering text using the pilot software. Here, 302 worded text (on the left)
156 worded summary text (on the right)

investment funds, but also to place sovereign international bonds
in international financial markets. It was concluded that banks will
be able to place their bonds in the global financial markets and on
this basis to create a basis for independent financing of investment
projects.

It is inevitable for system designers and technology-savvy
teacher-researchers to encounter problems that require the selec-
tion of appropriate methods and modern techniques to be solved
while creating needs-responsive intelligent systems.

In this regard, the state of the art of designing such automated
systems provides several advantages over natural language process-
ing and data analysis domains from linguistic and computational
perspectives. From computational points of view, for the natural
language process, the problem of interpretability on part of speech
tagging and sentiment analysis is well solved by employing the
framework based on soft logic and neural network to improve the
performance of NLP systems. Employing the recent concept of
stratification on NLP gives users more predictive options to de-
termine the required level of accuracy in their written or spoken
performance. In addition, one of the most challenging tasks of NLP
is advanced-level automated text summarization, which can be ef-
fectively solved by using a soft computing approach consisting of
SVO rules and tag-based training.

Regarding the data analysis process on automated system design,
a novel descriptive algorithm based on fuzzy functional dependen-
cies and linguistic interpretations supports the data mining process
to discover useful knowledge. The paper [3] of soft computing-
based big data summarization proposes term clouds to represent
data from linguistic summaries instead of using the visualization of
statistical measures. The incremental enlargement from the stratifi-
cation process holds the good potential to manage large-sized data

sets. Miguel Badaracco also proposed a remarkable fuzzy linguistic
algorithm for Intelligent Tutoring System based on competencies
[15].

From the perspective of linguistics, it is wise that the system
designers would devise novel features to overcome some major
classroom challenges like teacher commenting mechanisms, more
reliable scoring systems. Additionally, adhering to the standards of
corpus-based pedagogy such as transfer analysis and genre analy-
sis is safer for the system designer and digitally literate teachers.
Olga Mudraya’s integrated model of the lexical and corpus-based
approach and significant pedagogical implications of [17] should
be taken into consideration when constructing datasets and user
interfaces since it recommends a novel pedagogical implication of
using academic and sub-technical vocabulary, learning activities,
writing interventions.

Authentic application of the state-of-the-art design method of
intelligent systems based on NLP and DA is experienced in the real-
life engineering English context where the formation of datasets
and performing the important functionalities of the pilot automated
systems have been analyzed. The findings show the usefulness of
the manuscript method.

Finally, it should be stressed that it is the qualifications and mas-
tery of system designers and tech-savvy educators that determine
the best ways to create needs-responsive technologies well suited
to the classroom conditions while different methods and algorithms
still try to approach the faster and convenient ways of designing
automated systems from different perspectives (computing and
linguistics). That is why future researches should be conducted to
update constantly the proposed state-of-the-art design method.
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