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Abstract

In this paper we consider the following question: can we optimize objective functions from
the training data we use to learn them? We formalize this question through a novel framework
we call optimization from samples (OPS). In OPS, we are given sampled values of a function drawn
from some distribution and the objective is to optimize the function under some constraint.

While there are interesting classes of functions that can be optimized from samples, our
main result is an impossibility. We show that there are classes of functions which are statis-
tically learnable and optimizable, but for which no reasonable approximation for optimization
from samples is achievable. In particular, our main result shows that there is no constant
factor approximation for maximizing coverage functions under a cardinality constraint using
polynomially-many samples drawn from any distribution.

We also show tight approximation guarantees for maximization under a cardinality constraint
of several interesting classes of functions including unit-demand, additive, and general monotone
submodular functions, as well as a constant factor approximation for monotone submodular
functions with bounded curvature.
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1 Introduction

The traditional approach in optimization typically assumes there is an underlying model known to
the algorithm designer, and the goal is to optimize an objective function defined through the model.
In a routing problem, for example, the model can be a weighted graph which encodes roads and
their congestion, and the objective is to select a route that minimizes expected travel time from
source to destination. In influence maximization, we are given a weighted graph which models the
likelihood of individuals forwarding information, and the objective is to select a subset of nodes to
spread information and maximize the expected number of nodes that receive information [41].

In many applications like influence maximization or routing, we do not actually know the
objective functions we wish to optimize since they depend on the behavior of the world generating
the model. In such cases, we gather information about the objective function from past observations
and use that knowledge to optimize it. A reasonable approach is to learn a surrogate function that
approximates the function generating the data (e.g. [33, 18, 15, 20, 19, 49]), and optimize the
surrogate. In routing, we may observe traffic, fit weights to a graph that represents congestion
times, and optimize for the shortest path on the weighted graph learned from data. In influence
maximization, we can observe information spreading in a social network, fit weights to a graph
that encodes the influence model, and optimize for the k£ most influential nodes. But what are the
guarantees we have?

One problem with optimizing a surrogate learned from data is that it may be inapproximable.
For a problem like influence maximization, for example, even if a surrogate f : 2 — R approxi-
mates a submodular influence function f : 2 — R within a factor of (1+¢) for sub-constant ¢ > 0,
in general there is no polynomial-time algorithm that can obtain a reasonable approximation to
maxg. g|<k f(S5) or maxg. g<x f(S) [37]. A different concern is that the function learned from data
may be approximable (e.g. if the surrogate remains submodular), but its optima are very far from
the optima of the function generating the data. In influence maximization, even if the weights of
the graph are learned within a factor of (1 & €) for sub-constant € > 0 the optima of the surrogate
may be a poor approximation to the true optimum [49, 39]. The sensitivity of optimization to the
nuances of the learning method therefore raises the following question:

Can we actually optimize objective functions from the training data we use to learn them?

Optimization from samples. In this paper we consider the following question: given an un-
known objective function f : 2V — R and samples {S;, f(S;)}™, where S; is drawn from some
distribution D and m € poly(| V), is it possible to solve maxg. /<y f(S)? More formally:

Definition. A class of functions F : 2N — R is a-optimizable in M from samples over
distribution D if there exists a (not necessarily polynomial time) algorithm whose input is a set
of samples {S;, f(Si)}i~,, where f € F and S; is drawn i.i.d. from D, and returns S € M s.t.:
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where the expectation is over the decisions of the algorithm, m € poly(|N|), § € [0,1) is a constant.

An algorithm with the above guarantees is an «-0PS algorithm. In this paper we focus on
the simplest constraint, where M = {S C N : |S| < k} is a cardinality constraint. For a class
of functions F we say that optimization from samples is possible when there exists some constant
a € (0, 1] and any distribution D s.t. F is a-optimizable from samples over D in M = {S : |S| < k}.

Before discussing what is achievable in this framework, the following points are worth noting:



e Optimization from samples is defined per distribution. Note that if we demand optimization
from samples to hold on all distributions, then trivially no function would be optimizable
from samples (e.g. for the distribution which always returns the empty set);

e Optimization from samples seeks to approximate the global optimum. In learning, we evaluate
a hypothesis on the same distribution we use to train it since it enables making a prediction
about events that are similar to those observed. For optimization it is trivial to be competitive
against a sample by simply selecting the feasible solution with maximal value from the set
of samples observed. Since an optimization algorithm has the power to select any solution,
the hope is that polynomially many samples contain enough information for optimizing the
function. In influence maximization, for example, we are interested in selecting a set of
influencers, even if we did not observe a set of highly influential individuals that initiate a
cascade together.

As we later show, there are interesting classes of functions and distributions that indeed allow
us to approximate the global optimum well, in polynomial-time using polynomially many samples.
The question is therefore not whether optimization from samples is possible, but rather which
function classes are optimizable from samples.

1.1 Optimizability and learnability

Optimization from samples is particularly interesting when functions are learnable and optimizable.

e Optimizability. We are interested in functions f : 2V — R and constraint M such that
given access to a wvalue oracle (given S the oracle returns f(S)), there exists a constant
factor approximation algorithm for maxgeaq f(S). For this purpose, monotone submodular
functions are a convenient class to work with, where the canonical problem is maxg < f(.5).
It is well known that there is a 1 — 1/e approximation algorithm for this problem [50] and
that this is tight using polynomially many value queries [27]. Influence maximization is an
example of maximizing a monotone submodular function under a cardinality constraint [41].

e PMAC-learnability. The standard framework in the literature for learning set functions is
Probably Mostly Approximately Correct (a-PMAC) learnability due to Balcan and Harvey [4].
This framework nicely generalizes Valiant’s notion of Probably Approzimately Correct (PAC)
learnability [58]. Informally, PMAC-learnability guarantees that after observing polynomially
many samples of sets and their function values, one can construct a surrogate function that
is likely to, a-approximately, mimic the behavior of the function observed from the samples
(see Appendix D for formal definitions). Since the seminal paper of Balcan and Harvey, there
has been a great deal of work on learnability of submodular functions [28, 5, 2, 29, 30, 3].

Are functions that are learnable and optimizable also optimizable from samples?

1.2 Main result

Our main result is an impossibility. We show that there is an interesting class of functions that is
PMAC-learnable and optimizable but not optimizable from samples. This class is coverage functions.

Definition. A function is called coverage if there exists a family of sets T1,...,T, that covers
subsets of a universe U with weights w(a;) for a; € U such that for all S, f(S) = ZajeUiGSTz‘ w(aj).
A coverage function is polynomial-sized if the universe is of polynomial size in n. Influence
mazximization is a generalization of mazximizing coverage functions under a cardinality constraint.



Coverage functions are a canonical example of monotone submodular functions and are hence
optimizable. In terms of learnability, for any constant € > 0, coverage functions are (1 — €)-PMAC
learnable over any distribution [2], unlike monotone submodular functions which are generally not
PMAC learnable [4]. Somewhat surprisingly, coverage functions are not optimizable from samples.

Theorem. No algorithm can obtain an approzimation better than 2-WV18M) for mazimizing a
polynomial-sized coverage function under a cardinality constraint, using polynomially many samples
drawn from any distribution.

Coverage functions are heavily used in machine learning [55, 60, 35, 43, 1, 45, 56|, data-
mining [13, 21, 52, 54, 16, 34], mechanism design [17, 44, 23, 24, 9, 22], privacy [36, 28], as well as
influence maximization [41, 53, 8]. In many of these applications, the functions are learned from
data and the goal is to optimize the function under a cardinality constraint. In addition to learn-
ability and optimizability, coverage functions have many other desirable properties (see Section E).
One important fact is that they are parametric: if the sets 11, ..., T, are known, then the coverage
function is completely defined by the weights {w(a) : a € U}. Our impossibility result holds even
in the case where the sets T1,...,T;, are known.

Technical overview. In the value query model, information theoretic impossibility results use
functions defined over a partition of the ground set [46, 59, 26]. The hardness then arises from
hiding all the information about the partition from the algorithm. Although the constructions
in the OPS model also rely on a partition, the techniques are different since the impossibility is
quasi-polynomial and not constant. In particular, the algorithm may learn the entire partition,
and the hardness arises from hiding which parts of the partition are “good” or “bad”. We begin
by describing a framework which reduces the problem of showing hardness results to constructing
good and bad functions which satisfy certain properties. The desired good and bad functions must
have equal value on small sets of equal sizes and a large gap in value on large sets. Interestingly, a
main technical difficulty is to simultaneously satisfy these two simple properties, which we do with
novel techniques for constructing coverage functions. Another technical part is the use of tools
from pseudorandomness to obtain coverage functions of polynomial size.

1.3 Algorithms for OPS

There are classes of functions and distributions for which optimization from samples is possible.
Most of the algorithms use a simple technique that consists of estimating the expected marginal
contribution of an element to a random sample. For general submodular functions, we show an
essentially tight bound using a non-trivial analysis of an algorithm that uses such estimates.

Theorem. There exists an Q(n*1/4)-0PS algorithm over a distribution D for monotone submodular
functions. Furthermore, this approximation ratio is essentially tight.

For unit-demand and additive functions, we give near-optimal optimization from samples results.
The result for unit-demand is particularly interesting as it shows one can easily optimize a function
from samples even when recovering it is impossible (see Section 4). For monotone submodular
functions with curvature ¢, we obtain a ((1 — ¢)? — o(1))-0PS algorithm.

1.4 Paper Organization

We begin with the hardness result in Section 2. The OPS algorithms are presented in Section 3.
We discuss the notion of recoverability in Section 4 and additional related work in Section 5. The
proofs are deferred to the appendix.



2 Impossibility of Optimization from Samples

We show that optimization from samples is in general impossible, over any distribution D, even
when the function is learnable and optimizable. Specifically, we show that there exists no constant
« and distribution D such that coverage functions are a-optimizable from samples, even though
they are (1 — €)-PMAC learnable over any distribution D and can be maximized under a cardinality
constraint within a factor of 1 — 1/e. In Section 2.1, we construct a framework which reduces the
problem of proving information theoretic lower bounds to constructing functions that satisfy certain
properties. We then construct coverage functions that satisfy these properties in Section 2.2.

2.1 A Framework for OPS Hardness

The framework we introduce partitions the ground set of elements into good, bad, and masking
elements. We derive two conditions on the values of these elements so that samples do not contain
enough information to distinguish good and bad elements with high probability. We then give
two additional conditions so that if an algorithm cannot distinguish good and bad elements, the
solution returned by this algorithm has low value compared to the optimal set consisting of the
good elements. We begin by defining the partition.

Definition. The collection of partitions P contains all partitions P of the ground set N in r parts
Ty,...,T, of k elements and a part M of remaining n — rk elements, where n = |N|.

The elements in T; are called the good elements, for some i € [r]. The bad and masking
elements are the elements in T_; := Uiy, #Tj and M respectively. Next, we define a class of
functions F(g,b, m, m™) such that f € F(g,b,m,m") is defined in terms of good, bad, and masking
functions g, b, and m™, and a masking fraction m € [0, 1].1

Definition. Given functions g,b,m,m™, the class of functions F(g,b,m,m™) contains functions
P, where P € P and i € [r], defined as

FP(S8) = (1= m(S 1 M) (g(S N T) +b(S N ) +m*(S 0 M),

We use probabilistic arguments over the partition P € P and the integer ¢ € [r] chosen uniformly
at random to show that for any distribution D and any algorithm, there exists a function in
F(g,b,m,m™) that the algorithm optimizes poorly given samples from D. The functions g, b, m, m™
have desired properties that are parametrized below. At a high level, the identical on small samples
and masking on large samples properties imply that the samples do not contain enough information
to learn 7, i.e. distinguish good and bad elements, even though the partition P can be learned. The
gap and curvature property imply that if an algorithm cannot distinguish good and bad elements,
then the algorithm performs poorly.

Definition. The class of functions F(g,b,m,m™) has an («, B)-gap if the following conditions are
satisfied for some t, where U(P) is the uniform distribution over P.

1. Identical on small samples. For a fized S : |S| < t, with probability 1 — n=*M oyer
partition P ~U(P), g(SNT;) + b(SNT-;) is independent of i;

2. Masking on large samples. For a fized S : |S| > t, with probability 1 — n=W over
partition P ~ U(P), the masking fraction is m(SN M) = 1;

!The notation m* refers to the role of this function, which is to maintain monotonicity of masking elements.
These four functions are assumed to be normalized such that g(@) = b(@)) = m (@) = m™ () = 0.



3. a-Gap. Let S :|S| =k, then g(S) > max{a-b(S),a-m™(S)};
4. B-Curvature. Let Sy : |S1| =k and Sz : |Se| = k/r, then g(S1) > (1 —3) -7 - g(S2).

The following lemma reduces the problem of showing an impossibility result to constructing
g,b,m, and mT which satisfy the above properties.

Theorem 2.1. Assume the functions g,b,m,m™ have an («,3)-gap, then F(g,b,m,m™) is not
2max(1/(r(1 — B)),2/«)-optimizable from samples over any distribution D.

Consider a distribution D. The proof of this result consists of three parts.

1. Fix a set S. With probability 1 — n=*() over P ~ U(P), f*(S) is independent of i, by the
identical on small samples and masking on large samples properties.

2. There exists a partition P € P such that with probability 1 —n~“(!) over polynomially many
samples S drawn from D, f5¥(S) is independent of i for all S € S. Thus, given samples
{(S;, f7(S;))}; for such a partition P, the decisions of the algorithm are independent of i.

3. There exists f** such that the algorithm does not obtain a 2max(1/(r(1 — j)),2/a) approx-
imation for f©' with samples from D. This holds by a second probabilistic argument, this
time over i € U([r]), and by the gap and curvature properties.

2.2 OPS Hardness of Coverage Functions

We use this framework to show that there exists no constant a and distribution D such that coverage
functions are a-optimizable from samples over D. We first state a definition of coverage functions
that is equivalent to the traditional definition and that is used through this section.

Definition 1. A function f : 2V — R is coverage if there exists a bipartite graph G = (NU{a;};, E)
between elements N and children {a;}; with weights w(a;) such that the value of a set S is the sum
of the weights of the children covered by S, i.e., for all S C N, f(S) = ZajﬂmjeE’eeSw(aj). A
coverage function is polynomial-sized if the number of children is polynomial in n = |N|.

The construction of good and bad coverage functions g and b that combine the identical on small
samples property and a large a-gap on large sets as needed by the framework is a main technical
challenge. The bad function b needs to increase slowly (or not at all) for large sets to obtain a large
a-gap, which requires a non-trivial overlap in the children covered by bad elements (this is related
to coverage functions being second-order supermodular [42]). The overlap in children covered by
good elements then must be similar (identical on small samples) while the good function still needs
to grow quickly for large sets (large gap), as illustrated in Figure 1. We consider the cardinality
constraint k = n%5~¢ and a number of parts r = n}/5~¢. At a high level, the proof follows three
main steps.

1. Constructing the good and bad functions. In Section 2.2.1, we construct the good and
bad functions whose values are identical on small samples for ¢ = n®/5t€, have gap a = nl/5~¢,
and curvature 8 = o(1). These good and bad functions are affine combinations of primitives
{Cp}pen which are coverage functions with desirable properties;

2. Constructing the masking function. In Section 2.2.2, we construct m and m™ that are
masking on large samples for ¢t = n?/5t¢ and that have a gap a = n'/5. In this construction,
masking elements cover the children from functions g and b such that ¢ masking elements
cover all the children, but k& masking elements only covers an n~/5 fraction of them.
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Figure 1: Sketches of the desired g(S) and b(S) in the simple case where they only depend on y = |S]|.

3. From exponential to polynomial-sized coverage functions. Lastly in Section 2.2.3 we
prove the hardness result for polynomial-sized coverage functions. This construction relies on
constructions of /-wise independent variables to reduce the number of children.

2.2.1 Constructing the Good and the Bad Coverage Functions

In this section we describe the construction of good and bad functions that are identical on small
samples for ¢t = n3/>t¢ with a gap a = n'/5=¢ and curvature 8 = o(1). To do so, we introduce
a class of primitive functions C), through which we express the good and bad functions. For
symmetric functions h (i.e. whose value only depends on the size of the set), we abuse notation
and simply write h(y) instead of h(S) for a set S of size y.

The construction. We begin by describing the primitives we use for the good and bad functions.
These primitives are the family {C}},cn, which are symmetric, and defined as:

Coly) =p-(1—(1-1/p)¥).
These are coverage functions defined over an exponential number of children.

Claim 1. Consider the coverage function over ground set N where for each set S, there is a child
ag that is covered by exactly S, and child ag has weight w(ag) = p - Pr(S ~ B(N,1/p)) where the
binomial distribution B(N,1/p) picks each element in N independently with probability 1/p, then
this coverage function is Cp.

For a given £ € [n], we construct g and b as affine combinations of ¢ coverage functions Cy, (y)
weighted by variables z; for j € [{]:

e The good function is defined as:

e The bad function is defined as b(S) = >77_; ., b'(S N T}), with

Viy) = > x;Cp(y)

j:CCj>O



Overview of the analysis of the good and bad functions. Observe that if g(y) = b'(y)
for all y < £ for some sufficiently large ¢, then we obtain the identical on small samples property.
The main idea is to express these ¢ constraints as a system of linear equations Ax = y where
Ajj = Cp, (i) and y; := j, with 7, j € [(]. We prove that this matrix has two crucial properties:

1. A is invertible. In Lemma A.1 we show that there exists {p; }ﬁzl such that the matrix A is
invertible by interpreting its entries defined by C), as non-zero polynomials of degree ¢. This
implies that the system of linear equations A - x = y can be solved and that there exists a

coefficient x* needed for our construction of the good and the bad functions;

2. ||x*||co is bounded. In Lemma A.4 we use Cramer’s rule and Hadamard’s inequality to prove
that the entries of x* are bounded. This implies that the linear term y in g(y) dominates
:L'; -Cp, (y) for large y and all j. This then allows us to prove the curvature and gap properties.

These properties of A imply the desired properties of g and b for £ = loglogn.

Lemma 2.1. For every constant € > 0, there exists coverage functions g,b such that the identical
on small samples property holds for t = n3/5T¢ with gap o = nt/5=¢ and curvature 8 = o(1).

Lemma A.3 shows the identical on small samples property. It uses Lemma A.2 which shows
that if |S| < n3/°F¢ then with probability 1 —n~<(1) |S N T;| < loglogn for all j. The property
then follows from the system of linear equations. The gap and curvature properties are proven in
Lemmas A.5 and A.6 using the fact that the term y in ¢ dominates the other terms in g and b.

2.2.2 Constructing the Masking Function

Masking elements allow the indistinguishability of good and bad elements from large samples.

The masking elements. The construction of the coverage functions g and b defined in the
previous section is generalized so that we can add masking elements with desirable properties. For
each child a; in the coverage function defined by g+ b, we divide a; into n3/5 children @il oo @y p3/5

with equal weights w(a; ;) = 1:;(3‘75) for all j. Each element covering a; according to g and b now

covers children a;1,...,a; ,3/5. Note that the value of g(S) and b(S) remains unchanged with this
new construction and thus, the previous analysis still holds. Each masking elements in M is defined
by drawing j ~ U[n?/°] and having this element cover children a; j for all 4.

The masking function m™(S) is the total weight covered by masking elements S and the masking
fraction m(S) is the fraction of j € [n3/%] such that j is drawn for at least one element in S.

Masking properties. Masking elements cover children that are already covered by good or bad
elements. A large number of masking elements mask the good and bad elements, which implies
that good and bad elements are indistinguishable.

e In Lemma A.8 we prove that the masking property holds for ¢ = n3/5te,

e We show a gap a = n'/® in Lemma A.9. For any S : |S| < k, we have g(S) > n!/® .- m*(S).

An impossibility result for exponential size coverage functions. We have the four prop-
erties for a (n'/°=¢ o0(1))-gap. The functions f5 are coverage since g,b,m* are coverage and m+
is the fraction of overlap between children from g, b, and m™

Claim 2. Coverage functions are not n~'/>T<_optimizable from samples over any distribution D,
for any constant € > 0.



2.2.3 From Exponential to Polynomial Size Coverage Functions

The construction above relies on the primitives C), which are defined with exponentially many
children. In this section we modify the construction to use primitives ¢, which are coverage with
polynomially many children. The function class F(g, b, m, m™) obtained are then coverage functions
with polynomially many children. The functions ¢, we construct satisfy ¢,(y) = Cp(y) for all y < ¢,
and thus the matrix A for polynomial size coverage functions is identical to the general case. We
lower the cardinality constraint to k = 2V1°8™ = |T}| so that the functions ¢,(S N T}) need to be
defined over only 2v108™ ¢lements. We also lower the number of parts to r = gviogn/2,

Maintaining symmetry via /-wise independence. The technical challenge in defining a cov-
erage function with polynomially many children is in maintaining the symmetry of non-trivial size
sets. To do so, we construct coverage functions {¢*},¢ for which the elements that cover a ran-
dom child are approximately ¢-wise independent. The next lemma reduces the problem to that of
constructing coverage functions (? that satisfy certain properties.

Lemma 2.2. Assume there exist symmetric (up to sets of size £) coverage functions ¢* with poly(n)
children that are each covered by z € [k] parents. Then, there exists coverage functions c, with

poly(n) children that satisfy c,(S) = Cp(y) for all S such that |S| =y < ¥, and ¢, (k) = Cp(k).

The proof is constructive. We obtain ¢, by replacing, for all z € [k], all children in C), that are
covered by z elements with children from ¢* with weights normalized that sum up Cj,(k). Next,
we construct such (?. Assume without loss that & is prime (otherwise pick some prime close to k).
Given a € [k]%, and z € [z], let

ha(z) := Z a;z' mod k
i€l

The children in ¢* are U = {a € [k]® : ha(z1) # ha(zz) for all distinct z1, 22 € [2]}. The k
elements are {j : 0 < j < k}. Child a is covered by elements {ha(z) : = € [z]}. Note that
|U| < kb = 20V1081 and we pick £ = loglogn as previously. The next lemma shows that we obtain
the desired properties for (%.

Lemma 2.3. The coverage function (* is symmetric for all sets of size at most £.

At a high level, the proof uses Lemma A.10 which shows that the parents of a random child a
are approximately /-wise independent. This follows from h,(z) being a polynomial of degree £ — 1,
a standard construction for /-wise independent random variables. Then, using inclusion-exclusion
over subsets T of a set S of size at most ¢, the probability that T is the parents of a child a only
depends on |T'| by Lemma A.10. Thus, ¢(*(S) only depends on |S|. We are now ready to show the
properties for g, b, m, m™ with polynomially many children,

Lemma 2.4. There exists polynomial-sized coverage functions g,b,m, and m™ that satisfy an
(o = 29WIogn) | 3 — (1))-gap with t = n3/5+,

We construct g,b,m, m" as in the general case but in terms of primitives ¢, instead of C,. By
Lemmas 2.2 and 2.3, we obtain the same matrix A and coefficients x* as in the general case, so the
identical on small samples property holds. The masking on large samples and curvature property
hold almost identically as previously. Finally, since k is reduced, the gap « is reduced to 2Q(Vogn)



OPS Hardness for Coverage Functions. We get our main result by combining Theorem 2.1
with this (a = 2°(V10gn) 3 — o(1))-gap.

Theorem 2.2. For every constant € > 0, coverage functions are not n~"/5t¢-optimizable from sam-
ples over any distribution D. In addition, polynomial-sized coverage functions are not 2~Xviogn)_
optimizable from samples over any distribution D.

3 Algorithms for OPS

In this section we describe 0PS-algorithms. Our algorithmic approach is not to learn a surrogate
function and to then optimize this surrogate function. Instead, the algorithms estimate the expected
marginal contribution of elements to a random sample directly from the samples (Section 3.1) and
solve the optimization problem using these estimates. The marginal contribution of an element
e to a set S if fg(e) := f(SU{e}) — f(S). If these marginal contributions are decreasing, i.e.,
fs(e) > fr(e) for alle € N and S C T C N, then f is submodular. If they are positive, i.e.,
fs(e) >0 for alle € N and S C N, then f is monotone.

This simple idea turns out to be quite powerful; we use these estimate to develop an Q(n_l/ 4
0Ps-algorithm for monotone submodular functions in Section 3.2. This approximation is essentially
tight with a hardness result for general submodular functions shown in Appendix F that uses the
framework from the previous section. In Section 3.3 we show that when samples are generated from
a product distribution, there are interesting classes of functions that are amenable to optimization
from samples.

3.1 OPS via Estimates of Expected Marginal Contributions

A simple case in which the expected marginal contribution Eg. pje,¢5 [fs(ei)] of an element e; to a
random set S ~ D can be estimated arbitrarily well is that of product distributions. We now show a
simple algorithm we call EEMC which estimates the expected marginal contribution of an element
when the distribution D is a product distribution. This estimate is simply the difference between
the average value of a sample containing e; and the average value of a sample not containing e;.

Algorithm 1 EEMC Estimates the Expected Marginal Contribution Eg pjc,¢s[fs(e)]-

Input: S ={S; : (5}, f(S;)) is a sample) }
for i € [n] do
SZ<—{S : SES,@Z'ES}
S_Z<—{S : SGS,ei¢S}
U 4= \T1| > ses, fF(9) — ﬁ >oses_, [(5)
end for
return (01,...,0,)

Lemma 3.1. Let D be a product distribution with bounded marginals.> Then, with probability at
least 1 — O(e™™), the estimations 0; are € accurate, for any € > f(N)/poly(n) and for all e;, i.e.,

0; — Egple,gs(fsle)]| < e

2The marginals are bounded if for alle, e € S ~ D and e € S ~ D w.p. at least 1/poly(n) and at most 1—1/poly(n).



The proof consists of the following two steps. First note that

Egple,gs(fs(€i)] = Eguple,gslf(SUe)] — Eguple,eslf (S)] = Eguple,eslf(S)] — Egaple,zsf(S)]

where the second equality is since D is a product distribution. Then, from standard concentration
bounds, the average value (3 _gcs. f(5))/[Si| of a set containing e; estimates Eg. pje,es[f(5)] well.

Similarly, (3 _ges_, f(S))/|S-i| estimates Eg pje,¢s[f(9)]-

3.2 A Tight Approximation for Submodular Functions

We develop an Q(n~1/4)-0PS algorithm over D for monotone submodular functions, for some distri-
bution D. This bound is essentially tight since submodular functions are not n~/4t€-optimizable
from samples over any distribution (Appendix F). We first describe the distribution for which the
approximation holds. Then we describe the algorithm, which builds upon estimates of expected
marginal contributions.

The distribution. Let D; be the uniform distribution over all sets of size ¢. Define the distribu-
tion D% to be the distribution which draws from Dy, D NS and D a1 atb random. In Lemma B.2
we generalize Lemma 3.1 to estimate 0; = Egp__je,¢s [fs(ei)] with samples from D 5 and D /..

The algorithm. We begin by computing the expected marginal contributions of all elements. We
then place the elements in 3 logn bins according to their estimated expected marginal contribution
0;. The algorithm then simply returns either the best sample of size k or a random subset of size k
of a random bin. Up to logarithmic factors, we can restrict our attention to just one bin. We give
a formal description below.

Algorithm 2 An Q(nil/ 4)-optimization from samples algorithm over D*“* for monotone submod-
ular functions.
Input: § = {5, : (S, f(S;)) is a sample)}
With probability %:
return argmaxges. |s|=k f(S) best sample of size k
With probability %:
(01, ...,0y) « EEMC(S)
QA}max <— max; lA)l
for j € [3logn]| do
Bj(-{i : Dmag S@Z<M}

271—1 271
end for
Pick j € [3logn] u.a.r.
return S, a subset of B; of size min{|B,|,k} u.a.r. a random set from a random bin

Analysis of the algorithm. The main crux of this result is in the analysis of the algorithm.

Theorem 3.1. Algorithm 2 is an Q(n*1/4)—0PS algorithm over D for monotone submodular
functions.

The analysis is divided in two cases, depending if a random set S ~ D s of size \/n has low
value or not. Let S* be the optimal solution.

10



e Assume that Eg.p _[f(5)] < f(5*)/4. Thus, optimal elements have large estimated expected
marginal contribution ¥; by submodularity. Let B* be the bin with the largest value among
the bins with contributions ¢ > f(5*)/(4k). We argue that a random subset of B* of size k
performs well. Lemma B.4 shows that a random subset of B* is a | B*|/(4k+/n)-approximation.
At a high level, a random subset S of size \/n contains |B*|/y/n elements from bin B* in
expectation, and these |B*|/y/n elements Sp« have contributions at least f(S*)/(4k) to Spx.
Lemma B.5 shows that a random subset of B* is an Q(k/|B*|)-approximation to f(S*). The
proof first shows that f(B*) has high value by the assumption that a random set S ~ D 5
has low value, and then uses the fact that a subset of B* of size k is a k/|B*| approximation
to B*. Note that either |B*|/(4k+/n) or Q(k/|B*|) is at least Q(n~1/4).

e Assume that Eg.p _[f(S5)] = f(5*)/4. We argue that the best sample of size k performs well.
Lemma B.6 shows that, by submodularity, a random set of size k is a k/(4/n) approximation
since a random set of size k is a fraction k/(y/n) smaller than a random set from D 5 in
expectation. Lemma B.7 shows that the best sample of size k is a 1/k-approximation since it
contains the elements with the highest value with high probability. Note that either k/(4/n)
or 1/k is at least n=1/4.

3.3 Bounded Curvature and Additive Functions

A simple ((1—c¢)? —0(1))-0PS algorithms for monotone submodular functions with curvature ¢ over
product distributions follows immediately from estimating expected marginal contributions. This
result was recently improved to (1—e¢)/(1+c— c?), which was shown to be tight [6]. An immediate
corollary is that additive (linear) functions, which have curvature 0, are (1 —o(1))-0PS over product
distributions. The curvature ¢ of a function measures how far this function is to being additive.

Definition. The curvature c of a submodular function f is ¢ : =1 — mineen scn fs\e(e)/f(e)-

This definition implies that fg(e) > (1 —c¢)f(e) > (1 —¢)fr(e) for all S,T and alle € SUT
since f(e) > f(T'Ue) — f(T) = fr(e) where the first inequality is by submodularity. The algorithm
simply returns the k elements with the highest expected marginal contributions.

Algorithm 3 MAXMARGCONT: A ((1 — ¢)? — o(1))-optimization from samples algorithm for
monotone submodular functions with curvature c.
Input: S ={5; : (S, f(S;)) is a sample)}

(01, ..., 0n) < EEMC(S)

return S < argmax|p—; )7 0i

Theorem 3.2. Let f be a monotone submodular function with curvature ¢ and D be a product
distribution with bounded marginals. Then MAXMARGCONT is a ((1 — ¢)? — o(1))-0PS algorithm.

The proof follows almost immediately from the definition of curvature. Let .S be the set returned
by the algorithm and S* be the optimal solution, then f(S) and f(S*) are sums of marginal
contributions of elements in S and S* which are each at most a factor 1—c away from their estimated
expected marginal contribution by curvature. A 1 — o(1) approximation follows immediately for
additive functions since they have curvature ¢ = 0. A function f is additive if f(S) =>__ .5 f({ei}).

Corollary 1. Let f be an additive function and D be a product distribution with bounded marginals.
Then MAXMARGCONT is a (1 — o(1))-0PS algorithm.

11



4 Recoverability

The largely negative results from the above sections lead to the question of how well must a
function be learned for it to be optimizable from samples? One extreme is a notion we refer
to as recoverability (REC). A function is recoverable if it can be learned everywhere within an
approximation of 1 + 1/n? from samples. Does a function need to be learnable everywhere for it
to be optimizable from samples?

Definition. A function f is recoverable for distribution D if there exists an algorithm which, given
a polynomial number of samples drawn from D, outputs a function f such that for all sets S,

1 ~ 1
(1= ) 18 < 708) < (14 1) £18)
with probability at least 1 —0 over the samples and the randomness of the algorithm, where § € [0, 1)
15 a constant.

This notion of recoverability is similar to the problem of approximating a function everywhere
from Goemans et al. [32]. The differences are that recoverability is from samples whereas their
setting allows value queries and that recoverability requires being within an approximation of 1 £+
1/n2. Tt is important for us to be within such bounds and not within some arbitrarily small constant
because such perturbations can still lead to an O(n_l/ 2+9) impossibility result for optimization
[37]. We show that if a monotone submodular function f is recoverable then it is optimizable from
samples by using the greedy algorithm on the recovered function f . The proof is similar to the
classical analysis of the greedy algorithm.

Theorem 4.1. If a monotone submodular function f is recoverable over D, then it is 1—1/e—o(1)-
optimizable from samples over D. For additive functions, it is 1 — o(1)-optimizable from samples.

We show that additive functions are in REC under some mild condition. Combined with the
previous result, we get an alternate proof from the previous section for additive functions being
1 — o(1)-optimizable from samples over product distributions.

Lemma 4.1. Let f be an additive function with vpmae, = max; f({€;}), Vmin = min; f({e;}) and let
D be a product distribution with bounded marginals. If vpmin > Umaz/poly(n), then f is recoverable
for D.

We also note that submodular functions that are a c-junta for some constant ¢ are recoverable.
A function f is a c-junta [48, 29, 57] if it depends only on a set of elements T of size c. If ¢ is
constant, then with enough samples, T" can be learned since each element not in 7' is in at least
one sample which does not contain any element in 7. For each subset of T', there is also at least
one sample which intersects with 7" in exactly that subset, so f is exactly recoverable.

The previous results lead us to the following question: Does a function need to be recoverable
to be optimizable from samples? We show that it is not the case since unit demand functions
are optimizable from samples and not recoverable. A function f is a unit demand function if

f(8) = maxc,es f({ei}).
Lemma 4.2. Unit demand functions are not recoverable for k > n¢ but are 1-0PS.

We conclude that functions do not need to be learnable everywhere from samples to be opti-
mizable from samples.
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5 Additional related work

Revenue maximization from samples. The discrepancy between the model on which algo-
rithms optimize and the true state of nature has recently been studied in algorithmic mechanism
design. Most closely related to our work are several recent papers (e.g. [14, 25, 11, 40, 47, 12]) that
also consider models that bypass the learning algorithm and let the mechanism designer access
samples from a distribution rather than an explicit Bayesian prior. In contrast to our negative
conclusions, these papers achieve mostly positive results. In particular, Huang et al. [40] show
that the obtainable revenue is much closer to the optimum than the information-theoretic bound
on learning the valuation distribution.

Comparison to online learning and reinforcement learning. Another line of work which
combines decision-making and learning is online learning (see survey [38]). In online learning, a
player iteratively makes decisions. For each decision, the player incurs a cost and the cost function
for the current iteration is immediately revealed. The objective is to minimize regret, which is the
difference between the sum of the costs of the decisions of the player and the sum of the costs of the
best fixed decision. The fundamental differences with our framework are that decisions are made
online after each observation, instead of offline given a collection of observations. The benchmarks,
regret in one case and the optimal solution in the other, are not comparable.

A similar comparison can be made with the problem of reinforcement learning, where at each
iteration the player typically interacts with a Markov decision process (MDP) [51]. At each itera-
tion, an action is chosen in an online manner and the player receives a reward based on the action
and the state in the MDP she is in. Again, this differs from our setting where there is one offline
decision to be made given a collection observations.

Additional learning results for submodular functions. In addition to the PMAC learning
results mentioned in the introduction for coverage functions, there are multiple learning results
for submodular functions. Monotone submodular functions are a-PMAC learnable over product
distributions for some constant o under some assumptions [4]. Impossibility results arise for general
distributions, in which case submodular functions are not Q(n~'/3)-PMAC learnable [4]. Finally,
submodular functions can be (1 — €)-PMAC learned for the uniform distribution over all sets with a
running time and sample complexity exponential in € and polynomial in n [29]. This exponential

(e2/%)

dependency is necessary since 2% samples are needed to learn submodular functions with

¢1-error of € over this distribution [31].
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A Impossibility of OPS

A Framework for OPS Hardness

We reduce the problem of showing hardness results to the problem of constructing g,b, m,m™
with an (a, 8)-gap. Recall that a partition P has r parts Ti,...,T, of k elements and a part M
of remaining n — rk elements. The functions f7(S) € F(g,b,m,m*) are defined as f(S) :=
(1—m(SNM))(g(SNT;) +b(SNT_;)) +mT (SN M) with i € [r].

Theorem 2.1. Assume the functions g,b,m,m™ have an («, 3)-gap, then F(g,b,m,m™) is not
2max(1/(r(1 = f)),2/«a)-optimizable from samples over any distribution D.

Proof. Fix any distribution D. We first claim that for a fixed set S, f©¥(S) is independent of i
with probability 1 —n~*() over a uniformly random partition P ~ U(P). If |S| < ¢, then the claim
holds immediately by the identical on small samples property. If |S| > ¢, then m(S N M) = 1 with
probability 1 —n~“() over P by the masking on large samples property and f(S) = m*(SnM).

Next, we claim that there exists a partition P € P such that fP¥(S) is independent of i with
probability 1 — n~“(") over S ~ D. Denote the event that f7(S) is independent of i by I(S, P).
By switching sums,

Z Pr(P ~ U(P)) Z Pr(S ~ D) 1y, p)

PeP Se2N

=Y Pr(S~D) Y Pr(P~UP))Lys,p
SeoN PeP

> 3" Pr(S ~D) (1 — n—w@)
Se2N

=1—n—W

where the inequality is by the first claim. Thus there exists some P such that

> Pr(S~D)lygp) =1—n
Se2N

which proves the desired claim.

Fix a partition P such that the previous claim holds, i.e., fF¥(S) is independent of i with
probability 1 —n~“( over a sample S ~ D . Then, by a union bound over the polynomially many
samples, fF¥(9) is independent of i for all samples S with probability 1 — n~“M and we assume
this is the case for the remaining of the proof. It follows that the choices of the algorithm given
samples from f € {fF ’i};“:l are independent of 7. Pick ¢ € [r| uniformly at random and consider
the (possibly randomized) set S returned by the algorithm. Since S is independent of i, we get
Eis[|SNTi[] < k/r. Let Sy, = argmaxg, gj—x/-(9(S)), we obtain

E; s[f7(9)] <Eis[g(SNT) +b(SNT_;) +mT(SNM)]  (m(SNM)<1)

< g(Sk/r) +b(S) +m™(S) (monotone and submodular)
1 2
< mg(Tl) + ag(Ti) (curvature and gap)
1 2\ .p,

< 2 — )2 T

< 2o () 1@
Thus, there exists at least one ¢ such that the algorithm does not obtain a 2max(1/(r(1—25)),2/a)-
approximation to fP#(T;), and T; is the optimal solution. O
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Cover Functions Cp
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Figure 2: The value of coverage functions Cp(y) for 1 < p < 7 and sets y € [10].

OPS Hardness of Coverage Functions

2/5—e 1/5—¢

We consider the cardinality constraint k =n and the number of parts r =n

Construction the Good and the Bad Coverage Functions

For symmetric functions h (i.e. whose value only depends on the size of the set), we abuse notation
and simply write h(y) instead of h(.S) for a set S of size y. We begin by showing that the primitives
Cp(y) =p-(1—(1—-1/p)¥) (illustrated in Figure 2) are coverage functions. It then follows that
the functions g and b are coverage.

Claim 1. Consider the coverage function over ground set N where for each set S, there is a child
ag that is covered by exactly S, and child ag has weight w(ag) = p - Pr(S ~ B(N,1/p)) where the
binomial distribution B(N,1/p) picks each element in N independently with probability 1/p, then
this coverage function is C,.

Proof. Note that

Gp($)= > wlar)

T:|TNS|>1

=t Y Pr(T'~B(N,1/p))

T:|TNS|>1

( Pr(T ~ B(N, 1/p))
T:|TNS|=0

to(1- [\TﬁS|—O]>

( T~B( Nl/p
ISI
t-(1-— 1 — - .

In the remaining of this section, we prove Lemma 2.1.

Lemma 2.1. For every constant € > 0, there exists coverage functions g,b such that the identical
on small samples property holds for t = n3/5T¢, with gap o = n'/>~¢ and curvature f = o(1).
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Figure 3: The matrix A.

The good and bad functions are defined as g(y) = y + Zj;xj<o(—33j)0pj (y) and b(S) =
D im1 2 V(SN Ty with ¥ (y) = 37, 2,50 ZjCp; (y). We obtain the coefficients x by solving the
system of linear equations Ax =y where A;; := C (1) and y; := j as illustrated in Figure 3, with
i,7 €[.

To prove Lemma 2.1, we begin by showing that A is invertible in Lemma A.1, so that the
coefficients x satisfying the system of linear equations exist. We then show the three desired
properties. Lemma A.2 shows that a set S of size at most n/5t¢ contains at most ¢ elements from
any part 7; w.p. 1 — n~“M | thus the identical on small samples property holds by the system of
linear equations (Lemma A.3). Lemma A.4 bounds the coefficients x, thus the y term in the good
function dominates and we obtain the gap (Lemma A.5) and curvature (Lemma A.G) properties.

Lemma A.1. Matriz A({pj}gzl) is invertible for some set of integers {pj} _1 such that j < p; <
JG+1) foralll1 <j<d.

Proof. The proof goes by induction on ¢ and shows that it is possible to pick p, such that the rows
of A({p; ?:1) are linearly independent. The base case is trivial. In the inductive step, assume
p1,- - ,pe—1 have been picked so that the (¢ — 1) x (¢ — 1) matrix A({pj}ﬁ;i) is invertible. We
show that for some choice of integer p; € [py—1,4(¢ + 1)] there does not exist a vector z such that
> i<e#iAij =0 for all j < ¢ where A = A({pj}gzl). We write the first £ — 1 entries of row Ay as a
linear combination of the other £ — 1 rows:

> zidig=Ag; Vi<l
i<l

Since A({p; é_l) is invertible by the inductive hypothesis, there exists a unique solution z* to
the above 5ystem of linear equations. It remains to show that ), ,2zFA;; # Aye, which by the
uniqueness of z* implies that there does not exist a vector z such that Zzge 2iA; ; = 0 for all j < 1.

Observe that Age + >, 27 Aie = (0) — (pe — 1) + X, 27 (0 — (pe — 1)i)p§"')/p§‘1 and that
(pe =)'+ 20— (pe — 1))y~
i<t

is a non-zero polynomial of degree ¢ that has at most ¢ roots. Therefore, there exists py such
that pp1 < pr < pry +L+1and >, , 27 A;¢ # Age. So the rows of A({pj}gzl) are linearly
independent and the matrix is invertible. We get the bounds on p, by the induction hypothesis,
pe<pra+l+1< =10+ L+1<0(+1). O

We need the following lemma to show the identical on small samples property.
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Lemma A.2. Let T be a uniformly random set of size |T| and consider a set S such that |T|-|S|/n <
n=¢ for some constant € > 0, then Pr(|SNT| > ¢) = n= 0,

Proof. We start by considering a subset L of S of size £. We first bound the probability that L is
a subset of T,

Pr(LQT)SHPr(eGT)ﬁH@: <|T|>Z.

n
ecL e€L

We then bound the probability that |[S N T| > ¢ with a union bound over the events that a set L
is a subset of T', for all subsets L of S of size £:

Pr(SNT|>0)< > Pr(LCS)< (’“Z') . <|T’>Z < <|T||5|>£ <net

n n
LCS:|L|=¢
where the last inequality follows from the assumption that |T'| - |S|/n < n™°. O

For coverage functions, we let ¢ = loglogn.

Lemma A.3. The identical on small samples property holds for t = n3/5+€/2.

Proof. Lemma A.2 implies that |SNT};| < ¢ =loglogn w.p. 1 —w(1) over P ~ U(P) for all j for a
set S of size at most n®/5+</2. Thus, g(S NT;) = b7 (SN Ty) for all j w.p. 1 —w(1) by the system
of linear equations, which implies the identical on small samples property for ¢ = n3/5t¢/2, O

The gap and curvature properties require bounding the coefficients x (Lemma A.4). We recall

two basic results from linear algebra (Theorems A.1 and A.2) that are used to bound the coefficients.
Theorem A.1 (Cramer’s rule). Let A be an invertible matriz. The solution to the linear system
Ax =y is given by x; = %ii‘ﬁ( , where A; is the matriz A with the i-th column replaced by the vector

Y.

Theorem A.2 (Hadamard’s inequality). det A <[] ||vi||, where ||v;|| denotes the Euclidean norm
of the i-th column of A.

Lemma A.4. Let x* be the solution to the system of linear equations (A({pj}§:1)> X =Yy, then

the entries of this solution are bounded: |x}| < £oh),

Proof. Denote A := A({pj}le). By Lemma A.1, A is invertible, so let x* = (4)"'y. By Cramer’s

rule (Theorem A.1), z} = ‘ileettii, where A; is A with the i-th column replaced by the vector y.
Using the bound from Lemma A.1, every entry in A can be represented as a rational number,
with numerator and denominator bounded by (). We can multiply by all the denominators,
and get an integer matrix with positive entries bounded by 008, Now, by Hadamard’s inequality
(Theorem A.2), the determinants of the integral A and all the A;’s are integers bounded by 70
Therefore every entry in x* can be written as a rational number with numerator and denominator

bounded by ElCo) O

Using the bounds previously shown for x*, the two following lemmas establish the gap « and

curvature (3 of the good and bad functions g(-) and b(-).
Lemma A.5. The gap between the good and the bad functions g(-) and b(-) is at least a = n'/5~¢
for general coverage functions and at least o = 22V1087) for polynomial-size coverage functions.
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Proof. We show the gap between the good and the bad function on a set S of size k. Recall that
b(S) <r-bl(k)=r- > ar0.j<e 5 Cp; (k). We can bound each summand as:
5>0,5<

x;Cyp, (k) < 27p; (Cp and ¢, upper bounded by p)
<zl +1) (Lemma A.1)
< 0 (Lemma A.4),

and therefore b7 (k) < £°("). On the other hand, the good function is bounded from below by the
cardinality: g(k) > k. Plugging in k = n?°~¢, r = n'/5=¢ and ¢ = loglogn, we get the following
gap «,

g(k) S n?/? nl/5—¢
— pl/s (log log n)log4 logn '
With £ = 2\/@, r=2vIen/2 and ¢ = loglogn, we get

g(k) - 2\/logn
b(S) - 2\/logn/2(10glogn)log4 logn

_ o(1—o(1)Viogn/2.

O
Lemma A.6. The curvature for both the general and polynomial-size good function is 8 = o(1).

Proof. Note that k/r > 2VI°8 /2 for both the general and polynomial size cases. Thus, the curvature
0 is

1 gk) k
T - 4
r-g(k/r) r-k/r+r- (loglogn)log logn
<1-(1+ g~ Vlogn/2 (log logn)log4 logn)*1
=o(1)
where the first inequality follows a similar reasoning as the one used to upper bound b(S) in
Lemma A.5. ]

Finally, combining Lemmas A.3, A.5, and A.6, we get Lemma 2.1.

Constructing the Masking Function

To obtain the desired properties of the masking functions m™ and masking fraction m™, each child
a; in the universe of g + b is divided into n3/5 children i1, - - - ;35 of equal weights w(az)/n3/o.
For each masking element, draw j € U([n3/°]), then this masking element covers a; ; for all 4. The
function m™*(9) is then the total weight covered by masking elements S and the masking fraction
m(S) is the fraction of j € [n3/5] such that j is drawn for at least one element in S. Lemmas A.8
and A.9 show the masking property on large samples and the a-gap for masking elements. We
begin by stating the Chernoff bound, used in Lemma A.8.

Lemma A.7 (Chernoff Bound). Let Xi,...,X,, be independent indicator random variables such
that Pr(X; =1)=1. Let X =" | X; and p=E[X]. For0<d <1,

Pr(| X —p| > dp) < 2eH/3,
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Lemma A.8. Consider the construction above for masking elements, then the masking on large
samples property holds for t = n3/5+e,

Proof. First, we show that a large set S contains a large number of masking elements with expo-
nentially high probability.®> We then show that a large number of masking elements covers all the
children with exponentially high probability, thus m(S N M) = 1.

Masking elements are a 1 —o(1) fraction of N since there are n—rk =n—n masking
elements. By Chernoff bound (Lemma A.7), a set of size at least n®/5t¢ contains at least n®/5+¢/2
masking elements with exponentially high probability. By another Chernoff bound, with n3/5+¢/2
masking elements, at least one of these elements cover a fixed child a; ; with exponentially high
probability. By a union bound, this holds for all j € [n3/ °]. Finally, note that if a set of masking
elements cover a; 1, ... s G p3/5 for some ¢, this set covers a; 1, . .. 2y n3/5 for all . Thus w.p. at least

1—n0 m(SNM)=1. O

1/576,',&2/576

1/5+€

Lemma A.9. The masking function m has a gap a« =n with the good function g.

Proof. We first bound the value of all good and bad elements, and then bound the fraction of that
total value obtained by k masking elements. The value of all bad elements is

i V(T =(r—1) > 3Cy(k) (Definition of b7)

J=L,j#j 1<j<t:25>0
sr Z EO(ﬁ)ij (k) (Lemma A.4)
1<5<¢
<r Y O, (Cy e < p)
1<5<¢
=r Z e (Lemma A.1)
1<j<e
< o(k) (¢ =loglogn,r = n/>¢ k = n?>7¢)
< o(g(k))

Now note that a masking element covers a 1/n%/® fraction of the value of all good and bad elements
by the above construction. Thus, k = n?/5~¢ masking elements cover at most a 1 /nl/ 5+€ fraction
of the total value of all good and bad elements, combining this with the total value of bad elements
that is upper bounded by o(g(k)) concludes the proof. O

Combining Lemmas 2.1, A.8, and A.9, we obtain an (n'/°~¢ o(1))-gap. The main result for
exponential size coverage functions then follows from Theorem 2.1.

Claim 2. Coverage functions are not n~'/5+¢

for any constant € > 0.

-optimizable from samples over any distribution D,

From Exponential to Polynomial Size Coverage Functions

We modify C, to use primitives ¢, which are coverage with polynomially many children. The
function class F(g,b,m,m™) obtained are then coverage functions over a polynomial-size universe.
The matrix A for polynomial size coverage functions is identical as in the general case. We lower

3Formally, with exponentially high probability means with probability at least 1 —e~ %) for some constant ¢ > 0.
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the cardinality constraint to k = 2V1°8™ = |T}| so that the functions ¢,(S N T}) need to be defined
over only 2vVI08™ clements. We also lower the number of parts to r = gviogn/2,

The main technical challenge is to obtain symmetric coverage functions for sets of size at most ¢
with polynomially many children. We start by reducing the problem to constructing such functions
with certain properties in Lemma 2.2. We then construct such functions and prove they satisfy these
properties in Lemma 2.3. Combining these Lemmas, we obtain a (22(vVI°87) 4(1))-gap (Lemma 2.4).

Lemma 2.2. Assume there exist symmetric (up to sets of size £) coverage functions ¢* with poly(n)
children that are each covered by z € [k] parents. Then, there exists coverage functions c, with

poly(n) children that satisfy c,(S) = Cp(y) for all S such that |S| =y < ¥, and c,(k) = Cp(k).

Proof. The proof starts from the construction for C), with exponentially many children over a
ground set of size p and modifies it into a coverage function with polynomially many children while
satisfying the desired conditions. For each z < k, replace all children in C), that are covered by
exactly z elements with (*(-). Define Cj to be C, but only with these children that are covered by
exactly z elements. Let the new children from (*(-) be such that ¢*(k) = C5 (k).

Clearly ¢, has polynomially many children in n since each (*(-) has polynomially many children.
Then, note that

k k
cp(k) = (k) =) Cr(k) = Cplk).
z=1 z=1

Finally, we show that ¢,(S) = Cp(y) for all S such that |S| =y < [. Note that it suffices to show
that (*(S) = C;(y) for all 2, which we prove by induction on y. The base case y = 0 is trivial.
If y > 0, then consider some set S such that |[S| = y and let e € S. By the inductive hypothesis,
¢*(S\e) = C;(y—1). Let T be the set of all children in ¢*(-) not covered by S\ e. Define (3(-)
to be ¢*(-) but only with children in 7". Since all children in 7" are covered by z distinct elements
that are not in S'\ e,

D G =z (Ck) - Cly—1)).
e'¢S\e

By the assumptions on ¢*, ¢*(S) = ¢*(S \ eU¢'). For any ¢ ¢ S\ e, by combining with both
C*(S) =C*(S\e) +¢i(e) and *(S\eUe) =C*(S\ e) + (5(e),

(r(e) = (i) = 2 (CF(k) = Cy = 1))/ (k -y + 1)

So,
¢*(8) = ¢ (S\e) +¢z(e)
=Cly—D+z2-(Ck) - Cly-1)/(k—y+1)
=Cy—D+z-(Co(k) = Cyly—1))/(k—y+1)
=Gy (y)
where the last equality is obtained for C similarly as how it was obtained for ¢*. O

We now construct such ¢*. Assume without loss that k is prime (o.w. pick some prime close
to k). Given a € [k], and = € [z], let ha(z) := Diel a;z* mod k. The children in ¢* are
U={ac[k]’: ha(21) # ha(z2) for all distinct z1,zs € [2]}. The k elements are {j : 0 < j < k}.
Child a is covered by elements {ha(z) : z € [z]}. Note that [U| < k! = 20V18" and we pick
{ = loglogn as previously. The following lemma is useful to show the symmetricity of (~.
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Lemma A.10. Let a be a uniformly random child, then Pr(ha(x1) = j1,...,ha(x¢) = je) is inde-
pendent of distinct x1,...,x¢ € [2] and j1,...,j¢ € [p]. More precisely,

4

. s 1
Pr(ha(z1) = j1,. .., ha(ze) = jo) = H p+1—i
=1 p

Proof. It is well-known that the random variables (ha(0), ..., ha(z—1)) where a is chosen uniformly
at random from [p]* are (-wise independent since ha(+) is a polynomial of degree ¢ — 1, so

Pracau(pt(ha(21) = j, - ha HPr = ji).-

By throwing away all children a such that there exists distinct x1, xo with ha(x1) = ha(xs2), we
obtain the following by combining with the symmetry of the children a removed (there exists exactly
one polynomial defined by some a passing through any collection of ¢ points):

Pr(ha(x1) = ji, ..., ha(ze) = jo) HPr a(ri) = jilha(zi) & {j1,- -, ji-1})

Finally, note that

L

Hpr i) = jilha(e) & Ui D) =[] o5

Taptl—i
by the symmetry induced by ag. O
We are now ready to show the main lemma for the coverage functions (*(-) .

Lemma 2.3. The coverage function (? is symmetric for all sets of size at most £.

Proof. Let a be a child chosen uniformly at random and S be a set of size at most £. Then,
C*(S) =k -Pr(Ujes(3z € [2] s.t. ha(xz) =j)) and

Pr(Ujes(3z € [2] st ha(z) =) = Y (-D)THPr(T C {ha(z) : = € [2]})
TCS

by inclusion-exclusion. Note that Pr(7' C {ha(x) : = € [2]}) only depends on the size of T by
Lemma A.10. Therefore (#(S) only depends on the size of S and (*(-) is symmetric for all sets of
size at most /. O

We obtain an (o = 2°4V18™) 3 — 5(1))-gap for polynomial sized coverage functions by using
the primitives c,.

Lemma 2.4. There exists polynomial-sized coverage functions g,b,m, and m™ that satisfy an
(o = 29WIogn) | 3 — (1))-gap with t = n3/5+,

Proof. We construct g,b,m, m™ as in the general case but in terms of primitives ¢, instead of C,.
By Lemmas 2.2 and 2.3, we obtain the same matrix A and coefficients x* as in the general case,
so the identical on small samples property holds. The masking on large samples holds identically
as for general coverage functions. The gap and curvature properties are shown in Lemmas A.5 and
A.6. O
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We conclude with the main result for coverage functions by combining Claim 2, Lemma 2.4,
and Theorem 2.1.

Theorem 2.2. For every constant € > 0, coverage functions are not n~"/5t¢-optimizable from sam-
ples over any distribution D. In addition, polynomial-sized coverage functions are not 2~ viogn)_
optimizable from samples over any distribution D.
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B Algorithms for OPS

OPS via Estimates of Expected Marginal Contributions

We denote by S; and S_; the collections of all samples containing and not containing element
e; respectively. The estimate 0; is then the difference in the average value of a sample in S;
and the average value of a sample in S_;. By standard concentration bounds (Hoeffding’s in-
equality, Lemma B.1), these are good estimates of Eg pje,zs[fs(ei)] for product distributions D
(Lemma 3.1).

Lemma B.1 (Hoeffding’s inequality). Let X1, ..., X,, be independent random variables with values
in [0,b]. Let X = L3 X; and p = E[X]. Then for every 0 < e <1,

Pr(|X —E[X]|>¢) < 2¢~2me* /b,

Lemma 3.1. Let D be a product distribution with bounded marginals.* Then, with probability at
least 1 — O(e™™), the estimations 0; are € accurate, for any € > f(N)/poly(n) and for all e;, i.e.,

0; — Egoplegs(fs(ei)] | <e.

Proof. Let € > f(N)/n¢ for some constant c¢. Since D is a product distribution with marginals
bounded away from 0 and 1, there are at least 2n2¢t! samples containing element e; and at least
2n2¢t1 samples not containing e; for all 4, with exponentially high probability, with a sufficiently
large polynomial number of samples. Then by Hoeffding’s inequality (Lemma B.1 with m = 2n2¢t!
and b= f(N)),

Pr |51| Z f(S) — ESND|e¢€S[f(S)] >e/2] < 9e—4n2+1(e/2)2/ f(N)? < g2+l /n2e <92
i SEeS;

and similarly,

br 181| > () = Esaplegslf(9)]| > e/2 | <2e7.
~ses;

Since

R PR DIRIC

SeES_;

and

Egpie,gslfs(ei)] = Bguple,gs[f(SUei)] — Egople,gs[f(S)] = Eguple,eslf(5)] — Esuple,gslf(5)]

where the second equality is since D is a product distribution, the claim then holds with probability
at least 1 —4e ™. O

“The marginals are bounded if for alle, e € S ~ D and e &€ S ~ D w.p. at least 1/poly(n) and at most 1—1/poly(n).
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A Tight Approximation for Submodular Functions

Let D; be the uniform distribution over all sets of size i. Define the distribution D**® to be the
distribution which draws from Dy, D NS and D a4l at random. This section is devoted to show
that Algorithm 2 is an Q(n~'/4)-0PS algorithm over D*** (Theorem 3.1). Define S; ; and S_; ; to be
the collections of samples of size j containing and not containing e; respectively. For Algorithm 2,
we use a slight variation of EEMC(S) where the estimates are

@2’1 Zf()

Si v+l

> f(s

SES; i 18-yl —Zf‘ SeS_, ym

These are good estimates of Eg. p ﬁ|6i§gs[ fs(e;)], as shown by the following lemma. The proof
follows almost identically as the proof for Lemma 3.1.

Lemma B.2. With probability at least 1 —O(e™™), the estimations 0; defined above are € accurate,
for any € > f(N)/poly(n) and for all e;, i.e.,

|0 = Egp_jegslfs(e)]| < e

Proof. Let ¢ > f(N)/n® for some constant c¢. With a sufficiently large polynomial number of
samples, S; myq and S_; 5 are of size at least 2n2¢t1 with exponentially high probability. Then
by Hoeffding’s inequality (Lemma B.1 with m = 2n%*! and b = f(V)),

Pr 1 S F(S) = Esep jeeslf(9)]] > /2 | < 27D < gemn

[S; sl SeS; s B

and similarly,

br |S | > (s —Egop legslf(9)]| =2 €/2 [ <2e7".
—ivnl ses”, o

By the definition of ¥; and since

Esop . lesgslfs(€i)] = Esop . jeseslf(9)] = Esup . jeigslf(9)]
the claim then holds with probability at least 1 — 4e™". O

Next, we show a simple lemma that is useful when returning random sets (Lemma B.3). The
analysis is then divided into two cases, depending if a random set S ~ D ND has low value or not.
If a set has low value, then we obtain an Q(n‘l/ 4)-approximation by Corollary 2. Corollary 2
combines Lemmas B.4 and B.5 which respectively obtain ¢/(4k+/n) and k/t approximations. If a
random set has high value, then we obtain an n~'/4-approximation by Corollary 3. Corollary 3
combines Lemmas B.6 and B.7 which respectively obtain k/(44/n) and 1/k approximations.

Lemma B.3. For any monotone submodular function f(-), the value of a uniform random set S
of size k is a k/n-approximation to f(N).

Proof. Partition the ground set into sets of size k uniformly at random. A uniform random set of
this partition is a k/n-approximation to f(/N) in expectation by submodularity. A uniform random
set of this partition is also a uniform random set of size k. O
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In the first case of the analysis, we assume that Eg.p . [f(S)] < f(5*)/4. Let j’ be the largest
j such that bin Bj; contains at least one element e; such that v; > f(5*)/(2k). So any element
ei € Bj, j < j' is such that 9; > f(5*)/(4k). Define B* = argmaxp ;< f(S* N Bj) to be the bin
B with high marginal contributions that has the highest value from the optimal solution. Let ¢t be
the size of B*.

Lemma B.4. If ESNDﬁ[f(S)] < f(S*)/4, then a uniformly random subset of bin B* of size
min{k,t} is a (1 — o(1)) - min(1/4,t/(4k+/n))-approzimation to f(S*).

Proof. Note that

Eg.p,, mlscB* [f(9)] > ESNDﬁ[f(S N B*)] (submodularity)
> Es.p . Z fisnB e (€i) (submodularity)
_ez‘ESﬁB*

> Esop Z Egp . less’ [fsr(ei)]| (submodularity)

_eiGSﬂB*
>EBswp | Y, (0— f(N)/n®) (Lemma 3.1)

_eiESﬁB*
— Esp, (150 B (1 - o(1) L) (6> F(S)/(4) for & € BY)
— (- o) 5

If t/\/n > k, then a uniformly random subset of bin B* of size k is a ky/n/t approximation
to ES~Dt/ﬁ\S§B* [f(S)] by Lemma B.3, so a (1 — o(1))/4 approximation to f(S*) by the above
inequalities. Otherwise, if t/y/n < k, then a uniformly random subset of bin B* of size min{k, ¢} has
value at least Egp, _jscp- [£(S)] by monotonicity, and is thus a (1—o0(1))t/(4k+/n) approximation
to f(S*).

O
Lemma B.5. If Eg.p . [f(5)] < f(5*)/4, a uniformly random subset of bin B* of size min(k,t)
is an Q(min(1, k/t))-approzimation to f(S*).

Proof. We start by bounding the value of optimal elements not in bin B; with j < j’.

fF(S*\ (UB,:j<jBj))
<Es~p . [f(SUS*\ (UBj;ij/Bj))} (monotonicity)

<Es~p . | f(5) + Z Eg D leigs [fs/(e:)]| (submodularity)
eiE(S*\(UBj:ij/B]'))\S

<f(5)/4+Es.p . Z (0 + f(N)/n®) (assumption and Lemma 3.1)
eiE(S*\(UBj:jgj’Bj))\S
<f(SH/A+ f(S*)/2+ f(S)/n (definition of j')
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Since f(S*) < f(S* N (Up,.i<j Bj)) + f(S* \ (U,:j<j+B;)) by submodularity, we get that f(S*N
(U< Bj)) > f(S*)/5. Since there are 3logn bins, f(S* N B*) is a 3logn to f(5*)/5 by
submodularity and the definition of B*. By monotonicity, f(B*) is a 15logn to f(S*). Thus,

by Lemma B.3, a random subset S of size k of bin B* is an Q(min(1, k/t)) approximation to f(S*).
O

Corollary 2. If Es.p . [f(S)] < f(5%)/4, a uniformly random subset of size min{k, |B;[} of a

random bin B; is an Q(n~Y*)-approzimation to f(S*).

Proof. With probability 1/(3logn), the random bin is B* and we assume this is the case. By
Lemma B.4 and B.5, a random subset of B* of size min(k, ?) is both an Q(min(1,¢/(k+/n))) and an

Q(min(1, k/t)) approximation to f(S*). Assume t/(ky/n) <1 and k/t <1, otherwise we are done.
Finally, note that if t/k > n'/4 then Q(t/(ky/n)) > Q(n~'/%), otherwise, Q(k/t) > Q(n=/4). O

In the second case of the proof, we assume that Es.p . [f(5)] = f(S5*)/4

Lemma B.6. For any monotone submodular function f, if Eg.p . [f(S)] = f(5*)/4, then a
uniformly random set of size k is a min(1/4,k/(4y/n)) approzimation to f(S*).

Proof. If k > \/n, then a uniformly random set of size k is a 1/4-approximation to f(S*) by
monotonicity. Otherwise, a uniformly random subset of size k of N is a uniformly random subset
of size k of a uniformly random subset of size y/n of N. So by Lemma B.3,

k

> m-f(s*)-

Esp,[f(9)] Egp . [f(5)]

LS
z n
[

Lemma B.7. For any monotone submodular function f(-), the sample S with the largest value
among at least nlogn samples of size k is a 1/k-approzimation to f(S*) with high probability.

Proof. By submodularity, there exists an element e} such that {e}} is a 1/k-approximation to the
optimal solution. By monotonicity, any set which contains e} is a 1/k-approximation to the optimal
solution. After observing nlogn samples, the probability of never observing a set that contains e
is polynomially small. O

Corollary 3. If ngpﬁ[f(S)] > f(S*)/4, then the sample of size k with the largest value is a
min(1/4,n~'/*/4) approzimation to f(S*).

Proof. By B.6 and Lemma B.7, the sample of size k with the largest value k is a min(1/4, k/(4y/n))
and a 1/k approximation to f(S*). If k > n'/%, then min(1/4,k/(4y/n)) > min(1/4,n=Y*/4),
otherwise, 1/k > 1/n~1/4. O

By combining Corollaries 2 and 3, we obtain the main result for this section.

Theorem 3.1. Algorithm 2 is an Q(n_1/4)—UPS algorithm over D for monotone submodular
functions.
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Bounded Curvature and Additive Functions

The algorithm MAXMARGCONT simply returns the k elements with the largest estimate 0;.

Theorem 3.2. Let f be a monotone submodular function with curvature ¢ and D be a product
distribution with bounded marginals. Then MAXMARGCONT is a ((1 — ¢)? — o(1))-0PS algorithm.

Proof. Let S* = {e},...,e}} be the optimal solution and S = {e1,...,e;} be the set returned by
Algorithm 3. Let S} :={e],...,ef} and S; := {e1,...,e;}. If e; € S, then

fsiq(€i) > (1 —c) - Egple,gslfs(es)] (curvature)
>(1—c)v; — ffj;f) Lemma 3.1 with € = (lf—(]Z))nQ
> (1—=c¢)o; — fgj;[) (e; € S,ej ¢ S and by Algorithm 3)
>(1- C)2fT(€j) — ffj;[) (curvature)

for any set T' which does not contain e; and we conclude that

k k
F8) =3 fs (e > (1— ) (Z fs;_1<e:>> 2GR T a)
=1

2
n
i=1
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C Recoverability

A function f is recoverable for distribution D if given samples drawn from D, it is possible to
output a function f(-) such that for all sets S, (1—1/n?) f(S) < f(S) < (1+1/n?) f(S) with
high probability over the samples and the randomness of the algorithm.

Theorem 4.1. If a monotone submodular function f is recoverable over D, then it is1—1/e—o(1)-
optimizable from samples over D. For additive functions, it is 1 — o(1)-optimizable from samples.

Proof. We show that the greedy algorithm with f (+) for a recoverable function performs well. The
proof follows similarly as the classical analysis of the greedy algorithm. We start with submodular
functions and denote by S; = {e1,--- ,e;} the set obtained after the ith iteration. Let S* be the
optimal solution, then by submodularity,

FS) < fSic)+ D fsile)

EES*\Si_l

s+ 3 () s - ssin)

eES*\Si_l

where the second inequality follows from f(S;) > f(Si_1 U {e}) for all e € S*\ S;_; by the greedy
algorithm, so (1 + 1/n2)f(S;) > (1 —1/n?)f(S;—1 U {e}). We therefore get that

’I’L2
18 < (=Rt + 5 (T ) 10,

By induction and similarly as in the analysis of the greedy algorithm, we then get that

f(Sk) > (;%)k <1 —(1— 1/k)k> F(S5%).

1—1/n2\" 2 \* )
) s (1- 5 ) >1-2k/m?>1-2
<1+1/n2> ( n2) 21 -2k 21 =2n

and (1 —(1—1/k)*) > 1 —1/e, the greedy algorithm achieves an (1 — 1/e — o(1))-approximation
for submodular functions. }
For additive functions, let S be the set returned by the greedy algorithm and 0; = f({e;}), then

1651 = X stted = (517m) S 02 (r57m) S o2 (15w 160

e, €S e, €ES*

Since

We therefore get a (1 — o(1))-approximation for additive functions.
O

Lemma 4.1. Let f be an additive function with vye, = max; f({€;}), Vmin = min; f({e;}) and let
D be a product distribution with bounded marginals. If Vpmin > Umaz/poly(n), then f is recoverable
for D.
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Proof. We have already shown that the expected marginal contribution of an element to a random
set of size k — 1 can be estimated from samples for submodular functions®. In the case of additive
functions, this marginal contribution of an element is its value f({e;}).

We apply Lemma 3.1 with ¢ = f({e;})/n? to compute 9; such that |[0; — f({e;})| < f({e:})/n?.
Note that € = f({e;})/n? satisfies € > f(S*)/poly(n) since vmin > Vmaz/poly(n). Let f(S) =
> e, iy then

F(8) <Y (1 +1/n)f({ei}) = (L+1/n%)f(S)
e;ES

and

f(8) =Y (1 =1/n)f({ei}) = (1= 1/n®)f(S).

e, €S

Lemma 4.2. Unit demand functions are not recoverable for k > n® but are 1-0PS.

Proof. We first show that unit demand functions are not recoverable. Define a hypothesis class of
functions F which contains n unit demand functions f;(-) with f({e1}) = j/n and f({e;}) =1 for
i > 2, for all integers 1 < j < n. We wish to recover function f;(-) with j picked uniformly at
random. With high probability, the sample {e;} is not observed when k > nf, so the values of all
observed samples are independent of j. Unit demand functions are therefore not recoverable.
Unit demand functions, on the other hand, are 1-optimizable from samples. With at least
nlogn samples, at least one sample contains, with high probability, the best element e* :=
argmax,. f({e;}). Any set containing the best element is an optimal solution. Therefore, an
algorithm which returns the sample with the largest value obtains an optimal solution with high
probability. O

SFor simplicity, this proof uses estimations that we know how to compute. However, The values f({e;}) can be
recovered exactly by solving a system of linear equations where each row corresponds to a sample, provided that the
matrix for this system is invertible, which is the case with a sufficiently large number of samples by using results from
random matrix theory such as in the survey by Blake and Studholme [7].
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D Learning Models

As a model for statistical learnability we use the notion of PAC learnability due to Valiant [58] and
its generalization to real-valued functions PMAC learnability, due to Balcan and Harvey [4]. Let F
be a hypothesis class of functions {f1, f2,...} where f; : 2V — R. Given precision parameters e > 0
and 6 > 0, the input to a learning algorithm is samples {.S;, f(S;)}7~, where the S;’s are drawn
i.i.d. from from some distribution D, and the number of samples m is polynomial in 1/¢,1/d and n.
The learning algorithm outputs a function f : 2V — R that should approximate f in the following
sense.

e F is PAC-learnable on distribution D if there exists a (not necessarily polynomial time) learning
algorithm such that for every €, > 0:

Pr | Pt [f(S) 7Af(5)} > 1—6] >1-4

S1 e Sm~D [SND

e F is a-PMAC-learnable on distribution D if there exists a (not necessarily polynomial time)
learning algorithm such that for every ¢, > 0:

Pr [Pr [a.f(S)gf(S)gf(S)} Zl—e] >1-4

S1,.,Sm~D | S~D

A class F is PAC (or a-PMAC) learnable if it is PAC- (a-PMAC)-learnable on every distribution D.
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E Discussion

Beyond set functions. Thinking about models as set functions is a useful abstraction, but
optimization from samples can be considered for general optimization problems. Instead of the
max-k-cover problem, one may ask whether samples of spanning trees can be used for finding an
approximately minimum spanning tree. Similarly, one may ask whether shortest paths, matching,
maximal likelihood in phylogenetic trees, or any other problem where crucial aspects of the objective
functions are learned from data, is optimizable from samples.

Coverage functions. In addition to their stronger learning guarantees, coverage functions have
additional guarantees that distinguish them from general monotone submodular functions.

e Any polynomial-sized coverage function can be exactly recovered, i.e., learned exactly for all
sets, using polynomially many (adaptive) queries to a value oracle [10]. In contrast, there
are monotone submodular functions for which no algorithm can recover the function using
fewer than exponentially many value queries [10]. It is thus interesting that despite being a
distinguished class within submodular functions with enough structure to be exactly recovered
via adaptive queries, polynomial-sized coverage functions are inapproximable from samples.

e In mechanism design, one seeks to design polynomial-time mechanisms which have desirable
properties in equilibrium (e.g. truthful-in-expectation). Although there is an impossibility
result for general submodular functions [23], one can show that for coverage functions there
is a mechanism which is truthful-in-expectation [22, 24].
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F Hardness of Submodular Functions

Using the hardness framework from Section 2.1, it is relatively easy to show that submodular
functions are not n~Y/4t€.0PS over any distribution D. The good, bad, and masking functions
g,b,m, m™ we use are:

9(5) =18 \

b(S) = min(|S],logn),

m(S) = mln(l 1S|/n'/?),
m*(S) =n" mln(n1/2,|5|).

It is easy to show that F(g,b,m,m") is a class of monotone submodular functions (Lemma F.2).
To derive the optimal n~/4+¢ impossibility we consider the cardinality constraint & = n/4~¢/2 and
the size of the partition to be r = n'/4. We show that F(g,b,m, m*) has an (n'/4=¢ 0)-gap.

Lemma F.1. The class F(g,b,m,m") as defined above has an (n'/*=¢,0)-gap with t = n'/2+¢/4,
Proof. We show that these functions satisfy the properties to have an (n1/4_5, 0)-gap.

e Identical on small samples. Assume |S| < n!/?2T</% Then |T_;| - |S|/n < n'/2=¢/2.
nt/2te/4 Jn < n=¢/% o by Lemma A.2, |SNT_;| <logn w.p. 1 —w(1) over P ~U(P). Thus

g(SNT) +b(SNT-;) =[S N (Uj_, Tj)|
with probability 1 — w(1) over P.

e Identical on large samples. Assume |S| > n'/2*¢/%. Then |S N M| > n'/? with exponen-
tially high probability over P ~ U(P) by Chernoff bound (Lemma A.7), and m(S N M) =
w.p. at least 1 —w(1).

e Gap n!/*7¢. Note that g(S) = k = n'/*=</2 b(S) = logn, m*(S) = n=</2 for |S| = k, so
g(S) > n/4=<p(S) for n large enough and g(S) = n'/4m+(S).

e Curvature § = 0. The curvature 8 = 0 follows from g being linear.

We show that that we obtain monotone submodular functions.
Lemma F.2. The class of functions F(g,b,m,m™") is a class of monotone submodular functions.

Proof. We show that the marginal contributions fs(e) of an element e € N to a set S C N are such
that fs(e) > fr(e) for S C T (submodular) and fgs(e) > 0 for all S (monotone) for all elements
e. For e € T}, for all j, this follows immediately from g and b being monotone submodular. For
e € M, note that

fsle) = _nll/Q(‘SmE’ + min(]S N T-;],logn)) +n V4t SN M| < nl/?
0 otherwise

Since |S N T;| + min(|S N T_;|,logn) < n'/4, fs(e) > fr(e) for S C T and fs(e) >0 for all S. O

Together with Theorem 2.1, these two lemmas imply the hardness result.

Theorem F.1. For every constant ¢ > 0, monotone submodular functions are not n~Y/4*+<.ops
over any distribution D.
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