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Preferences, the setting options provided by Android, are an essential part of Android apps. Preferences allow
users to change app features and behaviors dynamically, and therefore their impacts need to be considered
when testing the apps. Unfortunately, few test cases explicitly specify the assignments of valid values to
the preferences, or configurations, under which they should be executed, and few existing mobile testing
tools take the impact of preferences into account or provide help to testers in identifying and setting up the
configurations for running the tests. This paper presents the PREFEST approach to effective testing of Android
apps with preferences. Given an Android app and a set of test cases for the app, PREFEsT amplifies the test
cases with a small number of configurations to exercise more behaviors and detect more bugs that are related
to preferences. In an experimental evaluation conducted on real-world Android apps, amplified test cases
produced by PREFEST from automatically generated test cases covered significantly more code of the apps and
detected 7 real bugs, and the tool’s test amplification time was at the same order of magnitude as the running
time of the input test cases. PREFEST’s effectiveness and efficiency in amplifying programmer-written test
cases was comparable with that in amplifying automatically generated test cases.

CCS Concepts: « Software and its engineering — Software testing and debugging.
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1 INTRODUCTION

The last decade has witnessed a rapid growth in Android apps, drawing attention from both
academia and industry. To enable prompt response to user feedback and market changes, Android
app developers have to work in short development cycles, causing a growing need for cost-effective
testing approaches. For example, the automatic generation of test inputs [3, 7, 10, 21, 36] aiming at
fully automatic testing of Android apps has attracted considerable attention in the past few years.

Most mobile apps allow some level of customization by having settings that enable users to tailor
the apps’ features and/or behaviors, and such settings are usually modeled using preferences [16]
on the Android platform. Since an app may exhibit distinct behaviors when its preferences take
different values, to thoroughly test the app becomes a more challenging task as it would require
exercising the app not only with different user inputs but also under various assignments of valid
values to preferences, or configurations. We call mobile testing with the impact of preferences taken
into account preference-wise testing.

Despite the important role preferences play in apps, few mobile test cases explicitly specify
the configurations under which they should be executed and few existing tools support effective
preference-wise testing. On the one hand, some preferences cause minor or no differences to the
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appearance of apps, therefore they can be easily missed by black-box testing techniques that mainly
derive the states of apps from their GUIs. On the other hand, it is challenging for existing white-box
testing techniques to handle preferences effectively. Since preferences are often stored in the form
of key-value pairs and apps usually access their preference values by the corresponding keys via
method invocations, techniques like symbolic execution are needed to keep track of which and
how preference values are actually utilized at runtime. Off-the-shelf symbolic execution techniques,
however, can hardly work at the app level, partly because of the scalability issues it suffers from [24],
and partly because of the event-driven nature as well as the underlying application development
framework (ADF) [40] of the apps. As a result, although remarkable progress has been made in
mobile testing recently, there is little tool support for helping testers effectively identify and set up
differentiating configurations for Android apps in preference-wise testing.

In this paper, we propose the PreresT approach to effective preference-wise testing for Android
apps. PreresT takes an Android app and a set of test cases for the app as the input and automatically
amplifies each test case with a small group of configurations to exercise more behaviors and detect
more bugs that are related to preferences. In practice, developers and testers are often not the same
group of people, which makes the burden of identifying and applying appropriate configurations
before running test cases even more overwhelming for testers. Being fully automatic, PReresT can
be of great help in easing the burden.

PRreFEsT is motivated by two key observations. The first observation is that each test case typically
interacts with just a few preferences defined in the app. In view of that, Prerest identifies for each
test case a group of relevant preferences (i.e., preferences on which at least one branch condition
executed by the test case has data-dependence) and focuses on altering the values of those relevant,
instead of all, preferences when amplifying the test case. The second observation is that, even
if we only consider the preferences relevant to a test case, exhaustively executing the test case
under all possible value combinations of those preferences is often still prohibitively expensive
and uneconomical, in terms of the testing time, the amount of code covered and the number of
bugs detected. In light of this observation, the target mode of Prerest drastically reduces the cost
of preference-wise testing by aiming to execute each preference-related code branch at least once
under some configuration, instead of exhausting all possible combinations of preference values.

We have implemented the PreresT approach into a tool with the same name. To evaluate the
effectiveness and efficiency of Prerest, we applied Prerest to amplify automatically generated test
cases for 45 Android apps. The amplified test cases covered 9.3% and 15.3% more instructions and
branches of the app code, respectively, and detected 7 real bugs. PrReresT’s running time was at the
same order of magnitude as the running time of its input test cases, suggesting the tool’s performance
was compatible with offline usage scenarios. Compared with test amplification based on another
strategy where each test case is amplified with all configurations covering 2-way combinations
of relevant preference values, preference-wise testing with Prerest was able to achieve 70.2% and
73.7% of the additional instruction and branch coverage and detect the same bugs, while reducing
the testing costs in the number of test executions involved and testing time required to 1.8% and
6.0%, respectively. PreresT’s effectiveness and efficiency in amplifying programmer-written test
cases was comparable with that in amplifying automatically generated test cases.

This work significantly extends our previous work [35] in the following important aspects. First,
we perform a study on the prevalence of preferences and preference related bugs in Android apps
to strengthen the motivation for preference-wise testing. Second, we revise the description of
the approach to include a formal presentation of the amplification process. Third, we extend the
PrerEsT tool to handle more types of preferences and make test case amplification with PrerFesT
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more systematic. Fourth, we conduct larger scale experiments on PreresT and carry out more
detailed analyses of the experimental results.
The main contributions this paper makes are as the following:

(1) We identify the problem of preference-wise testing, which is an important aspect of Android
testing but has been largely overlooked by existing work in the area.

(2) We propose the PreresT approach to effective preference-wise testing for Android apps. The
approach has been implemented into a tool with the same name.

(3) We conduct an experimental evaluation on 45 real-world apps to assess the effectiveness and
efficiency of Prerest. Amplification helped the input test cases exercise more app behaviors
and detect real bugs. The tool and the experimental data are available for download at
https://github.com/Prefest2018/Prefest.

The rest of this paper is organized as follows. Section 2 illustrates how PreresT amplifies test
cases from a user’s perspective. Section 3 introduces background knowledge about preferences
on the Android platform. Section 4 describes the study we conduct to assess the prevalence of
preferences and preference-related bugs in Android apps. Section 5 explains in detail the techniques
employed by Prerest and how Prerest works step by step. Section 6 reports on the experimental
evaluation we carried out and presents the findings from the experiments. Section 7 reviews related
work. Section 8 concludes the paper.

2 PREFEST IN ACTION

In this section, we use a real-world app called good-weather to demonstrate how PreresT can amplify
test cases to detect a bug that causes the app to crash only under specific configurations.

The good-weather app is a weather application and it can be customized to show weather
information for selected locations. The app also features a widget that can deck out the home
screen with up-to-date weather reports. To allow users to customize how the widget looks and
works, the app offers a list of preferences as shown in Figure 1a.

& Widget settings

Update location

Use geolocation for displaying [

Widget theme
Unfortunately, Good Weather
Update Period has stopped.
Every hour
(a) The preferences for the good-weather widget. (b) The app crashes when changing the location.

Fig. 1. A preference-related crash in good-weather.

Some of these preferences affect the widget’s behaviors. For instance, preference Update location
determines whether or not to start a service to synchronize the location used by the widget with the
one set in the good-weather app. Other preferences, e.g., preference widget theme, affect the widget’s
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appearance. Nevertheless, all features and functionalities of both the app and the widget should
work as expected under all possible configurations. For example, a user should always be able to
change the location used by the app for showing weather information, no matter whether the
widget is enabled or how it is configured. This, however, is not the case with Version 4.4 of the app.
Particularly, if preference Update location is set to true for the widget, a crash, as shown in Figure
1b, would occur when the user tries to change the location in the app. To reproduce this crash, a
test case needs to set preference Update location to true first—the default value of the preference is
false—and then try to change the location in the app. However, since there is no clear connection
between the widget’s preference and the behavior of the main app, it is less likely that the two
actions are tested together, making the bug hard to discover.

The good-weather example suggests that, for the testing of an app to be systematic and thorough,
it is critical to take the app’s preferences into account. However, cost-effective preference-wise
testing can be challenging. Since some errors only occur when executing certain operations under
specific configurations and the connection between those operations and preferences may be
buried in the code, to intentionally reveal, rather than accidentally bump into, preference related
bugs, human testers often need to run test cases repeatedly under a large number of different
configurations, which can be prohibitively expensive. The need for a cost-effective approach to
preference-wise testing is pressing.

Taking the good-weather app and a test case for the app that changes the location as the input,
PrerFesT automatically discovers that preference Update location is relevant to the test case and
amplifies the test case with another configuration where the preference is set to true. Running the
test case under the new configuration soon triggers the bug mentioned above.

In the following sections, we first explain how preferences are utilized in Android apps and
why preference-wise testing is crucial for Android apps, and then describe in detail how PrerFesT
amplifies test cases to facilitate effective and efficient preference-wise testing.

3 BACKGROUND

On Android, the recommended way to integrate user configurable settings into apps is to use the
AndroidX Preference Library (APL), where class Preference is devised to model the key-values pairs
of settings while activities and fragments showing lists of preferences are called settings screens.

To construct a settings screen based on the APL, a programmer needs to first define a hierarchy
of preferences—either statically using a resource file in the XML format or programmatically by ma-
nipulating corresponding preference objects, then prepare the screen for displaying the preferences,
and in the end link the preference hierarchy to the screen during the screen’s initialization. In this
work, we focus on apps that define preference hierarchies statically since using resource files is the
most popular way to define preference hierarchies on Android. For example, the preference hierar-
chy of the good-weather app was defined using a resource file, and the snippet shown in Listing 1
is excerpted from the resource file. The snippet defines three preferences: 1) a CheckboxPreference
that stores a boolean value and will be rendered as a checkbox widget; 2) a ListPreference that
stores a string value and will be rendered as a list of all possible values for that preference; and 3)
a PreferenceScreen that groups multiple preferences and will be associated with a specific settings
screen. All these three preference types are defined in the APL and the library also defines other
types of preferences like switchPreference and EditTextPreference.

Besides of stipulating the types of the preferences, a preference resource file usually also provides
the following essential information about each preference defined in it: (1) key: a unique key that
can be used to access the preference value; (2) title: a piece of text to be shown on the settings
screen when the preference is displayed; (3) defaultvalue: the initial value of the preference; and
(4) entryvalues: a list of possible values that the preference may take. Note that attribute entryvalues



Preference-Wise Testing of Android Apps via Test Amplification 5

<PreferenceScreen>

<CheckBoxPreference
key="widget_update_location_pref_key"
title="Update Location"
defaultValue="false"/>

<ListPreference
key="widget_theme_pref_key"
title="Widget theme"
defaultValue="Light"
entryValues={"Dark", "Light"}/>

</PreferenceScreen>

Listing 1. Excerpt from the preference resource file of app good-weather.

of a CheckBoxPreference is typically omitted in such definitions, since it always contains two values
true and false, and that we sometimes refer to preferences simply by their titles or keys when the
meaning is clear from the context.

We identify in total four common patterns, namely patterns APA, APF, SPF, and LHA, that
programmers often follow when instantiating settings screens based on preference hierarchies
defined by resource files. Patterns APA, APF and LHA [5, 22, 26] were recommended by the Android
official guidance website [16] before 2019 but SPF has been the recommended pattern to adopt
afterwards. In all the four patterns, a preference hierarchy is essentially linked to its corresponding
settings screen(s) during the creation of an activity, which is referred to as the anchor activity of
the hierarchy.

Particularly, in pattern APA (Adding Preferences to an Activity) a preference hierarchy is linked to
its anchor activity by using the resource file as the parameter to invoke method addPreferencesFromRes-
ource on the activity in the activity’s onCreate method; In both patterns APF (Adding Preferences to a
Fragment) and SPF (Setting Preferences to a Fragment), a preference hierarchy is linked to a fragment
and the fragment is instantiated in method oncCreate of the hierarchy’s anchor activity. The difference
between the two patterns is that, in pattern APF the preference hierarchy is linked to the fragment by
using the resource file as the parameter to invoke method addPreferencesFromResource on the fragment
in method onCreate of that fragment, while the preference hierarchy is linked to the fragment in
pattern SPF by using the resource file as the parameter to invoke method setPreferencesFromResource
on the fragment in method onCreatePreferences of that fragment. In patterns APA, APF, and SPF, if
the parameter resource file contains nested Preferencescreen elements, multiple settings screens will
be instantiated by the APL to render the preferences, with each screen showing only the preferences
directly contained by a specific PreferenceScreen. Particularly, in such a case, the title of a child
PreferenceScreen will be shown on the settings screen for its parent PreferenceScreen, and tapping the
text will cause the settings screen for the child Preferencescreen to be displayed. The LHA pattern
(Loading Headers to an Activity) describes another common way to organize preferences into
different settings screens. In pattern LHA, a preference hierarchy with a root element of type
preference-headers is linked to its anchor activity by using the resource file as the parameter to
invoke method loadHeadersFromResource on the activity in method oncreate of that activity. Here, a
preference-headers element may contain a list of header elements, while each header element has a
textual description stored in its attribute title and is associated with a fragment that is linked to
a preference hierarchy as in pattern APF or SPF. At runtime, the anchor activity will show the
titles of those header elements, and tapping the title of a particular header will cause the fragment
associated with that header to be displayed.
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String key = "widget_update_location_pref_key";

SharedPreferences sp = SharedPreferences.getDefaultSharedPreferences(...)
boolean val = sp.getBoolean(key, ...); // to get

sp.setBoolean(key, ...); // to set

Listing 2. To get or set a preference value via SharedPreferences.

The APL also defines APIs that enable Android apps to easily access preference values by keys
at runtime. For example, to get and set the value of preference update location defined in app
good-weather, methods getBoolean and setBoolean from the APL can be invoked, respectively, on
the singleton SharedPreferences object. The code snippet in Listing 2 demonstrates the use of these
methods.

It is worth noting that not all implementations of app settings in Android are based on the
APL. For example, some developers may decide to implement their app settings by programming
from scratch their own settings classes. In the rest of this paper, we refer to app settings that are
implemented based on the APL as APL preferences and the settings implemented in other ways as
non-APL preferences.

4 MAGNITUDE OF THE PROBLEM

In this section, we empirically evaluate the prevalence of preferences and preference-related bugs,
as well as the popularity of various preference types, in Android apps. In particular, we aim to
address the following three questions: Q1) How often settings in Android apps are implemented
using APL preferences? Q2) How many bugs in Android apps are related to APL preferences?
Q3) Which preference types are the most frequently used? Answers to these questions will not
only help us gain a better understanding about the necessity of preference-wise testing for Android
apps, but also shed light on the preference types that we should focus on when providing support
for preference-wise testing.

As we explain later in this section, to answer the three questions involves manual examination
of both the source code and the executions of the subject apps. Therefore, we selected open-source
Android apps that are also available on Android application markets like Google Play and F-Droid
as our subjects. Particularly, we first gather all apps from a list of open-source Android apps hosted
on Github [46]. The list of apps was rather popular and has been used in quite a number of previous
studies on Android applications [34, 50, 55]. Apps on the list were organized into 16 categories.
We excluded apps in categories Android TV and Android Wear, since our study involves running the
apps, while apps from those two categories can only be installed on specific types of devices. The
remaining 14 categories contained in total 244 apps, among which 200 were available for download
in Google Play and/or F-Droid (as of July 2019). We therefore used the 200 apps as the subjects for
this study. Table 1 lists the total number of apps included in each category (#Total). Note that, since
none of the 200 subject apps falled in category Business, only 13 categories are listed in the table.

To answer question Q1, we first installed and manually navigated through each app to determine
whether it contains any screens devoted to settings. Then, for apps that do have settings, we check
their source code to find out whether their settings are implemented using preference classes from
the APL. Manual examination is necessary here since non-APL preferences can be very different in
their implementations and appearances and therefore are challenging to identify in an automated
fashion.

Table 1 summarizes the results from the examination. Among the 200 apps, 129 had preferences
and 115 implemented those settings based on the APL, which suggests preferences are common in
Android apps and the most dominant way to implement them is by using the APL. Having said that,
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Table 1. Prevalence of preferences in the 200 Android apps. For each CATEGORY, the TOTAL number of apps,
the numbers of apps wiTHOUT and WITH PREFERENCES, and the breakdown of the latter into the numbers of
apps with ApL and NON-APL PREFERENCES. The percentage for a category gives the ratio of apps with APL
preferences to the total number of apps in the category (APL/TOTAL).

PREFERENCE
CATEGORY TOTAL WITHOUT WITH APL NON-APL
Communication 16 5 11 10 (63%) 1
Education 5 1 4 3 (60%) 1
Finance 2 4 4 (67%) 0
Game 14 8 6 3 (21%) 3
Health Fitness 2 0 2 2 (100%) 0
Life Style 6 1 5 3 (50%) 2
Multi-Media 27 11 16 15 (56%) 1
News and Magazines 20 6 14 14 (70%) 0
Personalization 7 2 5 4 (57%) 1
Productivity 15 6 9 8 (53%) 1
Social Network 18 7 11 10 (56%) 1
Tools 55 22 33 32 (58%) 1
Travel and Local 9 2 7 7 (78%) 0
Overall 200 71 129 115 (58%) 14
Il \o preference 704
1004 [ ]Non-APL preference| 62
[ ]APL preference 60
80 - 50
ol I o] =
£ )
40 4
20
20 o 1 R
T T T T 0 T T T T
(0, 10K] (10K, 50K] (50K, 100K] (100K, =) APA APF SPF LPH
Appsize Pattern
Fig. 2. Relation between app size and num- Fig. 3. The number of apps that use each
bers of apps with no preferences, with non- pattern to instantiate settings screens.

APL preferences, and with APL preferences.
App size is measured in number of lines of
code contained.

the number of apps without preferences was larger than we expected, and the main reason is that
almost half of the apps we examined in this study were relatively small in size and did not need
any settings to customize their functionalities. Figure 2 shows how the numbers of apps with no
preferences, with non-APL preferences, and with APL preferences vary across apps with different
sizes. It is clear from the figure that most apps with no preferences were relatively small in size. To
be more specific, 73% (=52/71) of the apps with no preferences had no more than 10,000 lines of
code, while 73% (=74/101) of the apps with larger size contained APL preferences.
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Table 2. Preference-related bugs in 10 apps with the most stars. For each App, the TOTAL number of reported
bugs, the total number of PREFERENCE-RELATED bugs, and the breakdown of that into the numbers of INCORRECT-
preference-DEF and INCORRECT-preference-Use bugs. Since no bug combining incorrect preference definition
and use was encountered in the study, the corresponding column is omitted from the table.

APP TOTAL PREFERENCE-RELATED INCORRECT-DEF INCORRECT-USE
AmazeFileManager 256 46 (18.0%) 11 35
AntennaPod 385 76 (19.7%) 16 60
Douya 19 2 (10.5%) 1 1
K9Mail 516 99 (19.2%) 15 84
Launcher3 27 3 (11.1%) 0 3
NewPipe 243 49 (20.2%) 10 39
OwnCloud 428 71 (16.6%) 11 60
Signal 104 20 (19.2%) 1 19
Uhabits 55 5 (9.1%) 2 3
zxing 55 12 (21.8%) 0 12
Overall 2088 383 (18.3%) 67 316

We have also manually inspected the implementations of the apps with APL preferences to
find out how they instantiate settings screens based on preference hierarchies. Figure 3 gives, for
each of the patterns we identified in Section 3, the number of apps that followed the pattern to
instantiate at least one of its settings screens. Note that the numbers for the four patterns add up to
121 because 6 apps implemented multiple patterns in constructing their settings screens. The figure
shows that, while patterns APA and APF are the most often adopted among the four, a significant
number of apps follow patterns SPF and LPF in constructing their settings screens. It is therefore
important that PreresT should support all the patterns for it to be widely applicable.

To answer question Q2, we examined code repositories of the apps with APL preferences on
GitHub to find out the percentage of defects reported on those apps that were related to preferences.
Among the 115 apps with APL preferences, 16 apps were excluded from our examination because
they did not list any issues in their repositories, 20 were excluded because they did not use tags like
bug or crash to label issues as defects, and 27 were excluded because each of them had less than 10
reported issues labeled as defects. We sorted the remaining 52 apps in decreasing order of their star
numbers, selected apps ranked in the top 10 positions, and manually checked each defect reported
for those apps in two steps to determine whether it is related to preferences. First, in case a defect
is corrected by a specific commit, the defect is considered an incorrect-preference-def bug if the
commit modifies an onPreferenceChange callback method, which is to be invoked when the value of
a preference is changed, and the defect is considered an incorrect-preference-use bug if the commit
modifies code that is guarded by a condition with data dependence to a preference value. Both
incorrect-preference-def and incorrect-preference-use bugs are preference-related. Second, when
no such commit could be identified for a defect, we mark the defect as preference-related if its
description explicitly mentions that certain preferences should be properly set in order to trigger
the defect. In such a case, the defect is considered an incorrect-preference-def bug if, according
to the description, the associated failure occurs immediately after changing the preference value.
Otherwise, the defect is considered an incorrect-preference-use bug.

Table 2 reports on the examination results. In total, 2088 bugs were reported on GitHub for the
10 apps. Among those bugs, 383, or 18.3%, were related to preferences, with 67 being incorrect-
preference-def bugs and 316 being incorrect-preference-use bugs. While apps with relatively fewer
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reported bugs like Douya, Launcher3 and Uhabits had slightly lower percentage of preference-
related bugs, all apps with more than 100 reported bugs had over 15% of their bugs related to
preferences. Overall, such results suggest a significant percentage of bugs reported on Android
apps are indeed related to preferences.

To answer question Q3, we examined settings screens from the 115 apps with APL preferences
and counted how many times each type of APL preference was used. Table 3 lists 6 preference
types that were the most frequently used in those apps. The top four preference types are standard
preference types provided by the APL, and they together account for 90.4% of all the preferences
used in the 115 apps. The bottom two preference types are supported by third party libraries, which
may be the reason for the significantly smaller numbers of their occurrences in the studied apps.

Overall, the results of this empirical study clearly show that preferences are widely used in
Android apps and a significant portion of bugs in those apps are indeed related to preferences,
which underlines the importance of, and the necessity for, effective preference-wise testing. Since
most settings in Android apps are of the six preference types listed in Table 3, Prerest focuses on
supporting the effective testing of those preference types in its current implementation.

5 PREFERENCE-WISE TESTING VIA TEST CASE AMPLIFICATION

Figure 4 depicts an overview of PreresT. PReFEST takes the APK file of an App Under Test (AUT)
and a set of test cases for the AUT as the input, and it amplifies each test case with a group of
configurations under which the test case will execute differently. More concretely, first PREFEST
identifies preferences that a test case depends on by symbolically analyzing the statements along the
execution trace of the test case (Section 5.1), then it discovers how the preferences can be accessed
at the GUI level via a combination of static and dynamic analysis of the AUT (Section 5.2), and in
the end it constructs appropriate configurations for each input test case in an iterative fashion to
cover more preference related branches of the AUT (Section 5.3). The final results produced by
PreresT include a group of amplified test cases and their execution outcomes.

The rest of this section describes in detail how Prerest achieves effective preference-wise testing
by amplifying test cases with appropriate configurations, and the description makes use of the
following notations. Let P be the app under test, T = {t1,t2,...t,} (n > 0) be the set of input

Table 3. Six preference types that were the most frequently used in the 115 apps with APL preferences.
For each TYPE, the number of valid values a preference of that type typically can take (#vALUE), the ToTAL
and AVERAGE numbers of times preferences of that type were used in those apps, and the PERCENTAGE of
all preferences used in those apps that are of the type. A CheckBoxPreference or SwitchPreference may only
take Boolean values (i.e., true or false), the sets of valid values for ListPreferences and SeekBarPreferences are
often small in size (i.e., containing fewer than a few hundred elements), while the sets of valid values for
EditTextPreferences and ColorPreferences typically are much larger (i.e., containing more than a few thousand
elements).

TYPE #VALUE TOTAL AVERAGE PERCENTAGE
CheckBoxPreference 2 851 7.4 37.2%
ListPreference small 557 4.8 24.3%
SwitchPreference 2 453 3.9 19.8%
EditTextPreference large 207 1.8 9.1%
ColorPreference large 33 0.3 1.6%
SeekBarPreference small 18 0.2 0.8%

Overall 2124 19.9 93.0%




10 Minxue Pan, Yifei Lu, Yu Pei, Tian Zhang, and Xuandong Li

test cases for P, and A be the set of all preferences defined in P. We model each preference §
(6 € A) using a 5-tuple (type, key, title, entryValues, locators), where type, key, and title are the
type, key and title of the preference, respectively, entryValues is the sorted set of possible entry
values the preference may have, while locators is the set of identified locators for the preference
(more about preference locators in Section 5.2). Let © be the union of all preferences’ entry values,
ie., © = Uscpd.entryValues. A configuration ¢ : A -» O assigns valid values to preferences, i.e.,
V6 € dom(¢) : ¢(8) € S.entryValues, where dom(¢) is the domain of ¢. A configuration ¢ is
full if dom(¢p) = A and it is partial if dom(¢p) C A. Given two configurations ¢; and ¢, ¢ is
compatible with ¢, if all preferences defined in ¢, are assigned with the same values by ¢, i.e.,
Vé € dom(¢y) : & € dom(¢1) A $1(5) = P2(5). Each amplified test case is a pair (t, ), where t € T
is a test case and ¢ is a full configuration.

5.1 Test-Relevant Preference Identification

According to our experience, a test case usually only interacts with a few preferences. It is therefore
understandable that not all changes to a configuration will cause a specific test case to execute
differently under that configuration. To make sure our amplification of the input test cases is
effective and efficient, Prerest first identifies preferences that are relevant to each test case t € T:
A preference § € A is considered relevant to an amplified test case (¢, @) if at least one branch
condition executed by ¢ under ¢ is data-dependent on the value of §. Let R(z,4) (R(,¢) S A) be the
set of preferences relevant to (t, ). The values of preferences in R4 can be essential in steering
t’s execution under ¢ to take certain branches, while the importance of those preferences has been
largely neglected by existing approaches for Android testing.

PrerFEsT applies a customized, lightweight symbolic analysis to identify the relevant preferences.
On the one hand, symbolic analysis is needed here to track which and how preference values are used
in P, since those values are usually accessed via method invocations on the Sharedpreference singleton
object and an invocation may access the values of distinct preferences in various executions if the
key used in that invocation evaluates to different results. On the other hand, off-the-shelf symbolic
execution tools cannot be directly applied here, partly because of the scalability issues they suffer
from [24], and partly because of the event-driven nature as well as the underlying application
development framework (ADF) [40] of the apps.

test cases

preference locator discovery
static detection

test-relevant preference identification |

| validation |
| symbolic analysis | |

dynamic exploration |
irelevant preferences I

i
i
i
i
i
i
[ | Preference collection |
i
i
i
i
i
i

preference
l locators

target-oriented test amplification |
PREFEST

[amplified test cases
and their results

Fig. 4. Overview of PREFEST.



Preference-Wise Testing of Android Apps via Test Amplification 11

stmt == skip | stop | simps | ifs | prefs simps z=rv=e
ifsu=1if(e) I; else I, prefs :=sv =get(e) | set(e,e’)
e == const | rv | sv | op(€) | md(e)
e € Expr const € Const rv € RegVar sv € SymVar ¢é € Exprs op € Operator
md € LibMethod simps € SimpleStmt [, l; € Label ifs € IfStmt prefs € PrefStmt
Var = RegVar U SymVar

Fig. 5. Syntax of the core language. A statement is either a skip statement, a stop statement, a simple
statement, an if statement, or a preference access statement. A simple statement assigns the value of an
expression e to a regular variable ro; An if statement of form if(e) l; else I transfers the execution to [ if
e has value true and I if e has value false; A statement of form su = get(e) gets the value of a preference
by key e and assigns the value to a symbolic variable sv; A statement of form set(e, ') sets the value of a
preference by key e with the value of ¢’.

Given the APK file of P, PreresT first extracts the preference resource files from the APK with
the help of the jadx decompiler!, and then it parses the resource files to retrieve the collection A of
preferences defined in P. For each preference, Prerest initializes its type, key, title, and entryValues
based on attributes from the corresponding resource file. Next, PreresT instruments app P to log
the traces of its executions. For each test case t € T, PrReresT runs ¢ on the instrumented app under
the default configuration ¢, and gathers not only the statements executed but also the library
APIs invoked during t’s execution. Based on the gathered information, Prerest unfolds the loops
and inlines the invocations to non-library methods in P to construct a program P(; 4y that would
produce the identical execution as P if executed under ¢, with the same inputs as used in t. The
following symbolic analysis is applied to P(; 4,). Figure 5 gives the syntax of the core language of
P14,y and we will use the language to present the algorithm for the analysis. Note that switch
statements in P are translated into nested if statements in P tdo) IN A natural way, and that this core
language contains no loops and only invocations to methods from libraries, since loops have been
unfolded and invocations to non-library methods have been inlined when constructing P 4,).

We denote program P(; 4, as a pair (S, N), where S : Label — Statement maps each label
to the corresponding statement, N : Label — Label maps each label to the label of the next
statement to execute. Here, Statement is the set of statements contained in P, t.do)> each statement is
associated with a unique label, or id, and Label is the set of labels associated with those statements.
Iy € Label is the label of the first statement in Py, 4y. Let M(; 4y : Label — Location be a map that
projects each label I of P(; 4 to a location in the source code of P where the statement at S(I)
originally appears. From the execution trace of (t, ¢), we can easily derive a branching history
BH(; g,y : Label, -» Boolean that maps the label of each branch condition executed by (t, ¢)
to its evaluation result during that execution. Here, Label, C Label is the set of labels for the if
statements in P(; 4.

A state (I, 0, ¢, EH) of program P(; 4,y contains the label [ of the next statement to execute, the
current environment ¢ : Var — Expr that maps each variable to the expression encoding its
value, the active full configuration ¢ : Key — Expr that maps the key of each preference to its
value, and the branch evaluation history EH : Label, — Expr that maps the label of each executed
branch condition to the symbolic value of the condition expression. The inference rules in Figure 6
present the operational semantics of the simple statements, if statements, and preference access
statements, where the notation “o, ¢ + e = €’” indicates that expression e symbolically evaluates
to ¢’ under environment ¢ and configuration ¢. Take rule simp as an example. The rule stipulates

!https://github.com/skylot/jadx
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SH=rv=e o, pre=¢e

simp: r
(0,9, EH) H[(S, N)]l> (N (), o[ro = €', ¢, EH)
) . S(l) =if(e) I else I, o pre=ce BH(I) = true
Yirue: (Lo, ¢, EH) H[(S.N)|> (I1,0,¢, EH[I > €'])
) . S(l) =if(e) I else I, o,pre=ce BH(I) = false
Y fulse: (I,o,¢,EH) H[(S,N)]l> (lo, 0, ¢, EH[l — €’])
. S(1) = sv = get(e) o, pre=k d(k)=¢
pref et (1,0, ¢, EH) =1(S, N)T= (N(1), o[50 — ¢'], ¢, EH)
S(1) = set(e, e’) o,pre=k k € Key o,pre =e”’
prefset :

(lo,¢, EH) H[(N(]),0,¢[k — €], EH)

Fig. 6. Operational semantics of the simple, if, and preference access statements in the core language presented
as a set of inference rules.

I1: $r1 = "widget_"
12: $r2 = $r1 + "update_location_pref_key"

13: $r3 = SharedPreferences.getDefaultSharedPreferences()
14: $z0 = $r3.getBoolean($r2,0)

I5: $z1 = 1%z0
le: if($z1 == @)

Listing 3. Excerpt from a test execution trace of app good-weather.

that, from a current state (I, o, ¢, EH), if the next statement to execute is a simple statement rv = e
and expression e evaluates to e’ under the current environment ¢ and configuration ¢, executing
the statement will transit the program to a new state (N(l), o[rv — €’], ¢, EH), where the next
statement to execute is at label N (1) and regular variable rv has value e’. Note that, at the beginning
of the symbolic execution, ¢ maps the key of each preference § € A to a unique symbolic value ps,
ie,V6:6 € A — ¢(8.key) = ps.

At the end of the symbolic analysis of P(; 4,)’s execution, the final branch evaluation history,
denoted as EH(; gy, maps the label of each executed branch to the symbolic value of that branch’s
condition expression. From EH(; gy, PREFEST can easily discover all the symbolic values, and
therefore the corresponding relevant preferences, that were used in evaluating the branch conditions
during (t, ¢o)’s execution.

Take app good-weather in Section 2 as an example. Listing 3 shows part of the execution trace
produced by a test t1 on the app under configuration ¢1: Statements at labels /1 and [2 construct
the key of preference Update location through string concatenation; Statement at /3 obtains the
singleton object of SharedPreferences; Statement at /4 invokes a library method getBoolean on the
singleton object with variable $r2 as the key and assigns the obtained preference value to $z0;
Statement at I5 assigns the negation of $z0 to $z1, which is then tested in the branch condition at
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Table 4. Instance identification for settings screen instantiation patterns. For each of the four patterns, the
CRITERION to be used for identifying instances of the pattern, the id of the criterion (c-1p), as well as the
associated preference resource file (PRF) and ANCHOR activity if an instance of the pattern has been successfully
identified.

PATTERN C-ID CRITERION PRF ANCHOR

APA C-APA cls(mq) € AAmy =oc(cls (m1)) A isAddP (my) arg (mz) cls (my)

APF C-APF  cls(my) € AAmy =oc(cls (my1)) A mg € init (cls (m3)) arg (my) cls (my1)
Acls (m]) = cls(mz) Acls(m]) € FAm| = oc(cls(m])) AisAddP (m:)

SPF C-SPF  cls (my) € AAmy =oc (cls (my1)) A mg € init (cls (m3)) arg (my)  cls (my)
Acls (m]) = cls(mz) Acls(m]) € FAm] = ocP(cls(m])) A isSetP (m:)

LHA C-LHA cls(m;) € AAmy = oc (cls (my)) A isLoadH (mz) A cls (m]) € F arg (my)  cls (my)

Acls (m]) € fReferenced (mz) A m} = oc (cls (m})) A isAddP (m})

l6. By symbolically executing the program, PreresT is able to find out the symbolic value of the
branch condition at 16 is (!y,;) == 0, where p,,; is the symbolic value of preference Update location.
Therefore, Prerest will consider the preference as relevant to test (t1, $1).

5.2 Preference Locator Discovery

PreresT determines whether a test case t € T should be amplified with a specific configuration ¢
(¢ # ¢o) based on t’s execution result under ¢, therefore it is critical for PreresT to be able to set
the preference values of P accordingly before executing t. Given that programmatically setting
preferences, e.g., by invoking methods on the SharedPreferences singleton object, risks breaking
the integrity of P’s state, Prerest always modifies preference values at the GUI level, so that all
configurations it generates in test case amplification are actually feasible from a user’s point of
view.

PreresT uses a set of locators to abstract information about how each preference of P can be
accessed at the GUI level. A locator for a preference is a pair («, &), where «a is the anchor activity
of the preference’s containing hierarchy and ¢ is a sequence of texts from the app GUI that a user
needs to tap for navigating the app from « to the screen where the preference’s corresponding
widget is displayed. Prerest discovers locators for preferences in two steps, namely static locator
discovery and dynamic locator discovery.

5.2.1 Static Locator Discovery. In static locator discovery, Prerest first analyzes P’s preference
resource files and the invocation relation between P’s methods to identify potential instances
of settings screen instantiation patterns, then constructs an initial set of candidate locators for
each defined preference, and in the end checks the validity of the candidate locators, i.e., whether
they can indeed help locate the preferences on P’s GUI, by following their guidance to access the
preferences.

Pattern Instance Identification. As explained in Section 3, programmers often follow four patterns
when instantiating settings screens based on preference hierarchies. To identify the anchor activities
of the preference hierarchies, Prerest examines the invocations in P to specific methods and looks
for potential instances of those patterns based on a group of criteria.

Table 4 lists the criteria PrerestT applies to identify instances of settings screen instantiation
patterns in P. The definition of criteria makes use the following notations. C is the set of all classes
in P, M is the set of all methods?, A is the set of activity classes, and F is the set of fragment classes;
Function init : C — 2M maps each class ¢ € C to its non-empty set of constructors; Function

ZPREFEST treats constructors as member methods with no return types.
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Table 5. Important APIs for settings screen instantiation. For each group of APlIs, a short description, the list
of APIs in that group, and a predicate that is defined on all APL APIs but returns true if and only if when
applied to an API from the group.

DESCRIPTION APIs PREDICATE

To add preferences PreferenceActivity.addPreferencesFromResource isAddP
PreferenceFragment.addPreferencesFromResource

To set preferences PreferenceFragmentCompat.setPrefernecesFromResource isSetP

To load preference headers PreferenceActivity.loadHeadersFromResource isLoadH

oc: AUF — M maps an activity or a fragment to its unique oncreate lifecycle method; Function
ocp : AU F — M maps an activity or a fragment to its unique onCreatePreferences lifecycle method;
Funciton cls : M — C maps each method to its defining class; When an instance of a pattern
has been identified, arg (m) denotes the preference resource file that is used as the parameter to
invoke method m in the instance, and fReferenced (m) denotes the list of Fragments referenced by
arg (m). Note that, since certain APIs from the APL play important roles in implementing the
four patterns, we have also introduced three predicates, namely isAddP, isSetP, and isLoadH , to
facilitate the easy identification of those APIs. Table 5 provides more information about the APIs
and the corresponding predicates to identify them.

To identify potential instances of the four patterns listed in Table 4, PreresT first gathers 6 sets
S, SB, Sc, Sp, Sk, and S of method pairs with invocation relation (Sa, Sg, Sc, Sp, Sg, Sr C 7). Here,
7 € M X M is the invocation relation between P’s methods, i.e., given two methods my, my € M,
(mq,mz) € rif and only m; invokes my in its definition, and r* is the transitive closure of ,
ie, 1" = U;’eri. In each pair (mj, my) € Sa, m; is the onCreate method of an activity class, and
my is method addPreferencesFromResource; In each pair (my, my) € Sp, m; is the oncreate method of
an activity class, and mjy is the constructor of a fragment class; In each pair (m;, mz) € Sc, m;
is the onCreate method of a fragment class, and m; is method addPreferencesFromResource; In each
pair {my,my) € Sp, my is the onCreatePreferences method of a fragment class, and m; is method
setPrefernecesFromResource; In each pair (mj, my) € Sg, m; is the oncreate method of an activity
class, and m; is method loadHeadersFromResource; In each pair (mq,mz) € Sp, m; is the onCreate
method of a fragment class, and m; is method addPreferencesFromResource. Then, PREFEST examines
the pairs in S4 and combinations of pairs from Sg X S¢, Sg X Sp, and Sg X Sf to identify instances
of patterns APA, APF, SPF, and LHA, respectively. A pair of methods p = (m;,mz) (p € %) is
considered implementing pattern APA if criterion C-APA is satisfied, while two pairs of methods
p = (my,my) and p’ = (m}, m;) (p,p’ € %) are considered implementing patterns APF, SPF, and
LHA, if criteria C-APF, C-SPF, and C-LHA are satisfied, respectively. For example, given p and
p’, if a fragment is instantiated inside the oncreate method of an Activity class according to p and
API PreferenceFragment . addPreferencesFromResource is invoked by the onCreate method of that Fragment
class according to p’, the methods involved in p and p’ satisfy criterion C-APF and implement
pattern APF.

Candidate Locator Construction. From the identified instances of settings screen instantiation
patterns, PReresT can easily derive the anchor activities associated with the preference resource
files, as indicated in Table 4. To construct candidate locators for a preference, Preres still needs to
find out, when the associated anchor activity is active, what navigation text(s) need to be tapped
for the preference’s related widget to be displayed.

The pseudo code shown in Algorithm 1 describes how PreresT finds out such information step
by step. Taking an anchor activity act, a preference element elem from a resource file, and a list
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Algorithm 1: Construction of candidate preference locators based on pattern instances.

Input: The list instances of identified instances of settings screen instantiation patterns;
Output: A table locators that maps each preference key to the set of locators for that preference;

1 locators <« {};
2 foreach instance € instances:

3 rootElem < GETROOTELEMENT(GETRESOURCEFILE(instance));

4 GETLOCATORS (GETANCHORACTIVITY(instance), rootElem, [ ], locators);
5 Procedure GETLOCATORS(Activity act, DOMElement elem, List preTexts, Map locators):
6 if elem is of type PreferenceScreen or preference-headers:

7 foreach elem’ € GETCHILDELEMENTS (elem):

8 ‘ GETLOCATORS (act, elem’, preTexts, locators);

9 else if elem is of a primitive preference type:

10 ‘ locators[elem.key] « locators[elem.key] U {{act, preTexts)} ;
1 else if elem is of type header:

12 preTexts’ «— APPEND(preTexts, elem.title);

13 elem’ « GETROOTELEMENT (GETRESOURCEFILEREFERENCED (elem));
14 GETLOCATORS (act, elem’, preTexts’, locators) ;

preTexts of preceding navigation texts to tap as the input, procedure GETLOCATORS collects the
navigation information for preferences defined in either the child elements of elem (including elem
itself) or the resource files referenced by those child elements and makes the information easily
accessible by preference keys via the output parameter locators: If elem is of type PreferenceScreen
or preference-headers (Line 6), the procedure is recursively applied to each of elem’s child elements
(Lines 7 and 8). Otherwise, if elem is of primitive types like SwitchPreference and ListPreference (Line
9), a candidate locator is constructed and associated to the key of the preference (Line 10). If elem
is of type header (Line 11), elem’s text is appended to preTexts (Line 12), and then the procedure
recursively processes the elements from the preference resource file referenced by elem (Lines 13
and 14). To collect the candidate locators for all preferences, PreresT iterates through the list of
identified pattern instances (Line 2) and uses the associated anchor activity, the root element of the
corresponding resource file, an empty list of preceding navigation texts, and an empty map as the
arguments to invoke procedure GETLocaToRs (Lines 3 and 4).

Candidate Locator Validation. Since both the identification of pattern instances and the construc-
tion of candidate preference locators as described above ignore the data- and control-flow in the
app code, a candidate locator {ay, &) constructed in this way for a preference § may be invalid in
the sense that & does not actually help Prerest steer P from ag to §’s containing settings screen.
For instance, if §’s residing preference hierarchy is only linked to g during aq’s creation under
specific conditions, but the actual instance of ay PreresT launches for preference setting purposes
never satisfies those conditions during preference-wise testing, candidate locators identified by
Algorithm 1 with anchor activity ¢, for § will not be really helpful since the desired preference
hierarchy is not even linked to the activity. To prune out such invalid candidate locators, PREFEST
follows the guidance of each of those locators to check whether it can help the tool access the
corresponding preference as expected. Prerest discards all the invalid locators and retains at most
one valid locator for each preference.

Algorithm 2 shows how PreresT dynamically checks the validity of the candidate preference
locators. After some initialization (Line 1), Prerest first groups preference keys by their potential
locators (Lines 2 through 4). Next, for each locator, Prerest takes the keys of all preferences that may
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Algorithm 2: Validation of candidate preference locators discovered via static detection.

Input: A map locators from each preference key to a set of candidate locators for that preference;
Output: A map validLocators from each preference key to a valid locator for that preference;

1 validLocators < { }; loc2Pref « { };
2 foreach key € locators.keys():

3 foreach locator € locators[key]:

4 ‘ loc2Pref [locator] « loc2Pref[locator] U {key} ;
5 foreach locator =(anchor, texts) € loc2Prefkeys():

6 keys « loc2Pref [locator];

7 srcActivity < LAUNCHACTIVITY(anchor) ;

8 destScreen < TAPTEXTS(srcActivity, texts) ;

9 matchedKeys «— GETMATCHEDKEYs(destScreen, keys);
10 if destScreen != null A |matchedKeys| > Nj:

11 foreach key’ € matchedKeys:

12 if —validLocators.contains(key’):

13 ‘ validLocators[key’] « locator ;

14 return validLocators;

be accessible via the locator (Line 6), launches the anchor activity (Line 7), follows the navigation
texts of the locator (Line 8), and collects the keys of the preferences whose titles exactly match with
text elements shown on the destination screen (Line 9). If the navigation was successful and at least
N, preferences (N, is empirically set to 3 by default) can be matched, the destination screen is
considered a settings screen and the current locator is deemed valid for all the matched preferences
(Lines 10 through 13).
5.2.2  Dynamic Locator Discovery.

In case all the statically constructed candidate locators for a preference fail to validate, PREFEsT
tries to derive a valid locator for the preference by dynamically exploring P’s GUIL

Algorithm 3 shows how this is done in Prerest. First, PRerest gathers the anchor activities for the
preferences to locate and their subclasses (Line 1), which will be used as the starting points of the
exploration. The subclasses are also included here because they may share instance initialization
code with their super-classes and can therefore be used to load settings screens. Next, PREFEST
launches each gathered activity and invokes procedure EXPLORE to start the exploration of the
app’s GUI from the activity (Lines 2 through 4). Procedure ExPLORE takes four arguments: a starting
activity act, a sequence preText of navigation texts that need to be tapped to transit the app from
the starting activity to the current screen, a set pref ToLocate of preferences to locate, and a map
validLocators from each preference key to a valid locator or null (Line 5). The procedure returns
immediately if there are no preferences in prefToLocate to be located (Lines 6 and 7). When there
are more preferences to find locator for, PreresT first extracts the texts shown on the current screen
(Line 8). Then, PreresT matches the texts against the titles of preferences and, if the current screen
turns out to be a settings screen, finds a preference resource file that is most likely linked to the
current screen (Line 9). If such preference resource file is found (Line 10), we have constructed
valid locators for preferences displayed on the current screen: For each preference to locate that is
found on the screen (Line 11 and 12), arguments act and preTexts are used to construct a locator
for the preference (Line 13), and matched preferences are removed from prefToLocate (Line 14).
In view that programmers sometimes implement preference headers based on ordinary navigable
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Algorithm 3: Preference locator discovery by dynamically exploring the app’s GUL

Input: A map locators from preference keys to the sets of potential locators;
Input: The set prefToLocate of preferences that do not have any valid locator;
Input: A map validLocators from each preference key to a valid locator or null;

1 actToExplore < Upc prefToLocatelocators[ p].activity.subclasses();
2 foreach act € actToExplore:

3 currentAct < LAUNCHACTIVITY(act);

4 EXPLORE (currentAct, [ ], pref ToLocate, validLocators);

5 Procedure EXPLORE(Activity act, List preTexts, Set pref ToLocate, Map validLocators):
6 if prefToLocate = :

7 ‘ return;

8 candidateTitles < GETTEXTVIEWS();

9 bestMatch < GETBESTMATCHINGPRF(candidateTitles);

10 if bestMatch # null:

11 matchedPrefs « GETMATCHEDPREFs(candidateTitles, bestMatch);
12 foreach pref € prefToLocate N matchedPrefs:

13 ‘ validLocators[prefkey] « (act, preTexts);

14 prefToLocate « prefToLocate \ matchedPrefs;
15 foreach navigationText € GETNAVIGATIONTEXTS():

16 TAP(navigationText);

17 preTexts’ «— APPEND(preTexts, navigationText);

18 EXPLORE (act, prelexts’, pref ToLocate);

19 BACK();
20 return

texts, PrerFEsT also collects the navigable texts on the current screen (Line 15), follows each of those
texts (Lines 16 and 17), and explores the screens arrived at recursively (Line 18).

5.2.3 Generation of Amplified Test Cases. With the valid locators for preferences, PREresT is now
able to generate an amplified test case (t, ¢) by prefixing to t a sequence of test actions that set the
preferences to desired values as specified in ¢.

Take app good-weather and its test case mentioned in Section 2 that changes the location as
an example. The app implements pattern LHA to instantiate its settings screen: A preference
headers resource file is loaded by the onCreate method of org.asdtm.goodweather.SettingsActivity.
The activity displays a list of navigation texts that can be tapped to switch to different settings
screens, and particularly, tapping text “widget settings” will cause preference Update Location to
be displayed on the screen. PreresT is able to detect a valid locator for the preference, where the
anchor activity is org.asdtm.goodweather.SettingsActivity and the list of navigation texts includes
only “widget settings”, and it generates test actions as shown in Listing 4 as a prefix to the original
test case. With the prefixed test actions, preference Update Location will be set to true before the
original test case starts. In the generated test actions, the anchor activity for the preference hierarchy
is first launched via command adb shell am start of the Android Debugging Bridge [15]. Then, the
navigation texts from the locator are tapped in order to open the settings screen for the preference.
Next, if the current value of the preference is false, the preference is tapped to change its value to
true. Similar test actions can be generated to set the values of other preferences, if necessary.
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# setting preferences

os.popen("adb shell am start org.asdtm.goodweather.SettingsActivity");

getElement ("text (\"Widget settings\")").tap();

if (getElememt("text(\"Update location\")").checkEnable() != true)
getElememt ("text (\"Update location\")").tap();

back () ;

Listing 4. Test actions constructed by PREFEST to set preference Update location.

5.3 Target-Oriented Test Amplification

While the preferences that are relevant to a test case may be just a small portion of all preferences
defined in an app, exhaustively trying out all possible value combinations of those relevant prefer-
ences, e.g., by following a N-wise combinatorial strategy (N>1), is often still way too expensive and
uneconomical, in terms of the testing time, the amount of code covered, and the number of bugs de-
tected. In view of that, test case amplification in PreresT aims to exercise more preference-dependent
behaviors of apps, rather than to blindly exhaust all possible preference value combinations.

PreresT models app behaviors in terms of the set of code branches they cover, and it uses a
triple (loc, expr,val) to abstract each code branch, where loc is a location in the app’s code, expr
is an expression, and var is a value. A branch b = (loc, expr,val) is covered by an execution if
the execution reaches loc and expr evaluates to val at loc at least once during the execution; b is
bypassed by an execution if the execution reaches loc but expr never evaluates to val at loc during
the execution; and b is missed by an execution if the execution never reaches loc. b is called a target
branch, or just a target for brevity, if expr is preference-dependent, i.e., expr is data-dependent on
certain preferences.

In the rest of this section, we first define two types of branches, namely control and parameter
branches, that PreresT is concerned with, then describe how Prerest analyzes the executions of
P’s amplified test cases to collect those branches, and in the end explain how PreresT generates
new amplified test cases for P in iterations to cover more preference-related branches. Recall from
Section 5.1 that all input test cases are always first amplified with the default configuration by
PREFEST.

5.3.1 Control and Parameter Branches. Branches that originate from constructs like conditionals
and loops within P are called control branches. For each if statement with condition e; at location
locy, PreFEST constructs two control branches (locy, ey, true) and (locy, e, false); For each switch
statement with expression e, and k case clauses at location locz, PREFEST constructs k control
branches (locs, €5, v;), where v; is the constant used in the i-th case clause (1 < i < k); For each loop
statement with condition expression e; at location locs, PREFesT constructs two control branches
(locs, es, true) and (locs, es, false).

Recall that, for each amplified test case (t, ¢) and the corresponding program P; 4y = (S', N'),
PrerEsT gathers via symbolic analysis a map EH(; ) from the labels of executed if conditions to the
symbolic values of those conditions and a map BH(; ¢) from the labels of executed if conditions to
their concrete Boolean values in the execution (see Section 5.1). The set I} 4) of control branches
covered by (t, ¢) can therefore be calculated as I'; 4y = {(loc, expr,val)|3l € dom(S’) : Mz¢)(I) =
loc A BH(;¢)(l) = val}, and the set 3; 4y of control branches bypassed by (z, ¢) can be calculated
as X(r¢y = {(loc, expr,val)|3l € dom(S’) : (M. 4y (1) = loc) AVI € dom(S’) : (M 4y (1) = loc =
BH<t!¢>(l) # val)}.

If the actual parameters used in an invocation to a library method m at location loc are data-
dependent on a set A’ = {81,9,...,9;} of preferences (k > 1 A A’ C A), the values of those
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preferences before the invocation may affect which control branches will be covered during the
execution of m. PReresT, however, does not have detailed information about such influences, since
the symbolic execution it applies treats all library methods as black-boxes. To cover as many target
control branches in m as possible, PReresT conservatively assumes distinct value combinations
for preferences in A’ at the invocation location will always cause m to cover additional target
control branches. Correspondingly, let V; be the set of valid entry values for §; (1 < i < k), PREFEST
constructs a set Ajpe = {{loc, 51 = v1 A ... A S = vk, true)|vy € Vi A ... Aug € Vi} of parameter
branches to capture the configurations under which the library method invocation should be
executed for it to be thoroughly tested. Note that all parameter branches are also target branches
by definition.

5.3.2 Generation of Candidate Amplifications to Cover Bypassed Targets. PREFEST monitors and records
all targets that are covered or bypassed by the execution of each amplified test case. To produce
a new configuration under which an input test case ¢ will cover a previously bypassed target,
PreresT follows an idea similar to that adopted in symbolic-execution-based test generation. More
concretely, PreresT first constructs a constraint to encode the conditions that the configuration
should satisfy to drive ¢ to cover the bypassed target and then derives the desirable values for the
preferences based on solutions to the constraint.

Given an amplified test case (t, ¢) and a control target ct = (loc, expr,val) bypassed by (t, ¢),
there exists by definition another control target ct’ = (loc, expr,val’) at the same location that
was covered by the amplified test case. In other words, there exists a label [ in P 4) such that the
statement at [ was executed by (t, #), label I maps to location loc, and expr, i.e., EH(; ) (1), evaluated
to val’ at | during the execution of (¢, ¢). To cover ct, PreresT tries to find a different configuration
¢’ such that the following two conditions are satisfied. First, the execution of (¢, ¢") should follow
the same path as that of (t, ¢) until reaching label [; Second, EH; 4y(I’) should evaluate to val, i.e.,
EH(;4y(I') == val, where I’ is the counterpart label of [ in P(; 4. Both constructing a constraint
to encode the first condition and finding a solution to satisfy the conjunction of the two conditions,
however, can be extremely challenging or even infeasible in practice, due to limitations in existing
symbolic execution and constraint solving techniques. Prerest therefore always weakens the
constraint that it actually solves in finding the desirable configurations by omitting the first condition
while only retaining the constraint EH(; 4y (") == val. To derive desirable configurations from the
weakened constraint, PREFesT enumerates all valid assignments to the involved preferences and
evaluates the constraint under these assignments. All configurations that can make the constraint
hold are considered as candidate amplifications associated with target ct.

Similarly, to construct and solve a constraint that faithfully encodes the condition under which
a bypassed parameter target pt = (loc, expr,val) will be covered by test case t is also highly
challenging or even impractical. Therefore, PReresT requires instead that the constraint expr = val
to be satisfied at the beginning of ¢, and it generates all value combinations of the preferences
referenced in expr as candidate amplifications associated with target pt.

Three things about the generation of candidate amplifications are worthy of special attention
here. First, due to the simplifications applied in the generation process, the produced candidate
amplifications may not be able to help the test cases cover their associated targets. PreresT therefore
runs the input test cases under the candidate amplifications to dynamically check whether they work
as expected. This process is referred to as amplification validation. Second, candidate amplifications
essentially define partial configurations. When validating an amplification with partial configuration
¢, PrerEsT sets the values of all preferences specified by ¢”" accordingly, while reusing the existing
values for the other preferences defined in the app. Since different reused preference values may lead
to distinct actual executions of the app, to make sure we can reproduce the observed executions after
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amplification validation, PreresT always records the values of all app preferences at the beginning
of each amplified test. Third, all assertions in the original test cases are disabled in the amplified
test cases because the assertions become obsolete in those test cases. As explained above, PREFEST
makes sure that each amplified test case covers some targets that were not covered by the original
test cases. Given that the amplified test cases execute under different configurations and exercise
distinct behaviors, keeping the old assertions most likely will do more harm than good. Therefore,
we decided to discard those assertions. We leave a systematic evaluation of the new configurations’
impact on the existing assertions and the generation of new assertions for the amplified test cases
for future work, since the former involves investing a considerable amount of time and human
effort to understand the apps, the tests, and the assertions, while the latter is a long-standing
challenge in automated test case generation.

5.3.3 Test Case Amplification in Iterations. PREFEsT aims to amplify the input test cases for P with a
group of configurations that can help the test cases cover more target branches. To keep the number
of produced result configurations small, PreresT adopts a greedy strategy so that amplifications
that are more likely to help cover more target branches get generated earlier. Algorithm 4 shows
how Prerest achieves that in iterations.

The algorithm uses three tables configs, allByPassed, and allCovered as both the input and the
output parameters, where configs maps each test case to the set of configurations to be used to
amplify the test case, allBypassed maps each amplified test case to the set of targets bypassed by the
test case and the constraints associated with those targets, while allCovered maps each amplified
test case to the set of targets it covers. When the algorithm starts, the input parameters contain
information gathered from amplifying each test case with the default configuration. Afterwards,
PreFEST generates more amplifications in an iterative fashion. In each iteration, it first collects a
sorted set targetBranches of targets that are bypassed by existing amplified tests (Line 3), with targets
that are bypassed by more existing amplified test cases appearing earlier in set targetBranches. Next,
a nested while loop that implements a greedy algorithm is employed so that new configurations
that are more likely to help cover more bypassed targets are generated earlier (Lines 5 through 23).
The outer loop terminates if the inner loop cannot amplify the test cases to cover any previously
bypassed target (Lines 4, 19, and 23).

Each iteration of the inner while loop first finds a set curTargets of targets that are bypassed by a
group of amplified tests with compatible constraints and stores the found tests and their constraints
in curTestsAndConstraints (Lines 6 through 12). From the group of tests found in this way, PReFesT
then selects the one that has the least number of covered targets (Line 13), solves its associated
constraint and constructs a suitable candidate amplification based on the solution (Line 14), and
executes the test with the constructed amplification (Line 15). Note that, during the execution
of the amplified test case, PreresT records the target branches newly covered and bypassed. If
the execution covers some previously bypassed targets (Line 16), the covered ones are removed
from targetBranches (Line 17), while allCovered, allBypassed, and configs are updated accordingly
(Lines 18). Otherwise, all branches in curTargets are removed from targetBranches and added to
allFailedTargetBranches (Lines 21 and 22). The reason for such design is that, some target branches
may not be reachable by manipulating just preference values, e.g., because their branch conditions
rely on specific user inputs or states of external environment; By excluding such targets, PREFEST
avoids spending a long time on the unreachable targets.

In our previous work [35], test case amplification to cover the previously bypassed targets was
done in one pass, instead of in iterations, and a retry mechanism was installed in order to reattempt
the targets that the tool failed to cover in the only pass. In the latest implementation of PreresT, all
targets that the tool failed to cover during an iteration are collected into set allFailedTargetBranches



Preference-Wise Testing of Android Apps via Test Amplification 21

Algorithm 4: How Prerest amplifies test cases to cover more target branches in iterations.

Input: A table allBypassed that maps each amplified test case to the associated set of
(target, constraint) pairs.

Input: A table allCovered that maps each amplified test case to the set of branches it covers.

Input: A table configs that maps each test case to the set of configurations to be used to
amplify the test case.

1 allFailedTargetBranches «— 0;
2 while true:

3 targetBranches <— GETBYPASSEDBYALL(configs, allBypassed, allCovered);
4 hasProgress « false;
5 while —targetBranches.isEmpty():
6 curTargets—{targetBranches[0]};
7 curTestsAndConstraints <— GETTESTSANDCONSTRAINTS(targetBranches[0]);
8 foreach 1 < i <targetBranches.size():
9 tmpTestsAndConstraints < GETTESTSANDCONSTRAINTS(targetBranches[i]);
10 if 1sComPATIBLE(curTestsAndConstraints, tmpTestsAndConstraints):
11 curTargets « curTargets U {targetBranches[i]};
12 curTestsAndConstraints.merge(tmpTestsAndConstraints);
13 test, constraint «— GETWITHLEASTCOVERED(curTestsAndConstraints);
14 newConfig < SOLVE(test, constraint);
15 covered’, bypassed’ «— EXECUTE(test, newConfig);
16 if covered’ N targetBranches # 0:
17 targetBranches.remove(covered’);
18 UPDATE(test, newConfig, covered’, bypassed’, allCovered, allBypassed, configs);
19 hasProgress « true;
20 else:
21 targetBranches.remove(curTargets);
22 allFailedTargetBranches.add(curTargets);
23 if —hasProgress: break;
24 foreach failedTargetBranch € allFailedTargetBranches \ allCovered:
25 tmpTestsAndConstraints «— GETTESTSANDCONSTRAINTS(failedTargetBranch);
26 test, constraint < GETWITHLEASTCOVERED(tmpTestsAndConstraints);
27 newConfig < SOLVE(lest, constraint);
28 covered’, bypassed’ «— EXECUTE(test, newConfig);
29 if failedTargetBranchecovered’:
30 ‘ UPDATE(test, newConfig, covered’, bypassed’, allCovered, allBypassed, configs);

(Line 22) and the same retry mechanism is applied to reattempt those targets after the iteration
has terminated (Lines 24 through 30). Particularly, for each target to reattempt (Line 24), PREFEST
gathers the tests that have bypassed the target and the constraints under which the tests may be
able to cover the target (Line 25), selects the test that has the least number of covered targets (Line
26), constructs a new amplification with which the test might cover the current target (Line 27),
and executes the test with that amplification (Line 28). If the current target is actually covered by
the execution, the full configuration used to run the test is reported (Line 29 and 30). Compared
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with amplifying the test cases in iterations, doing that in one pass has the drawback that targets at
locations not covered by any initial test executions will be completely ignored by the amplification
process.

5.4 System Preference Analysis

The description above mainly focuses on app preferences that users can exploit to customize app
behaviors and features. The Android platform also provides a set of preferences that enables such
customization at the system level. By interpreting the related accessing API methods, PREFEST
also supports the handling of six system preferences that are often used, namely WiFi, bluetooth,
mobile data, GPS locating, network locating and music playing. Conceptually, PREFEST treats these Sys-
tem preferences as shared by all the Android apps and handles them in the same way as it handles
app preferences. Therefore, we do not differentiate system and app preferences when describing the
experiments we conducted to evaluate PReresT or reporting the experimental results in Section 6.

5.5 Implementation

We implemented our approach into a tool, also named Prerest. Taking as the input an Android app
and a group of test cases, Prerest amplifies the input test cases with necessary configurations to
exercise more target branches in the app. At the moment, PrReresT accepts input test cases written
in the Espresso® or Appium* format, be they manually written by developers or automatically
generated by testing tools. The Espresso testing framework, provided as part of the official Android
development toolkit, defines APIs for writing Ul tests that simulate user interactions within Android
apps, while Appium is a widely-used open source test automation framework, which allows users
to test native Android apps without the SDK or rebuilding their apps. Although steps like test-
relevant preference identification in preference-wise testing with PreresT can be integrated into
an automated test generation tool to slightly enhance the efficiency of test case amplification, the
integration will cause PrerEsT to be tightly bound with the other tools and limit its applicability.
We therefore design PreresT to take existing test cases as the input. Test cases generated by tools
like AndroidRipper [3], A3E [7] and Stoat [54] can be easily translated into the Espresso and/or
Appium format and then fed to PREFEST.

In its current implementation, PreresT supports preferences of types SwitchPreference, CheckBoxPref-
erence, ListPreference, EditTextPreference and SeekbarPreference. Compared with our previous work [35],
the support for SeekbarPreference was added since SeekbarPreferences are widely used in Android
apps (see Section 4). We leave adding the support for other types of preferences into Prerest for
future work.

At the moment, amplification test actions generated by Prerest open anchor activities via the
Android Debugging Bridge command, but activities with restricted permissions are not directly
launchable after Android 7. There are two possible ways to enable Prerest to work even in the face
of the restriction. First, if PreresT is used by the developers of an app, they may build a special
version of the app where the “exported” attributes of the anchor activities are set to true to lift the
restriction. Second, information about the steps needed for opening each anchor activity could be
provided as extra input to Prerest. While providing such extra information increases the costs of
using PreresT, the additional costs are most likely moderate and acceptable to the users.

3https://developer.android.com/training/testing/espresso
4https://http://appium.io/
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6 EVALUATION

To gain first-hand knowledge about how PreresT supports preference-wise testing in practice, we
conducted comprehensive experiments where PreresT is applied to amplify tests for a wide range
of Android apps. Our experiments aim to answer the following research questions:

RQ1: How effective is Prerest? The main purpose of PreresT is to automatically amplify existing
tests with new configurations so that they exercise more preference-related behaviors of
Android apps. In RQ1, we assess to what extent amplifications produced by PreresT can help
existing tests cover more code and detect more bugs that are related to preferences;

RQ2: How efficient is PreresT? In RQ2, we study the costs in time for test amplification with
PREFEST;

RQ3: How does important design decisions in Prerest affect its effectiveness and efficiency?
In RQ3, we examine how and to what extent test-relevant preference identification and
target-oriented test amplification affect PreresT’s effectiveness and efficiency.

RQ4: How well does Prerest work in amplifying test cases manually prepared by programmers?
We use automatically generated test cases as seeds for test amplification in answering RQ1,
RQ2, and RQ3 so as to guard against possible bias in selection of apps and their test cases.
In RQ4, we study how well PreresT works on test cases that are manually prepared by
programmers.

6.1 Subject Apps and Tests

We prepared subject apps in two phases, with the first phase focusing on selecting apps for
answering research questions RQ1, RQ2, and RQ3, and the second phase focusing on selecting apps
for answering research question RQ4.

More concretely, we constructed in the first phase an initial pool that contains 340 apps from
both previous research [43, 49, 52] and a popular list of open-source Android apps on GitHub [46].
Among those apps, 66 were excluded because they are duplicates or missing, 26 were excluded
because they are too old to compile, 145 were excluded because they contain fewer than five
preferences, and 19 were excluded because they are not compatible with Android API level 19,
and 44 were excluded because SToAT achieved instruction coverage lower than 20% on those apps.
Here, the requirement for compatibility with Android API level 19 was critical in our experiments,
since we employed the STOAT tool to automatically generate GUI tests for Android apps, and SToAT
produces the best test generation results at Android API level 19. We decided to utilize STOAT to
prepare the subject tests for our experiments because it was a state-of-the-art automated Android
test generation tool and it was utilized in various previous research studies [20, 23, 45, 57] to prepare
GUI tests for Android apps. We then applied STOAT to generate tests for the remaining 84 apps.
Each run of Stoat on a particular app took two hours, with one hour being spent on GUI exploring
and the other on Markov Chain Monte Carlo (MCMC) sampling; Each test suite generated by SToAT
contained at most 30 tests and each test has at most 30 events in one sampling iteration. Based on
the test generation results, 13 apps were excluded since STOAT crashed for over 30 times during the
1 hour GUI exploration, 31 apps were excluded since the tests generated for each of those apps
covered less than 20% of the app’s code. In this way, we were left with 40 apps at the end of the
first phase. Among those 40 apps, 28 were available in the Google Play store [17] and 8 of them
were popular apps each with over 1 million downloads. Only 5 apps among the 40, however, had
more than 3 programmer-written GUI test cases.

To gather more subjects to be used in addressing RQ4, we looked for additional apps with more
than a couple programmer-written GUI test cases on GitHub in the second phase. Particularly, we
first searched GitHub for projects with keywords “android application” and “android app” and then
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Table 6. Subject apps and their test cases automatically generated by SToAT. For each APp, its ID, VERsion,
the numbers of lines of code (#1), branches (#B), and defined preferences (#P) in the app, the number of test
cases generated by SToAT for the app (#71c), and the following information about the generated test cases:
The instruction (%1) and branch (%B) coverage achieved, the number of relevant preferences (#rp) and the
ratio of that number to #p (%Rp), the number of collected target branches (#18), the number of covered target
branches (#1Bc) and the ratio of that number to #18 (%TBc), and the time in minutes needed to run the tests
(T). Note that #rRp may be larger than #p, leading to %RP values greater than 100%, if the tests access also

system preferences.

ID APP VER #1 #B  #P STOAT

#TC %1 %B #RP %RP #TB #TBC %TBC T
A01 a2dpvolume 2.13.04 18324 1443 15 180 40.0% 17.4% 7 46.7% 48 27 56.3% 734
A02 Adaway 4.3.0 16189 1162 19 150 41.1% 289% 9 47.4% 18 14 77.8% 713
A03 Alwayson 0.9.5.2 15379 1335 29 240 44.5% 30.7% 24 82.8% 72 57 79.2% 120.7
A04 AmazeFileManager 3.3.0-rcl 80767 6735 31 210 20.6% 15.0% 19 61.3% 88 45 51.1% 137.8
A05 amme 2018.11.15.987 93689 6449 34 180 25.3% 179% 9 26.5% 39 18 46.2% 105.2
A06 Anki-Android 2.9-alpha-54 128890 10155 96 210 33.1% 22.7% 19 198% 72 36 50.0% 144.8
A07 AntennaPod 1.7.1 38421 3431 34 180 33.0% 23.5% 14 41.2% 44 26 59.1% 734
A08 APhotoManager 0.7.2.181027 47512 4889 25 150 39.0% 26.8% 19 76.0% 154 80 51.9% 71.1
A09 avare 8.1.2 138689 8610 83 120 30.2% 12.5% 46 55.4% 132 77 583% 70.3
A10 CalendarNotification 5.0.5 51317 3319 43 240 46.4% 34.4% 21 488% 52 27 51.9% 95.7
A1l commons 2.9 42439 2490 5 270 25.8% 15.0% 2 40.0% 10 8 80.0% 101.5
A12 connectbot 1.9.5-35 70864 3756 26 390 23.8% 22.5% 15 57.7% 48 26 54.2% 127.9
A13 FanFictionReader 1.58a 27910 1946 7 240 31.8% 219% 5 71.4% 26 14 53.8% 94.5
A14 Fillup 1.7.2 18141 3932 6 210 21.1% 16.5% 4 66.7% 32 8 25.0% 63.2
A15 forecast 1.6.2 8331 532 15 300 57.9% 40.8% 16 106.7% 74 39 52.7% 137.7
A16 good-weather 4.4 11195 678 11 360 59.9% 344% 8 72.7% 22 11 50.0% 137.2
A17 hn-android 5.0 14790 1298 5 240 47.8% 34.3% 5 100.0% 37 18 48.6% 80.5
A18 KISS 3.7.2 20003 1823 36 360 47.4% 34.3% 23 694% 83 48 43.2% 150.7
A19 materialistic 3.2 30085 2587 37 210 44.3% 26.1% 17 459% 66 43 65.2% 113.1
A20 movianremote 1.1.0 874 40 8 180 77.6% 55.0% 0 0.0% 0 0 0.0% 119
A21 mupené4plus 3.0.87-beta 58716 5080 165 330 28.7% 17.4% 30 18.2% 102 60 58.8% 197.9
A22 MyExpenses 1410 150889 13245 36 390 19.7% 10.3% 18 50.0% 49 28 57.1% 223.3
A23 nanoConverter 0.7.87 8508 527 6 210 32.8% 31.9% 7 116.7% 68 49 72.1% 121.6
A24 nextcloud 3.12.0 184155 15348 6 300 18.5% 12.1% 0 0.0% 0 0 0.0% 109.2
A25 nextcloud-news 0.9.9.36 36241 2112 18 420 23.9% 13.1% 6 333% 23 12 52.2% 100.7
A26 NotePad 1.0.2 7722 753 6 321 52.0% 39.8% 6 100.0% 133 82 61.7% 1044
A27 Omni-Notes 544 34993 2895 23 330 25.5% 21.7% 10 43.5% 38 19 50.0% 88.5
A28 OpenBikeSharing 1.10.0 5529 363 5 180 58.8% 479% 4 80.0% 31 24 774% 915
A29 openhab 2.12.18 64089 6175 20 390 27.5% 18.2% 10 50.0% 32 16 50.0% 168.8
A30 opensudoku 2.5.2 17606 1328 14 120 44.6% 32.5% 10 71.4% 36 23 63.9% 65.3
A31 Radiobeacon 0.8.18 36252 2171 20 180 37.2% 19.9% 11 55.0% 44 31 70.5% 117.4
A32 RedReader 1.9.9 59012 4984 62 240 32.8% 24.9% 27 435% 83 35 422% 77.2
A33 reference-browser  1.0.2047 18771 896 7 390 271% 52% 2 28.6% 4 2 50.0% 945
A34 runnerup 1.90.1 75863 5878 67 150 20.2% 13.7% 10 149% 26 14 53.8% 92.7
A35 Signal-Android 4.33.0 237215 16644 40 450 30.6% 14.3% 17 42.5% 52 28 53.8% 245.9
A36 smsdroid 1.7.7 12709 957 33 360 43.0% 30.0% 14 42.4% 26 15 57.7% 139.5
A37 SuntimesWidget 0.13.4 148810 11221 44 180 24.6% 15.2% 21 47.7% 83 43 51.8% 81.7
A38 TapAndTurn 2.8.0 3043 270 5 300 53.7% 29.6% 1 20.0% 2 1 50.0% 116.6
A39 Timber 1.6 55262 4307 11 240 25.4% 151% 7 63.6% 30 16 53.3% 89.5
A40 TintBrowser 1.8.1 33074 7558 22 210 27.0% 16.2% 9 40.9% 32 19 59.4% 65.1
A41 uhabit 1.7.9 20107 1637 11 300 54.8% 28.5% 2 18.2% 6 3 50.0% 100.7
A42 vanilla 1.0.80 48501 4801 36 270 45.5% 35.2% 29 80.6% 98 48 49.0% 109.7
A43 websms 4.9.5 10839 1030 35 390 33.0% 26.9% 22 629% 47 37 78.7% 2115
A44 WhereYouGo 0.9.3 27066 2283 47 150 38.6% 26.7% 16 34.0% 40 25 62.5% 713
A45 WikiPedia 2.7.237 105509 7334 53 180 43.1% 27.3% 23 43.4% 62 36 58.1% 1227
Overall - 2333635 186407 1357 11301 30.1% 19.0% 594 43.9% 2264 1288 56.9% 5102.9
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gathered all the matched projects with over 50 stars. This produced a list of 1857 apps. Among
those apps, 127 were excluded because they were duplicates or unavailable for download, 1697 were
excluded because they each had fewer than 3 programmer-written GUI test cases, 12 were excluded
because they contained fewer than five preferences, 6 were excluded because over 80% of their test
cases were out of date and did not match the apps’ source code, and 5 were excluded because they
cannot be compiled due to problems like missing license key or missing Google Play service key.
Since only ten apps were left after the pruning, we slightly relaxed the selection criteria, i.e., we no
longer required compatibility with Android API level 19, and retained all the ten apps. Although
we started with 1857 apps in total, we were left with only 10 apps at the end of the second phase
mainly because very few Android apps on GitHub have more than a couple of GUI test cases. This
phenomena, however, was in line with the observations made by Pecorelli et al. [47].

Since the two sets of apps gathered in the two phases had 5 apps, namely AntennaPod, connectbot,
KISS, Omni-Notes and SuntimesWidget, in common, we collected in total 45 subject apps in the
end, and we also applied the same process as described above to generate test cases for the 5 new
apps found in the second phase using StoaT. Table 6 lists the 45 apps. For each app, the table
provides basic information about both the app and the tests generated by StoAr for it. The size of
the apps varies between 874 and over 237K instructions, or between 40 and over 16K branches®,
and the number of preferences defined in those apps ranges between 5 and 165. There is therefore
a considerable amount of diversity with the subjects, making our experiments representative of
PreresT’s behaviors on a wide range of apps. The 11,301 initial test cases generated by SToAT take
in total 5,102.9 minutes to run. The overall instruction and branch coverage achieved by the tests
was 30.1% and 19.0%, respectively. More importantly, while the apps have defined 1,357 preferences
in total, only 594, or 43.9%, of them were actually relevant to the generated tests, which confirms
our observation explained in Section 1 that each test case typically interacts with only a small
number of preferences defined in the app. When executed under the default preference settings, the
generated tests revealed in total 2264 target branches and covered 1288, or 56.9%, of those target
branches.

For each subject app with at least three programmer-written GUI test cases, Table 7 lists the
basic information about the app and its associated programmer-written tests. Overall, programmers
have written in total 360 tests for the apps, and most characteristics of the programmer-written
tests were comparable to those of the automatically generated tests. The size of these apps varies
between around 18.7K and over 184.1K instructions, or between 896 and over 15.3K branches, and
their numbers of defined preferences range between 6 and 44; While the apps have defined 250
preferences in total, only 120, or 48%, of them were relevant to the tests; When executed under the
default preference settings, the generated tests revealed in total 418 target branches and covered
243, or 58.1%, of those target branches. However, the tests cover only 25.5% and 15.5% of the app
instructions and branches, respectively. While test cases with lower coverage may be common
for open-source Android apps, we expect the test cases for commercial apps to have much better
quality and achieve much higher coverage. Using these apps and their programmer-written test
cases as the subject therefore constitutes a major threat to the external validity of our findings with
respect to RQ4. We discuss further this threat in Section 6.4.

To understand to what extent programmers test preference-related code in their apps, we
manually examined the tests that explicitly mention “preference” in their names—we refer to
such tests as preference-oriented tests. We make the following two observations. First, 119, or
33.1%, of the programmer-written tests were actually preference-oriented, and all of the ten apps,

SThe JaCoCo library (https://www.eclemma.org/jacoco/) was employed in this work to measure app size as well as instruction
and branch coverage of tests.
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Table 7. Subject apps with at least three programmer-written GUI test cases. For each App, the basic infor-
mation about both the app and its associated programmer-written test cases, as was reported in Table 6,
as well as the number of preference-oriented tests (#1c’) and the number of preferences relevant to those
preference-oriented test cases (#RP’).

ID APP VER #1 #B  #P PROGRAMMER-WRITTEN

#TC %1 %B #RP  %RP #TB #TBC %TBC T #TC #RP

A07 AntennaPod 1.7.1 38421 3431 34 54 24.6% 16.2% 15 44.1% 53 36 67.9% 13.2 29 10
A12 connectbot 1.9.5-35 70864 3756 26 10 22.1% 18.2% 13 50.0% 38 20 52.6% 0.9 0 0
A18 KISS 3.7.2 20003 1823 36 16 32.0% 21.3% 21 58.3% 64 33 51.6% 0.3 2 21
A22 MyExpenses 1410 150889 13245 36 81 29.5% 16.7% 20 55.6% 62 34 54.8% 3.8 14 7
A24 nextcloud 3.12.0 184155 15348 6 36 18.8% 10.4% 0 0.0% 0 0 0.0% 23 0 0
A25 nextcloud-news  0.9.9.36 36241 2112 18 17 31.0% 22.1% 11 61.1% 31 16 51.6% 1.5 5 7
A27 Omni-Notes 54.4 34993 2895 23 15 25.1% 19.5% 9 39.1% 36 18 50.0% 1.0 3 4
A29 openhab 2.12.18 64089 6175 20 7 24.7% 15.2% 7 35.0% 22 13 59.1% 0.7 2 3
A33 reference-browser 1.0.2047 18771 896 7 21 39.8% 15.8% 2 28.6% 4 2 50.0% 2.8 6 2

A37 SuntimesWidget 0.13.4 148810 11221 44 103 27.9% 16.7% 22 50.0% 108 71 65.7% 5.0 58 15

Overall - 767236 60902 250 360 25.5% 15.5% 120 48.0% 418 243 58.1% 31.5 119 69

except connectbot and nextcloud, had at least one preference-oriented test, which suggests that,
when programmers do write test cases for their apps, they tend to take preferences into account.
Second, most of the preference-oriented tests are superficial in the sense that they seldom check
how preferences affect app behaviors, which suggests that, even if programmers are aware of the
importance of preference-wise testing, the tests they write are insufficient for detecting bugs related
to preferences. In particular, among the 119 preference-oriented test cases, 13 (2 from KISS, 2 from
MyExpense, 3 from Omni-Note and 6 from reference-browser) only navigated to, but never interacted
with, the settings screens, and 77 (26 from AntennaPod and 51 from SuntimesWidget) simply checked
read-/write-access to the preference values, without exercising other preference-related behaviors
directly. Such results emphasize that Android developers are in dire need of help to conduct effective
preference-wise testing.

6.2 Experimental Setup

To answer RQ1 and RQ2, we applied PreresT to amplify the tests automatically generated by STOAT
for the 45 subject apps.

To answer RQ3, we first modified PreresT to produce three variant test amplification tools as the
following:

(1) Prerest-cr works in the same way as Prerest except that it performs 2-way combinatorial
testing over preferences relevant to each existing amplified test, instead of conducting target-
oriented test amplification; That is, given the initial amplified test (t, ¢), PREFEST-CR gener-
ates a group ® of configurations for ¢ such that Vé;, 8, € Ry 4, : Vo1 € 81.entryValue, v, €
Oy.entryValue : A¢” € @ : ¢’ (61) = v1 A ¢’(52) = vy

(2) Prerest-ca also performs 2-way combinatorial testing in amplifying tests, but it generates a
group of configurations for a test such that each pair of all preference values is included
at least once; That is, given the amplified test (t, o), PREFEST-CA generates a group @’ of
configurations for ¢ such that Vé, 8, € A : Vo, € 8;.entryValue, v, € 8;.entryValue : 3¢’ €
P’ ¢,(51) =01 A ¢'(52) = 03.

(3) PreresT-ND is much less sophisticated and amplifies each input test case with a single
configuration where each preference is randomly set to a non-default value.
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We then compared the test amplification results produced by Prerest and the three variants on
13 subjects, including 8 apps that we investigated already in our previous work [35] and 5 extra
apps where PreresT was able to detect bugs. Given that the total number of 2-way combinations of
preference values can be astronomical, especially when some preferences that may take a relatively
large amount of possible values are present, in our previous work [35] we applied PREFEST-CA
and PreresT-cr on only 8 subject apps, namely, a2dpvolume (A01), Alwayson (A03), good-weather
(A16), Notepad (A23), opensudoku (A26), Radiobeacon (A27), SuntimesWidget (A32), and Wikipedia
(A40), and considered at most two possible values for each preference when building the 2-way
combinations, with one being the default value and the other being randomly selected from the
remaining entry values. In this work, we also applied these tools to the subject apps where PReresT
can detect bugs and compared the tools in terms of their capability to detect bugs.

To answer RQ4, we applied Prerest to amplify the tests written by programmers for the 10
subject apps listed in Table 7.

All experiments were conducted on a desktop machine with 8GB RAM and 2.0GHz quad-core
processor running Windows 10, and the Android emulator to run the test cases of apps was
configured with 2GB RAM and the X86 ABI image.

6.3 Experimental Results

This section reports on the results from experiments.

6.3.1 RQI: Effectiveness. Table 8 lists, for each subject app, the basic information about the am-
plification results produced by PreresT, and the box plot in Figure 7 shows the distribution of
improvements PreresT achieved in terms of various metrics. In total, PreresT generated 919 ampli-
fied test cases for the apps, averaging to 20.4 amplified test cases per app.

The amplified test cases helped raise the overall instruction and branch coverage by 9.3% and
15.3%, respectively. Considering that STOAT is a state-of-the-art test generation tool for Android apps,
the improvement in code coverage achieved by Prerest is significant. In particular, improvements
of over 10% in instruction and branch coverage were observed on 21 and 31 apps, respectively,
and improvements of less than 3% in both instruction and branch coverage were only observed
on 4 apps, namely apps commons (A11), movianremote (A20), nextcloud (A24) and uhabit (A41).
movianremote accesses the values of its preferences via inter-component communication, instead
of by calling methods on the shared sharedPreferences singleton object, but Prerest does not handle
such special mechanism in its current implementation; No target branches were revealed by the
input test cases on app nextcloud; As for apps commons and uhabit, the improvements were small
partly because their input test cases have only a few relevant preferences and partly because the
amplified test cases for those apps share most behaviors with the original test cases. It is also worth
mentioning that, for apps Anki-Android (A06), avare (A09), Signal-Android (A35) and SuntimesWidget
(A37), although the improvements of 14.8%, 12.5%, 9.2%, 11.7% in instruction coverage and 17.6%,
20.2%, 17.5% and 21.2% in branch coverage may not seem huge, the absolute numbers of additional
instructions and branches that are covered by the amplified test cases are actually substantial,
considering that each of these apps has more than 100K instructions and 10K branches.

Although the number of relevant preferences did not change after amplification on 24 apps, that
number did increase by more than 10% on 14 apps, achieving an overall improvement of 9.8%. Such
significant increase indicates that the amplifications enabled the test cases to check the influence
of quite some additional preferences on app behaviors; Meanwhile, the amplified test cases raised
the percentage of covered target branches on all but two apps, achieving an overall improvement
of 49.9%. The huge raise suggests that the amplifications enabled the test cases to exercise the
different choices at various target branches much more thoroughly. Generally speaking, we believe
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Fig. 7. Distribution of the improvements achieved by PREFEST in terms of instruction (%), branch (%B), and
target branch (%TBc) coverage.
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Table 8. Test amplification results produced by PREFEST on automatically generated test cases. For each
app, its Ip, the number of amplified test cases generated (#Tc), the information about the whole suite of test
cases after amplification (including %1, %B, #Rrp, #T1B, and %TBc, as reported in Table 6 for tests generated by
StoAT), and the information about the amplification process with PREFEST: The number of iterations PREFEST
went through in amplifying the test cases (#1TE), the amplification time in minutes (T), and the breakdown
of that to the time spent on test-relevant preference discovery (Tp), preference locator discovery (1), and
target-oriented test amplification (Ta). Values in the brackets are calculated as (mg — my)/mp, where my,
and m, are the measurements before and after test amplification, and they indicate how much PREFEST has
improved the measurements.

1D #TC %1 %B #Pg #TB %TBC #ITE T Tp T Ta
A01 10 (5.6%) 41.6 (4.0%) 20.7 (19.0%) 8 (14.3%) 60 (25.0%) 93.3 (65.9%) 3 87.0 739 28 10.3
A02 4(2.7%) 418 (1.7%) 30.4 (5.2%) 9(0.0%) 18 (0.0%) 100.0 (28.6%) 1 77.7 71.7 34 2.6
A03 19 (7.9%) 48 (7.9%) 34.5(12.4%) 24 (0.0%) 74 (2.8%) 93.2 (17.8%) 2 1523 1214 7.8 23.1
A04 (13.8%) 23.7 (15.0%) 17.7 (18.0%) 21 (10.5%) 94 (6.8%) 83.0 (62.3%) 2 202.6 1418 5.1 55.7
A05 (11 7%) 27.6 (9.1%) 19.8 (10.6%) 10 (11.1%) 64 (64.1%) 89.1(93.0%) 3 1428 1059 10.5 26.4
A06 34 (16.2%) 38 (14.8%) 26.7 (17.6%) 28 (47.4%) 94 (30.6%) 84.0 (68.1%) 3 2285 1457 19.1 63.7
A07 20 (11.1%) 35.1(6.4%) 26.4 (12.3%) 15 (7.1%) 47 (6.8%) 74.5 (26.0%) 2 1024 74.7 5.9 21.8
A08 37 (30.8%) 43.4 (11.3%) 30.2 (12.8%) 46 (0.0%) 146(10.6%) 93.2 (59.7%) 2 169.0 71.3 10.6 87.1
A09 14 (5.8%) 34.0 (12.5%) 15.0 (20.2%) 24 (14.3%) 65 (25.0%) 89.2 (71.9%) 2 1349 96.2 8.9 29.8
A10 26 (17.3%) 48.8(5.0%) 38.6(9.1%) 19 (0.0%) 164(6.5%) 92.1(77.2%) 3 1171 71.7 3.1 423
Al1l 3(1.1%) 26 (0.8%) 15.3 (2.0%) 2(0.0%) 10 (0.0%) 100.0 (25.0%) 1 1042 1025 0.8 0.9
Al2 13(3.3%) 23.9(0.6%) 23.2(3.2%) 15(0.0%) 438 (0.0%) 87.5 (61.5%) 1 1478 1291 0.6 18.1
A13 18 (7.5%) 37.4 (17.6%) 27.4(25.1%) 5 (0.0%) 34 (30.8%) 70.6 (31.1%) 2 1114 953 14 14.7
Al4 17 (8.1%) 24.3(15.2%) 20.2 (22.4%) 4(0.0%) 33 (3.1%) 90.9 (263.6%) 2 86.1 63.6 0.5 22
A1l5 52 (17.3%) 64.9 (12.1%) 57.7 (41.4%) 17 (6.3%) 110(48 6%) 80.0 (51.8%) 3 203.6 138.7 2 62.9
Al6 10 (2.8%) 68.6 (14.5%) 48.4 (40.7%) 8 (0.0%) 22 (0.0%) 81.8 (63.6%) 1 1526 137.7 2.1 12.8
A17 14 (5.8%) 54.5(14.0%) 37.9 (10.5%) 5 (0.0%) 45 (21.6%) 82.2 (69.0%) 2 1013 82.0 1 18.3
A18 31 (8.6%) 54.7 (15.4%) 43.1(25.7%) 29 (26.1%) 111(33.7%) 91.9% (58.9%) 2 2184 1548 5.7 57.9
A19 32 (15.2%) 52.3 (18.1%) 34.3 (31.4%) 22 (29.4%) 84 (27 3%) 81.0 (24.3%) 3 1803 1138 7.4 59.1
A20 0(0.0%) 77.6 (0.0%) 55 (0.0%) 0 (0.0%) 0 (0.0%) 0.0 (0.0%) 1 1193 1193 0 0
A21 40 (12.1%) 29.3(2.1%) 18.7(7.5%) 31(3.3%) 128(25 5%) 86.7 (47.4%) 3 311.7 200.0 8.9 102.8
A22 18 (4.6%) 21.8 (10.5%) 11.7 (13.3%) 18 (0.0%) 53 (8.2%) 75.5 (32.1%) 2 2679 2242 7.2 36.2
A23 19 (9.0%) 36.7 (11.9%) 39.1 (22.6%) 7 (0.0%) 70 (2.9%) 92.9 (28.9%) 2 1484 1219 6.2 20.3
A24 0(0.0%) 18.5(0.0%) 12.1(0.0%) 0 (0.0%) 0 (0.0%) 0.0 (0.0%) 0 113.2 111.2 0 2.0
A25 12 (2.9%) 26.5(10.9%) 15.1(15.4%) 7 (16.7%) 28 (21.7%) 67.9 (30.1%) 2 1138 101.2 2.0 10.5
A26 61(29.0%) 55.6 (6.9%) 49.3 (23.9%) 6 (0.0%) 159(19 5%) 76.7 (24.5%) 3 1639 1049 09 58.1
A27 22 (6.7%) 26.8 (5.1%) 22.7 (4.7%) 12 (20.0%) 41 (7.9%) 58.5 (17.1%) 2 1110 89.3 4.8 16.9
A28 22 (12.2%) 60.2 (2.4%) 50.4 (5.2%) 4(0.0%) 31 (0.0%) 77.4 (0.0%) 1 1138 920 0.8 21
A29 17 (4.4%) 32.2 (17.3%) 22.1(21.6%) 11 (10.0%) 438 (50.0%) 77.1 (54.2%) 2 2004 170.6 2.7 271
A30 17 (14.2%) 47.5(6.5%) 37.4 (15.1%) 11 (10.0%) 52 (44.4%) 92.3 (44.5%) 2 91.4 66.0 2.6 22.8
A31 (11 7%) 40.9 (9.9%) 21.9 (10.1%) 12(9.1%) 50 (13.6%) 82.0 (16.4%) 2 1437 118.0 2.2 23.5
A32 (15.8%) 36.9 (12.5%) 31.4 (26.1%) 27 (0.0%) 83 (0.0%) 85.5(102.9%) 2 1341 79.1 13.1 419
A33 5 (1.3%) 30.7 (13.3%) 9.8 (88.8%) 2(0.0%) 12 (200 0%) 83.3 (66.7%) 2 100.1 955 1.1 3.6
A34 11 (7.3%) 21 (4.0%) 14.9(8.8%) 10 (0.0%) 26 (0.0%) 88.5 (64.3%) 1 1158 93.5 11.1 11.2
A35 27 (6.0%) 33.4(9.2%) 16.8 (17.5%) 19 (11.8%) 62 (19.2%) 75.8 (40.8%) 2 2995 2565 7.3 35.7
A36 12 (3.3%) 44.2 (2.8%) 33.5 (11.7%) 24 (71.4%) 70 (169.2%) 95.7 (65.9%) 2 166.5 1399 6.7 19.9
A37 36 (20.0%) 27.4 (11.7%) 18.4(21.2%) 21 (0.0%) 95 (14.5%) 73.7 (42.2%) 2 136.1 83.6 3.0 49.5
A38 3(1.0%) 55.7(3.7%) 32.2(8.8%) 1(0.0%) 2 (0.0%) 100.0 (100.0%) 1 1203 117.0 2.7 0.6
A39 5(2.1%) 26.4(3.9%) 16.7 (10.6%) 7 (0.0%) 30 (0.0%) 100.0 (87.5%) 1 98.6 90.8 2.6 5.2
A40 21 (10.0%) 35.2 (30.4%) 21.3 (31.5%) 14 (55.6%) 51 (59.4%) 82.4 (38.7%) 3 90.6 654 4.5 20.7
A41 6(2.0%) 55.7(1.6%) 29.1(2.1%) 3(50.0%) 8 (33.3%) 75.0 (50.0%) 2 108.0 102.0 2.6 34
A42 43 (15.9%) 52.8 (16.0%) 41.9 (19.0%) 29 (0.0%) 113(15.3%) 89.4 (82.5%) 2 197.1 1107 6.7 79.7
A43 14 (3.6%) 38.7 (17.3%) 35.1(30.4%) 24 (9.1%) 53 (12.8%) 96.2 (22.2%) 2 240.6 2119 43 24.4
A44 18 (12.0%) 40.6 (5.2%) 29.8 (11.6%) 16 (0.0%) 46 (15.0%) 82.6 (32.2%) 2 92.7 71.8 5.2 15.7
A45 27 (15.0%) 45.9 (6.5%) 29.4(7.7%) 25 (8.7%) 80 (29.0%) 86.3 (48.5%) 3 187.0 1248 5.6 56.6
Overall 919 (8.1%) 32.9 (9.3%) 21.9 (15.3%) 652 (9.8%) 2714 (19.9%) 85.3 (49.9%) - 6713.8 5153.3 222 13384
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Table 9. Bugs detected by PREFEST in the subject apps. For each bug, the ID (ip) and name (apP) of the app it
belongs to, the type of exception triggered by the bug (ExcepTION), whether it has been reported before (NEW),
and its corresponding issue URL on GitHub.

ID APP EXCEPTION NEW URL

A04 AmazeFileManager BadParcelableException F  github.com/TeamAmaze/AmazeFi-leManager/issues/1400

A15 forecast IllegalArgumentException T  github.com/martykan/forecastie/issues/395

A16 GoodWeather IllegalArgumentException T  github.com/qqq3/good-weather/issues/54

A18 KISS NumberFormatException T  github.com/Neamar/KISS/issues/1136

A31 Radiobeacon IntentReceiverLeaked T github.com/openbmap/radiocells-scanner-android/issues/223
A40 TintBrowser NullPointerException T github.com/Anasthase/TintBrowser/issues/120

A42 vanilla IllegalArgumentException T  github.com/vanilla-music/vanilla/issues/898
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PreresT was effective in helping the generated test cases exercise new behaviors that are dependent
on preferences.

Regarding the number of iterations PreresT went through for amplifying the test cases, while
one iteration was already enough on 9 apps, additional iterations helped PreresT produce more
amplified test cases for the other 34 apps, suggesting that the amplifications do make the apps
exercise more of their behaviors and many of those behaviors cover target branches that were
missed by the input test cases.

Amplified test cases produced by PreresT helped detect 7 bugs, as shown in Table 9. These bugs
are all preference related and only cause problems when certain functions of the apps were tested
under specific configurations. None of the bugs were detected by STOAT, since STOAT missed the
specific values of those relevant preferences or even the settings screens completely. The bug in
app Radiobeacon caused data leaks, while the others caused crashes. We were able to reproduce all
these bugs. Compared with our previous research [35], we found two more bugs in apps TintBrowser
and forecast: The former bug is relevant to a preference type not supported by the previous version
of Prerest, while the latter one was found after the first iteration of test amplification. Overall, six
of the bugs, i.e., all except the one in AmazeFileManager, were reported for the first time. We have
submitted these bugs together with the steps to reproduce the failures on GitHub. So far, bugs in
apps KISS, vanilla and forecast have been confirmed and fixed by developers of the corresponding
apps. Especially, the bug in vanilla was an old one introduced over one year ago, and the developers
were happy to know the root cause of the bug and be able to fix it. We, however, have not received
any response regarding the other three bugs, possibly because the three projects are no longer
actively maintained. Nevertheless, given that they caused crashes or data leaks, we are confident
they are real bugs.

Compared with our previous work [35], the current implementation of Prerest also handles
preferences of type SeekBarPreference. Among the 45 subject apps, six apps, namely alwayson, Anki-
Android, materialistic, mupen64plus, TintBrowser, and vanilla, contained SeekBarPreferences. In our
experiments on the six apps, the additional capability of Prerest led to an overall increase of 5.8%
and 5% in instruction and branch coverage, respectively. The increase was not huge, partly because
the total number of SeekBarPreferences relevant to the test cases was small, and partly because the
values of SeekBarPreferences are often used to invoke API methods, hence covering those parameter
target branches does not always lead to any improvement on instruction or branch coverage.
Nevertheless, such results demonstrate that PreresT can be extended to support the effective testing
of more preference types.

PrerEsT was effective in amplifying test cases to exercise more behaviors and detect bugs that are
dependent on preferences.

6.3.2 RQ2: Efficiency. Table 8 also lists for each app the time in minutes PreresT took to amplified
the test cases and the breakdown of that to the time spent on various steps.

Overall, PreresT took in total 6713.8 minutes to generate 919 amplified test cases for the 45 subject
apps, averaging to 7.3 minutes per amplification and 149.2 minutes per app. Among the three steps
that Prerest took to amplify the test cases, test-relevant preference discovery was by far the most
time-consuming. This was mainly because Prerest needs to run each input test case during the
step so as to discover its relevant preferences, and running those test cases already needs 5102.9
minutes (see Table 6). Target-oriented test amplification accounted also for a significant portion of
PreresT’s total running time, since test cases with relevant preferences are executed repeatedly to
evaluate the impact of various configurations in that step. PReresT spent relatively little time on
preference locator discovery, because static analysis was able to construct valid locators for most
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Table 10. Comparison between the amplification results produced by PREFEST and its three variants. For each
amplification approach, the extra instruction (%i5) and branch (%Ba) coverage achieved, the time in minutes
taken to produce the results (1), and the number of amplified test cases generated (#Tc).

APP PREFEST PREFEST-CR PREFEST-cA PREFEST-ND

%In  %BA T #TC %In  %BA T #TC Z%IN  %BA T #TC  %IA  %BA T #TC
a2dpvolume 1.6% 29% 870 10 17% 3.5% 1549.7 1080 2.4% 3.7% 32148 1800 14% 2.6% 359.8 180
Alwayson 35% 3.8% 1524 19 31% 4.7% 14942 1049 2.7% 4.2% 8157.8 2880 14% 2.5% 761.8 240
AmazeFileManager 3.1% 2.7% 202.6 29 4.2% 3.6% 36745 1968 29% 2.7% 14598.6 2520 1.5% 1.5% 15353 210
forecast 6.9% 16.9% 203.6 52 93% 21.2% 4273.0 2700 11.1% 16.7% 4583.2 3000 4.7% 10.1% 515.6 300
good-weather 8.8% 14.0% 153.6 10 10.2% 15.1% 19059 2035 10.5% 16.8% 4297.1 3600 7.4% 11.7% 455.1 360
KISS 73% 8.8% 2184 31 9.1% 11.1% 75459 3590 11.0% 13.0% 18780.2 4680 7.2% 8.4% 1390.8 360
Notepad 3.6% 9.5% 1640 61 3.2% 63% 14629 1661 3.6% 5.8% 26229 2889 2.3% 4.2% 2929 321
opensudoku 29% 49% 913 17 2.7% 5.3% 237.5 129 3.1% 5.2% 2484.6 1200 1.8% 3.1% 233.6 120
Radiobeacon 37% 2.0% 143.6 21 26% 1.6% 4752 294 29% 24% 33732 1800 2.0% 1.6% 320.2 180
SuntimesWidget 29% 3.2% 1341 36 51% 4.7% 29989 1697 51% 54% 64125 2520 2.5% 2.9% 500.3 180
TintBrowser 82% 51%  90.6 21 84% 49% 8702 737 8.0% 4.8% 60742 2520 59% 3.6% 500.3 210
vanilla 73% 6.7% 197.1 43 103% 10.5% 4506.4 2481 12.4% 12.4% 14549.5 3780 6.2% 5.4% 1021.6 270
Wikipedia 28% 21% 1871 27 6.2% 52% 26595 1429 57% 52% 5733.6 2160 2.2% 1.0% 432.6 180
Overall 4.0% 4.2% 20247 377 5.7% 57% 33690.8 20850 5.8% 5.9% 94834.8 35349 3.0% 3.1% 8271.9 3111

preferences and therefore the much more expensive process of dynamic exploration was seldom
needed.

The total test amplification time with Prerest was only 1.3 times of the running time of the input
test cases. It is therefore clear that the two times are at the same order of magnitude. While such
time costs make PRerFesT inappropriate to be used in an interactive way, PrRerest’s performance was
compatible with many other usage scenarios. For example, the tool can be invoked on the test suite
of an app while the developer is on a break or off for the day, and it can also be integrated into
processes like continuous integration where test case selection and prioritization techniques are
routinely employed to help reduce the number of tests that actually need to be executed.

PreresT was efficient in amplifying existing test cases. Its running time was at the same order of
magnitude as that of the input test cases.

6.3.3  RQ3: Design Decisions. Table 10 compares test case amplification results produced by PrerEsT,
PREFEST-CR, PREFEST-CA, and PreresT-ND. For space reasons, the number of bugs detected by each
tool is not included in the table: PreresT-ca and PreresT-cr were both able to detect all the 7 bugs
PrerEsT detected, but not more. PREFEST-ND was able to detect three of the 7 bugs, i.e., the ones
in apps forecast, good-weather and a2dpvolume, because each of those three bugs can be easily
triggered by setting one Boolean typed preference to its non-default value.

Understandably, Prerest-ca produced the largest number of amplified test cases and achieved
the greatest improvement in instruction and branch coverage with those test cases, since it utilizes
a more comprehensive set of configurations to amplify the test cases; Prerest-cr produced fewer
amplified test cases and achieved slightly smaller improvement in instruction and branch coverage
than PrReFEsT-ca, since it considers fewer configurations for amplification. Given that PREFEsT-CR
managed to cover almost the same percentage of extra instructions and branches as PREFesT-ca,
but using only 59.0% (=20850/35349) of the amplified test cases, it is obviously more desirable to
focus on relevant preferences in preference-wise test case amplification when the allocated time is
limited. Similarly, PreresT managed to achieve 70.2% (=4.0%/5.7%) and 73.7% (=4.2%/5.7%) of the
improvements brought by PreresT-cr in terms of extra instruction and branch coverage achieved,
but using only 1.8% (=377/20850) of the amplified test cases.
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Table 11. Test amplification results produced by PREFEST on programmer-written test cases. For each app,
its 1D, the number of amplified test cases generated (#Tc), the information about the whole suite of test
cases after amplification (including %1, %B, #Rrp, #T1B, and %TBc, as reported in Table 6 for tests generated by
StoAT), and the information about the amplification process with PREFEST: The number of iterations PREFEST
went through in amplifying the test cases (#1TE), the amplification time in minutes (T), and the breakdown
of that to the time spent on test-relevant preference discovery (Tp), preference locator discovery (1), and
target-oriented test amplification (T,). Values in the brackets indicate how much test amplification has
improved the measurements of the test suites for the apps. Particularly, each percentage is calculated as
(mq — myp)/mp, where my, and m, are the measurements before and after test amplification, respectively.

D #TC %1 %B #Py #TB %TBC #ITE T Tp Ty Ta
A07 21 25.1% (2.0%) 16.6% (2.5%) 15(0.0%) 56 (5.7%) 82.1% (20.9%) 2 330 137 59 134
Al2 11 223%(0.9%) 18.9%(3.8%) 13 (0.0%)  38(0.0%) 92.1% (75.0%) 1 91 12 06 73
A18 17 38.7%(20.9%) 27.3% (28.2%) 22 (4.8%) 85 (32.8%) 89.4% (73.4%) 2 150 04 34 112
A22 29 30.9% (4.7%) 18.2% (9.0%) 20 (0.0%) 68 (9.7%) 79.4% (44.8%) 2 378 45 72 261
A24 0 18.8%(0.0%) 10.4% (0.0%) 0() 0() 0.0% (-) 1 31 31 0 0
A25 17 38.9% (25.5%) 27.4% (24.0%) 11 (0.0%) 37 (19.4%) 78.4% (51.9%) 3 132 18 20 94
A27 21 265% (5.6%) 20.6% (5.6%) 11(22.2%) 39 (8.3%) 64.1% (28.2%) 2 159 14 48 97
A29 7 29.8% (20.6%) 18.7% (23.0%) 9(28.6%) 31(40.9%) 83.9% (41.9%) 2 104 12 27 66
A33 5 40.7%(23%) 17.7%(12.0%)  2(0.0%) 10 (150.0%) 90.0% (80.0%) 2 62 35 11 17
A37 37 29.1% (4.3%)  18.2% (9.0%) 23 (4.5%) 122 (13.0%) 81.1% (23.4%) 2 496 55 3.0 410
Overall 165 27.1% (6.3%) 17.0% (9.7%) 126 (5.0%) 486 (16.3%) 74.1% (47.1%) 19 193.1 36.2 30.7 126.2

In terms of the total running time required by the approaches, PreresT-cr was highly expensive,
taking 23.7 days, or around 16.7 times of PreresT’s running time, to finish amplifying the test cases
for the 13 apps; PREFEST-cA Was even more time-consuming, taking 64.9 days to finish running on
the apps; By focusing on the relevant preferences and the target branches when amplifying test
cases, PReresT only took 2024.7 minutes to run on the apps, which is merely 6.0% and 2.2% of the
running time with PREFEsT-cr and PREFEST-cA, respectively.

Compared with PreresT, PREFEST-ND implements a rather straightforward strategy, and it produced
a slightly smaller number of amplified test cases in the end. Those amplified test cases covered
a significantly smaller part of the code, possibly because many of the amplifications PREFEST-ND
produced did not help the tests exercise new behaviors. The total running time of PREFEST-ND
was 3.0 times longer than that of Prerest’s. The main reason is that PReresT-ND always amplifies
test cases with full configurations, which are much more time-consuming to prepare than partial
configurations often produced by Prerest, while the target-oriented test amplification step involves
repeatedly preparing those configurations and running the test cases.

Such results clearly suggest that the test case amplification strategy implemented in PrerEsT is
overall more cost-effective than the other alternatives.

PreresT stroke a good balance between the effectiveness and efficiency in test case amplification. ‘

6.3.4 RQ4: Programmer-written tests. Table 11 gives, for each app listed in Table 7, the basic
information about the amplification results produced by PREFEST.

Overall, PreresT generated 165 amplified test cases for the apps, averaging to 16.5 amplified
test cases per app, and the amplified test cases helped raise the instruction and branch coverage
by 6.3% and 9.7%, respectively. While the number of relevant preferences was not changed after
amplification on 6 apps, that number did increase on 4 apps, achieving an overall improvement
of 5.0%. More importantly, the amplified test cases raised the total number of target branches
by 16.3% and the overall percentage of covered target branches by 47.1%. Prerest achieved the



34 Minxue Pan, Yifei Lu, Yu Pei, Tian Zhang, and Xuandong Li

greatest improvement in terms of instruction and branch coverage on three apps, namely apps
KISS (A18), nextcloud-news (A25), and openhab (A29), mainly because these apps make heavy use
of preferences, while little was done in their programmer-written tests to check the correctness
of their preference-related behaviors; PreresT also managed to amplify the test cases for apps
AntennaPod (A07) and SuntimesWidget (A37) and increase their coverage, because preference-
related behaviors in those two apps were poorly tested, even though over 50% of the apps’ test
cases were preference-oriented. Prerest achieved such results in multiple iterations on all but
two apps. PreresT failed to produce any amplified test cases for only one app, namely nextcloud
(A24), because the app’s programmer-written tests were not relevant to any preferences. In such
a case, applying an automated tool, e.g., STOAT, to generate a collection of initial tests that make
some use of preferences could help bootstrap the test amplification process with Prerest. Generally
speaking, the improvements brought by PreresT on the programmer-written tests are comparable
with those on the STOAT-generated test cases, suggesting that Preresr is also effective in helping
programmer-written test cases exercise new behaviors that are dependent on preferences.

It took PrerEesT in total 193.1 minutes to produce the amplified test cases, averaging to 19.3
minutes for each app and 1.2 minutes per amplified test case. The overall test amplification time
is 6.1 times longer than that of running the programmer-written test cases. The relatively larger
difference between the two times is mainly because the total amount of time required to execute the
programmer-written test cases is much shorter than that for running the automatically generated
test cases. Since the two times are still at the same order of magnitude, we consider the amplification
of programmer-written tests with PreresT to be efficient.

Prerest was effective in amplifying programmer-written test cases to exercise more behaviors that
are dependent on preferences, and its running time was at the same order of magnitude as that of the
input test cases.

6.4 Threats to Validity

In this section, we discuss possible threats to the validity of our study and show how we mitigate
them.

6.4.1 Construct validity. Threats to construct validity are mainly concerned with whether the
measurements used in the experiment reflect real-world situations.

In this work, when evaluating the effectiveness of PreresT in test case amplification, we adopted
popular metrics like extra instructions/branches covered and new faults detected by the amplified
test cases. However, we had to rely on a weak oracle in deciding whether amplified test cases
executed successfully, even if the original test cases were equipped with programmer-written
assertions. That is, we considered all executions of amplified test cases that do not cause crashes
or information leaks as passing. We believe it is reasonable to exclude the old assertions from the
amplified test cases since those test cases are essentially new test cases. Although we ensure in this
way that all failed executions expose real bugs in the subject apps, we may miss other faults that
silently produce incorrect results. In the future, on the one hand we will systematically evaluate
the impact of new configurations on the existing assertions, on the other hand we will investigate
the generation of new assertions for the amplified test cases.

6.4.2 Internal validity. Threats to internal validity are mainly concerned with the uncontrolled
factors that may have also contributed to the experimental results.

As with other test amplification tools, the effectiveness of Prerest greatly depends on the quality
of the input test cases. Therefore, one major threat to internal validity has to do with how the test
cases to be amplified in our experiments were prepared. To reduce the bias in test case preparation
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as much as possible, we used either test cases automatically generated by the STOAT tool or test
cases written by programmers. Experimental results suggest that Preresr is effective and efficient
in amplifying both types of tests. Another threat to internal validity is the possible faults in
the implementation of Prerest and the scripts we wrote to run the experiments. To address the
threat, we carefully reviewed our code and experimental scripts to ensure their correctness before
conducting the experiments.

6.4.3 External validity. Threats to external validity are mainly concerned with whether the findings
in our experiment are generalizable to other situations.

A major threat to external validity is that our evaluation results may not generalize to other
Android apps. To mitigate this risk, we carefully selected 45 subject apps in various sizes and with
different levels of complexity from a large pool of real-world Android apps. Despite the great effort
we put into the preparation of subjects, the 45 apps may not be good representatives of Android
apps in general, since most of the subject apps were open-source ones, and the quality of the
programmer-written test cases for the apps was not high in the sense that they cover only less than
30% of the app code. In view of that, we plan to gather more Android apps with higher-quality tests
and more comprehensively evaluate the effectiveness and efficiency of Prerest on those apps in
the future.

7 RELATED WORK

This section reviews researches on automated Android testing and combinatorial testing that are
closely related to the work described in this paper.

7.1 Automated Android Testing

Nowadays, frameworks and tools that automate the execution of Android tests, e.g., Robotium [48],
monkeyrunner [42], and Appium [6], are widely used in industry already. To further reduce the
costs for testing, techniques like fuzz testing [2, 18, 36], model-based testing [3, 7, 20, 28, 54], search-
based testing [23, 37, 38], and machine-learning-based testing [30, 33, 45, 53] have been developed
to automate also the generation of new tests for Android apps, and symbolic analysis has been
applied in many of these Android test generation techniques. Anand et al. [4] propose an approach
to automatically and systematically generate events to exercise mobile apps. In their approach,
events are symbolically tracked from their originating points to locations where they are ultimately
handled and the gathered constraints are solved to produce new, concrete events. Mirzaei et al. [40]
present SIGDroid, which combines model-based testing with symbolic execution to systematically
generate test inputs for Android apps. Gao et al. [19] present the SynthesiSE symbolic execution
approach for Android apps where models for Android framework are automatically deduced,
rather than manually prepared. PreresT also applies symbolic analysis to gather constraints on
preference values and solves those constraints to discover new configurations for testing Android
apps. Symbolic analysis employed in PreresT, however, is less expensive and more likely to scale
than in other Android test generation techniques for two reasons. First, its scope is more restricted
and the constraints that it needs to solve are typically simpler, since PreresT focuses on just the
use of preferences along the executions of given test cases. Second, given that most constraints
PreFesT needs to solve concern only a single preference and that the numbers of possible values
those preferences may take are often small, correct solutions to those constraints can be easily
determined by examining all the possible combinations. In contrast, a generic solver has to be
invoked to find solutions to the constraints in techniques like SIGDroid and ACTEve, which often is
expensive and risks not finding any correct solutions within the given time limit.
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Another line of work in this area aims to facilitate the testing of Android apps in different settings
and/or contexts. Kowalczyk et al. [27] observe that Android apps may exhibit distinct behaviors
when run on different devices and operating systems with different internal settings, and they
argue Android testing should be aware of the apps’ internal and external configurations. Liang
et al. [31, 32] focus on contextual parameters like device heterogeneity, wireless network speed,
and unpredictable sensor input, and propose the contextual fuzzing technique that systematically
explores a range of mobile contexts. Ki et al. [25] propose a framework called Mimic that tests Ul
compatibility of Android applications with different mobile devices and Android versions. Ceccato
et al. [9] propose an in-vivo testing framework for mobile apps, where tests are executed in the
field to check whether the apps behave correctly on different devices and/or operating systems
as well as under different settings. The main rationale behind the work is that, despite the huge
configuration space, the configurations that matter and should be well tested are those used in
practice. Compared with these works, Prerest focuses just on the impact of preferences on app
behaviors and supports effective and efficient preference-wise testing.

7.2 Combinatorial Testing

Combinatorial Testing has been an active field of researches in the last twenty years [44]. One of the
major trends in this area has been towards minimizing the size of test sets w.r.t. a given combinatorial
criteria. Along that line, techniques based on greedy and heuristic algorithms [11, 12, 29, 58],
genetic algorithms [39, 51], or artificial intelligence [1] have been proposed. Some combinatorial
optimization techniques were also adopted in Android testing recently, of which two are closely
related to the work in this paper: Mirzaei et al. [41] propose TrimDroid, an approach that statically
extracts dependencies among widgets to reduce the number of combinations in GUI testing;
Sadeghi et al. [49] design the PATDroid technique for testing Android permission configurations
that performs hybrid program analysis and reduces the amount of permission combinations to be
tested by excluding irrelevant permissions. Compared with TrimDroid, PrReresT analyzes not only the
AUT but also the existing test cases when deriving new configurations. Compared with PATDroid,
PreFEsT targets at preferences, which are more difficult to analyze as their values can be passed
along executions. Besides, in view that features and behaviors influenced by different preferences
are often independent, we implement the target mode, instead of pairwise combinatorial testing, in
PreFEST to strike a better balance between effectiveness and efficiency in preference-wise testing.

7.3 Test Amplification

Test amplification has been applied to augment existing tests on various platforms and for different
purposes. Since Prerest amplifies GUI test cases for Android apps to cover more preference-related
behaviors, we briefly review in this section test amplification techniques that aim to improve
code coverage and those that target mobile applications. Interested readers may refer to [13] for a
comprehensive summary of such techniques.

Tillmann and Schulte [56] describe a technique to amplify unit tests to exercise more behaviors
of the program under test. The technique replaces concrete values in tests with variables, gathers
path conditions over those variables via symbolic execution, and generates new values for the
variables to drive the test executions to cover new paths. New test cases are often needed to cover
the changed code when a program has evolved. Xu [59] proposes a directed test suite augmentation
algorithm, named DTSA, that combines genetic algorithm and concolic testing to derive new tests
from a given test suite for such a purpose. Compared with existing techniques, DTSA generates
test cases for all paths that may reach a specific branch, which increases the chance of success.
Bloem et al. [8] present a technique that combines symbolic execution and model checking to test
suite augmentation. Instead of exploring new execution paths and constructing path conditions in
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a forward way, the technique employs a backward heuristic search on the control-flow graph to
gather paths from code already covered by the input test suite to code not yet covered. All these
techniques employ symbolic execution to gather conditions on values that may drive existing tests
along new execution paths. As explained in the introduction, off-the-shelf symbolic execution
techniques, however, are not sufficient to enable the type of test amplification that Prerest aims to
accomplish, and we have to devise a new technique to construct the constraints on preference values.
To make sure the preference values used in the amplified test cases do not break the integrity of
app states, PReresT also generates test actions at the GUI level to configure the preferences properly.

Research has also been done to amplify test cases for mobile applications. Assis et al. [14] propose
a technique called x-PATeSCO to generate new tests for apps on one platform based on existing tests
for the same apps on another platform. Test generation in x-PATeSCO is based on four test patterns
manually summarized from common use scenarios. Zhang et al. [60, 61] introduce a cost-effective
technique that amplifies existing tests via dynamic code instrumentation to validate exception
handling code in Android applications. Neither of the two techniques take into account the possible
impact of preferences on app behaviors. Compared with them, Prerest amplifies existing tests
with actions that explicitly set preference values at the GUI level to exercise apps under more
configurations.

8 CONCLUSION

In this paper, we present the PreresT approach to effective testing of Android apps with preferences.
Given an Android app and a set of test cases for the app, Prerest amplifies the test cases with a
small number of configurations to enable them to exercise more behaviors and detect more bugs
that are dependent on preferences. In the experimental evaluation conducted on Android apps
with automatically generated and programmer-written test cases, amplified test cases produced by
PreresT covered significantly more behaviors of the apps and detected real bugs.
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