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ABSTRACT
Customer reviews usually contain much information about one’s
online shopping experience. While positive reviews are beneficial
to the stores, negative ones will largely influence consumers’ de-
cision and may lead to a decline in sales. Therefore, it is of vital
importance to carefully and persuasively reply to each negative
review and minimize its disadvantageous effect. Recent studies
consider leveraging generation models to help the sellers respond.
However, this problem is not well-addressed as the reviews may
contain multiple aspects of issues which should be resolved accord-
ingly and persuasively. In this work, we propose a Multi-Source
Multi-Aspect Attentive Generation model for persuasive response
generation. Various sources of information are appropriately ob-
tained and leveraged by the proposed model for generating more
informative and persuasive responses. A multi-aspect attentive net-
work is proposed to automatically attend to different aspects in a
review and ensure most of the issues are tackled. Extensive experi-
ments on two real-world datasets, demonstrate that our approach
outperforms the state-of-the-art methods and online tests prove
that our deployed system significantly enhances the efficiency of
the stores’ dealing with negative reviews.
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Response (Generated): Dear customers, everyone’s
sense of smell will be different(1). I’m sorry for not

satisfying you. Givenchy’s products are brand new

at the time of shipment. The official store of

Givenchy’s in Tmall is owned by Lvmh Perfumes &

Cosmetics Shanghai Co. Ltd. The company directly

manages and operates the store, all products are
guaranteed to be authentic(2), and you can rest

assured and buy them. At the same time, thank you

very much for your feedback, which we will record

and make additional efforts to improve our products.

We are looking forward to your visit again.

Product title: GIVENCHY Givenchy Loose Powder    

(GIVENCHY纪梵希散粉)

Review: The powder puff has a big smell of glue(1).
It smells cheap and seems not a genuine product(2).
(粉扑很大一股胶臭味，很掉价，感觉不正)

Figure 1: A case of the generated response. Different aspects
of issue aremarkedwith different color. Ourmodelmanages
to deal with every mentioned aspect with persuasive and in-
formative phrases. The company’s name (highlighted in yel-
low) are copied precisely from our external knowledge.
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1 INTRODUCTION
With the development of the Internet, many users prefer to shop-
ping online via various E-commerce platforms because it is more
convenient for them to compare the prices or qualities of large
varieties of goods. In this process, product reviews are of great
importance for the buyers to take into account, as they offer real
experiences from those who have already bought the product.

While positive reviews are beneficial to the product seller, nega-
tive ones will largely influence other consumers and may lead to a
decline in sales. It has been proven that the presence of an organi-
zational response to negative reviews is able to enhance potential
customers’ expectation regarding business trustworthiness and cus-
tomer care [22]. Also, some statistical results in [28] demonstrate
that sellers who provide high-quality and persuasive responses
to the reviews tend to have higher sales volume. However, some
unpersuasive responses such as “Sorry for your bad experience. We
will do better next time” can neither help remove the customers’
doubts, nor clear up the problems mentioned in the review. There-
fore, it is of great importance for the sellers to carefully design some
persuasive responses and minimize the disadvantageous influence
of the negative reviews.

From our observation, a persuasive response needs to incorpo-
rate the following two characteristics:

• Reply meticulously to every mentioned issues. Con-
sumers care very much about whether all the problems men-
tioned in the negative review are properly solved. Failure to
address some of them can be considered as tacit admissions
of those problems. A fine case of persuasive responses is
shown in Figure 1, where the two dissatisfied aspects (1)
terrible smell and (2) fake product are replied point by point;

• Contain informative and detailed facts. A high-quality
and persuasive response should also provide extra product
information or domain knowledge when needed. This can
help convince the consumers of its good product quality and
its authentication. For example, in Figure 1, the response
provides additional information that it is the official store
of Lvmh Perfumes & Cosmetics Shanghai Co. Ltd to prove its
authenticity.

However, existing methods fail to generate review responses
that satisfy the above characteristics well. For example, [28] tries
to address the problem of response generation for user reviews in
the clothing domain, but the proposed method mainly relies on
parametric memory [16], which may leads to general and common
responses. [4] proposes to integrate the meta information of app
reviews, such as the category of app and the rating of review to
improve the performance of generation. In the follow-up work [5],
the authors make use of historical responses through retrieval, but
they do not pay attention to tackling the multi-aspect problems. In
this work, we propose a Multi-Source Multi-Aspect Attentive Gen-
eration model for persuasive response generation. Various sources
of information are appropriately obtained and leveraged by the
proposed model for generating more informative responses and
promote seller’s the brand image. A multi-aspect attentive network
is proposed to automatically attend to different aspects in a re-
view and meticulously reply every aspect. We conduct experiments

on a publicly available dataset (i.e, Taobao Clothes) and a newly-
constructed dataset (i.e, Taobao Makeup). On automatic evaluation,
our proposed method achieves state-of-the-art performance com-
pared with baseline methods, bringing an absolute improvement of
7.58 and 6.02 BLEU score on Taobao Clothes and Taobao Makeup
dataset, respectively. Human evaluation results demonstrate that
our method can produce more persuasive responses than baseline
methods. After this system is deployed online, we observed a sig-
nificant enhancement for the efficiency of the stores’ dealing with
negative reviews.

In conclusion, our paper makes the following contributions:
• We define the task of persuasive response generation and
thoroughly analyze its challenges. To fairly evaluate the
baseline methods on this task we also construct a novel
dataset (i.e, Taobao Makeup), which will serve as a solid
foundation for future research.

• We propose a novel Multi-Source Multi-Aspect Attentive
Generation model to tackle this problem. The proposed
model is able to adaptively encode various textual infor-
mation and attend to different aspects of issues to generate
persuasive and informative responses.

• We conduct extensive experiments on Taobao Clothes and
Taobao Makeup dataset and the results demonstrate that
our method outperforms baseline models on both automatic
metric and human evaluation. Online deployment results
shows that our method is useful in practice.

2 RELATEDWORKS
2.1 Seq2Seq Framework
Text generation methods based on sequence to sequence frame-
work have been widely studied. [23] first introduced the Seq2Seq
framework, which encodes the source sequence to a fixed length
vector and decodes to generate the target sequence. The attention
mechanism [1] is integrated into seq2seq framework to enhance the
ability of capturing long term dependency, which is widely used in
text generation tasks [13, 19, 26]. The copymechanism (Copynet [7]
and Pointer-Generator [21]) is proposed to facilitate the model with
the ability of copying words from source sequence, even works
when there is an Out-of-Vocabulary (OOV) problem. [24] proposed
transformer-based seq2seq framework based on multi-head atten-
tion mechanisms. Recently, pre-trained generative language models
like GPT-2 [20], UNILM [3], BART [15], PALM [2] have dominated
this area. This pre-training and fine-tuning paradigm has been suc-
cessful applied in many areas and is proved to have a significant
impact on the downstream tasks by [8, 27].

2.2 Review Response Generation
Review response generation task has been studied for different
application domain in recent years. [4] proposes a Neural Machine
Translation (NMT)-based neural network which encodes user re-
views and generate developer’s responses formobile apps. Although
some additional information (including the review’s length, rating,
predicted sentiment and etc) are adopted to better represent the
semantics of the reviews, these source ignores the aspects of infor-
mation from the developer and application itself, and thus maybe
the responses are uninformative and unpersuasive. [28] proposes



Generating Persuasive Responses to Customer Reviews with Multi-Source Prior Knowledge in E-commerce CIKM ’22, October 17–21, 2022, Atlanta, GA, USA

a model for the review response generation task in E-commerce
platforms, which incorporates product information by a gatedmulti-
source attention mechanism and a copy mechanism. However, [28]
only use the product properties as external knowledge, which we ar-
gue is not enough to produce persuasive and informative responses.
In our work we proposed to include more sources of prior knowl-
edge and a better framework to model the intrinsic nature of this
task.

2.3 Retrieval-Augmented Generation
Recently, multiple works [9, 12, 14] leverage pre-trained neural
retriever to get knowledge from a large-scale textual corpus (e.g.
Wikipedia). [11] and [17] introduce dense retrieval method to aug-
ment generative models for open domain question answering, and
achieve the state of the art performance. Our method also use
a retriever to recall review-response pairs of similar reviews as
textual knowledge. What is different is that, due to the limited
number of retrieval pool and the specificity of our task, we use an
ElasticSearch[6] system with a simple ranking model rather than
resource-consuming end2end dense retriever.

3 METHOD
3.1 Task Definition
Given a certain review 𝑋 = {𝑥1, 𝑥2, ..., 𝑥𝑛}, where 𝑛 represents its
length, our task is defined as generating an informative and per-
suasive response 𝑌 = {𝑦1, 𝑦2, ..., 𝑦𝑣} to help solve the consumers’
doubt and minimize the review’s negative impact. Different from
traditional response generation tasks, we need to guarantee certain
factual information being conveyed correctly and persuasively, and
thus we connect the item’s id with its multiple sources of infor-
mation, i.e, the item’s title 𝑇 = {𝑡1, 𝑡2, ..., 𝑡𝑢 }, the item’s product
properties 𝑃 = {(𝑘1, 𝑣1), (𝑘2, 𝑣2), ..., (𝑘𝑙 , 𝑣𝑙 )} and the store’s name
𝑆 = {𝑠1, 𝑠2, ..., 𝑠𝑤}. Here 𝑢 and𝑤 are the lengths of the correspond-
ing word sequence, and the product properties are represented
as 𝑙 key-value pairs. Finally, the model to solve this task can be
formulated 𝑓 : (𝑋,𝑇 , 𝑆, 𝑃)->𝑌 .

3.2 Model Overview
Our proposed model is shown in Figure 2. The model has three
main components, i.e., the multi-source prior knowledge encoder,
the multi-aspect attentive network, and the pointer-generator net-
work. The multi-source prior knowledge encoder first retrieves
similar reviews from a pre-constructed review-response history
pool via ElasticSearch [6] and a ranking model. It then encodes
them and fuses with existing encoded information (i.e.,the item’s
title, the item’s product properties and the store’s name) to form
a memory matrix. Source dropout method is proposed to reduce
the dependency on sole information and boost the robustness of
the model. The multi-aspect attentive network is leveraged to help
the model attend to different aspects of the review, not ignoring
every mentioned issue. This is realized by pre-processing the re-
views, segmenting them into different semantic parts and build a
cross-attention network to attend to each part. Finally, the pointer-
generator network guarantees the factual information, such as item
title or store’s name is properly incorporated, and then leverage the

attended memory matrix to produce persuasive and informative
responses.

3.3 Multi-Source Prior Knowledge Encoder
3.3.1 Prior Knowledge Retrieval. Despite the given review 𝑋 , we
connect its item id with several source of information including
the item’s title 𝑇 , the item’s product properties 𝑃 and the store’s
name 𝑆 . However, we discovered that some obvious patterns should
be learned from the historical review-response pairs, for example,
some clarifying patterns, comforting words and reflection of feel-
ings (which can be found in Figure 1). Therefore, we propose to
utilize ElasticSearch [6] and a ranking model to recall𝑚 most rel-
evant review-response pairs from a pre-constructed history pool,
which is denoted as 𝑅 = {(𝑓1, 𝑟1), (𝑓2, 𝑟2), ..., (𝑓𝑚, 𝑟𝑚)}. Here, 𝑓𝑖 is
a recalled review, and 𝑟𝑖 is the corresponding human-written re-
sponse to the review. Note that in our experiment we strictly split
the train/dev/test set with no intersections on the reviews and re-
sponses, so that during training there is no risk of "information
leaking" . To help the model not replying on certain source of in-
formation while ignoring others, we propose a new method named
Source Dropout (SD) to boost the model’s robustness. This is imple-
mented by randomly discarding some information at a certain ratio
and we found this method is simple but effective in our ablation
study (section 5.6), particularly when the recalled review-response
pairs are absent.

3.3.2 Text Knowledge Encoder. Text knowledge encoder encodes
the review 𝑋 , the product title𝑇 , and the seller name 𝑆 into vectors.
Formally, X,T,S is concatenated them into a long sequence 𝑋 =

{𝑥1, 𝑥2, ..., 𝑥𝑛, [𝑆𝐸𝑃], 𝑡1, 𝑡2, ..., 𝑡𝑢 , [𝑆𝐸𝑃], 𝑠1, 𝑠2, ..., 𝑠𝑤}, where the spe-
cial [SEP] symbol marks the splitting position. The max number
of 𝑛,𝑢,𝑤 are set to be fixed length, and we will truncate sentences
when they are too long. We use the embedding layer and the first
layer of BART encoder as the text knowledge encoder, which will
convert𝑋 into embedded representations X̂ = {x1, x2, ..., xn+u+w+2}.
Here, X̂ ∈ R(𝑛+𝑢+𝑤+2)×𝐷 and𝐷 is the hidden size of BART encoder.

3.3.3 Pair Knowledge Encoder. We propose to separately encode
key-values in item properties 𝑃 and recalled review-response pairs𝑅
as they contain multiple pair sequences. For item properties, we first
concatenate a text pair with symbol [PAIR] as 𝑝𝑖 = {𝑘𝑖 , [𝑃𝐴𝐼𝑅], 𝑣𝑖 },
where 𝑘𝑖 and 𝑣𝑖 are key sequences and value sequences. Then 𝑝𝑖
is feed into the embedding layer to generate a matrix: pi. Finally
we use an aggregation function 𝑔(·) to convert the matrix pi into
property representation vectors, and we get P̂ ∈ R𝑙×𝐷 as encoded
property features. In our experiment we use max-pooling function
to reduce the amount of calculation:

𝑔(p̂i) =𝑚𝑎𝑥𝑝𝑜𝑜𝑙 (pi) (1)

Analogously, we get a matrix R̂ ∈ R𝑚×𝐷 to represent the recalled
𝑚 review-response pairs.

3.3.4 Multi-Source Fusion. To distinguish different sources of in-
formation, we add a specific randomly-initialized type embedding
vector to each output representation:

X = X̂ +𝑇 (0), P = P̂ +𝑇 (1),R = R̂ +𝑇 (2), (2)
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where 𝑇 (0),𝑇 (1),𝑇 (2) ∈ R𝐷 are the type embedding for input
review, item properties and historical review-response pairs respec-
tively.

Then we concatenate the three matrix to fuse multi-source in-
formation:

M = [X : P : R] ∈ R(𝑛+𝑢+𝑤+𝑙+𝑚+2)×𝐷 (3)

and feedM to the remaining BART layers. The output of the last
layer is denoted asM(𝑛𝑙 ) , where 𝑛𝑙 is the number of BART encoder
layers.

3.4 Multi-Aspect Attentive Network
As is mentioned above, one review may contains multiple aspects
of issue, and it is of vital importance to take care all of them metic-
ulously or the consumers should not be satisfied. In this part we
provide a pre-processing method and build multi-aspect attentive
network to attend to different parts of the review when decoding.

Specifically, we pre-process each review by segmenting them
into different semantic parts. This is done by heuristically separated
the sentence based on some punctuation marks such as a comma, a
full stop, and a exclamation mark, as we assume that these certain
punctuation represent a pause within a sentence. Meanwhile a
special token [SENT] is inserted between each semantic fragment.
For instance, a review like "It’s oily after putting it on for at most
two hours, and it smells weird." will be re-constructed into "[SENT]
It’s oily after putting it on for at most two hours, [SENT] and it smells
weird. ". Other semantic segmentation methods can be explored in
future work.

The indexes of multiple inserted [SENT] token is denoted as 𝐼𝑠 =
{𝑠1, 𝑠2 ..., 𝑠𝑚} and their corresponding aspect-level representations
are gathered by:

𝑀𝑠 = [(ℎ𝑒𝑠1 )
𝑇 : (ℎ𝑒𝑠2 )

𝑇 : ... : (ℎ𝑒𝑠𝑚 )𝑇 ], 𝑠𝑖 ∈ 𝐼𝑠 (4)

Here ℎ𝑒
𝑖
is the i-th row vector of encoder output matrix𝑀 (𝑛𝑙 ) and𝑇

means matrix transposition. During the decoding process, the hid-
den state of current decoder step ℎ𝑡 should attend to these different
semantic aspects, and produce a importance weight distribution:

𝑎𝑡 =
∑︁
𝑠𝑖 ∈𝐼𝑠

_𝑡,𝑖 ∗ ℎ𝑒𝑠𝑖 , (5)

where _𝑡,𝑖 is the normalized importance weight over semantic parts.
It is calculated by:

_𝑡,𝑖 =
𝑒𝑥𝑝 (𝑒𝑡,𝑖 )∑

𝑠𝑘 ∈𝐼𝑠
𝑒𝑥𝑝 (𝑒𝑡,𝑠𝑘 )

, (6)

and 𝑒𝑡,𝑖 is the attention energy vector for aspect ℎ𝑒𝑠𝑖 :

𝑒𝑡,𝑖 = 𝑤𝑇
1 ∗ 𝑡𝑎𝑛ℎ(𝑊1 ∗ (ℎ𝑒𝑠𝑖 )

𝑇 +𝑊2 ∗ ℎ𝑡 + 𝑏1). (7)

With this multi-aspect attentive network, the model learns to target
at every important issue when generating responses. With a two
layer perceptron network, the probability of words are produced
based on the current decoding states ℎ𝑡 and multi-aspect attended
vector 𝑎𝑡 :

𝑃𝑣 (𝑦𝑡 ) = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑊5 ∗ (𝑊3 ∗ ℎ𝑡 +𝑊4 ∗ 𝑎𝑡 + 𝑏2) + 𝑏3), (8)

where,𝑊1,𝑊2,𝑊3,𝑊4 ∈ R𝐷×𝐷 , 𝑏1, 𝑏2 ∈ R𝐷×1,𝑊5 ∈ ×R𝐷×|𝑉 |, 𝑏3 ∈
R1×|𝑉 | are learnable parameters.

3.5 Pointer-Generator Network
Some factual information should be accurately incorporated into
the generated response, such as the product title and the store’s
brand names. And thus, pointer-generator network [21] fits this
situation when the responses need to copy certain tokens from
the multi-source input. In particular, we derive the copied tokens
from the output of text knowledge 𝑋 because of their frequently
occurrence in responses.
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We take the first 𝑙𝑥 = 𝑛 + 𝑤 + 𝑢 + 2 columns of 𝑀 (𝑛𝑙 ) as the
representation of 𝑋 , namely,

𝑋𝑛𝑙 = 𝑀 (𝑛𝑙 ) [0 : 𝑙𝑥 ], (9)

here, 𝑋𝑛𝑙 is the representation of 𝑋 . While decoding, the pointer
generator will first calculate a attention score 𝛽𝑡 over 𝑋𝑛𝑙 and
aforementioned hidden state ℎ𝑡 :

𝛽𝑡,𝑖 =
𝑒𝑥𝑝 (𝛼𝑡,𝑖 )∑

𝑙𝑥

𝑒𝑥𝑝 (𝛼𝑡,𝑙𝑥 )
, (10)

where 𝛼𝑡,𝑖 comes from:

𝛼𝑡,𝑖 = 𝑤𝑇
6 ∗ 𝑡𝑎𝑛ℎ(𝑊6 ∗ (𝑋𝑛𝑙

𝑖
)𝑇 +𝑊7 ∗ ℎ𝑡 + 𝑏6) . (11)

Here,𝑊6,𝑊7 ∈ R𝐷×𝐷 , 𝑏6 ∈ R𝐷×1,𝑊5 ∈ ×R𝐷×|𝑉 | are learnable
parameters.

As a result, 𝑃𝑐 (𝑦𝑡 ) is the copying probability over the vocabulary
extended with tokens in 𝑋 , formulated as

𝑃𝑐 (𝑦𝑡 ) =
∑︁

𝑖:𝑥𝑖=𝑦𝑡
𝛽𝑡,𝑖 (12)

The final probability 𝑃 (𝑦𝑡 ) of generating word 𝑦𝑡 is defined as a
mixture of the extended vocabulary distribution 𝑃𝑣 (𝑦𝑡 ) and the
copy distribution 𝑃𝑐 (𝑦𝑡 ):

𝑃 (𝑦𝑡 ) = 𝜖 ∗ 𝑃𝑣 (𝑦𝑡 ) + (1 − 𝜖) ∗ 𝑃𝑐 (𝑦𝑡 ) (13)

𝜖 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 (𝑤𝑇
𝜖 ∗ ℎ𝑡 + 𝑏𝜖 ) (14)

Here, 𝑏𝜖 ∈ R,𝑤𝜖 ∈ R𝐷×1 are learnable parameters. We optimize
the whole model with cross-entropy loss function:

𝐿(\ ; (X,Y)) = −
∑︁

(𝑋,𝑇 ,𝑆,𝑃,𝑅) ∈X,𝑌 ∈Y

∑︁
𝑦𝑡 ∈𝑌

𝑙𝑜𝑔(𝑃 (𝑦𝑡 )) (15)

4 DATASET CONSTRUCTION
4.1 Acquisition of Data
4.1.1 Taobao Clothes. The Taobao Clothes dataset, proposed by
[28], is widely used in this task. It contains 100k (review, product
information, response) triples which all belong to the Clothes cat-
egory. Our attempt to link each triple with its product title failed
because the corresponding logs are expired.

4.1.2 Taobao Makeup. To examine the generalization performance
over different domains, we gather another 121k reviews and cor-
responding information from taobao.com where we construct the
Taobao Makeup dataset. Makeup is chosen as our target category
as it contains abundant (100+) sub-categories vary from cleanser,
face powder to lipstick. To make the task more challenging and
practical, we use a off-the-shelf sentiment analysis tool to filter
out positive reviews and keep negative ones. The item titles and
product properties are collected from its online detail page. We
further built an ElasticSearch index based on the training set. Each
retrieve query requires an exact match of the store’s name and
sub-category id, and an approximate match of the review and item
title. We care more about the review by assigning a boost weight
of 2.0 for review and 1.0 for item title. After the retrieving we use a
ranking model to choose top𝑚 similar data pairs.

4.2 Dataset Statistics
The detailed statistics of the Taobao Clothes and Taobao Makeup
dataset is shown in the table 1. The train/valid/test split of the pro-
posed Taobao Makeup dataset is mainly based on the principle that
no intersection of reviews and responding between different splits.
We sample more data for test set to increase the challenge. The
minimum/average/maximum length of the title/response/review is
also shown in this table.

For better understanding which kind of source contributes most
to generating a response, we calculated the relevance score between
the target response with title, properties and recalled responses
using the following word-level criteria:

𝑟𝑖 =
|𝐻𝑖 ∩ 𝑅𝑖 |

|𝑅𝑖 |

𝑝𝑖 =
|𝐻𝑖 ∩ 𝑅𝑖 |
|𝐻𝑖 |

𝑓 1𝑖 =
2 ∗ 𝑝𝑖 ∗ 𝑟𝑖
𝑝𝑖 + 𝑟𝑖

(16)

Here 𝑖 means the i-th sample of the data, 𝐻𝑖 is the word set of
different source such as title or property, and 𝑅𝑖 is the word set
of the i-th target response. We tokenized the word with Jieba1.
As is shown in Table 1, the relevance scores of recalled responses
significantly surpass other sources, from which the model can learn
many responding verbal tricks or patterns. However, we do not
desire the model to fully rely on this source as the item title and
review itself should much be considered, and thus Source Dropout
method is proposed to effectively deal with this problem. The title
relevance 𝑟 is much more higher than properties, as expert-written
response often contains its product name.

5 EXPERIMENTS
5.1 Evaluation Metrics
5.1.1 Automatic Evaluation Metrics. We follow [28] to use BLEU
and ROUGE as the evaluation metrics for estimating generation
accuracy. In addition, the distinct [18] score is calculated in our ex-
periments to examine the word-level diversity of responses. Details
of these metrics are as follows:

• BLEU: BLEU is widely used in text generation task and it
measures word-level overlap between the generated sen-
tence and the ground-truth. As is done in [28], we calculate
the BLEU score with the off-the-shelf NLTK toolkit2.

• ROUGE: ROUGE is also a widely-used word-level evaluation
metric. We report ROUGE-1, ROUGE-2 and ROUGE-L in this
paper.

• Distinct: The Distinct score is first proposed by [18], which is
to measure the n-gram diversity a corpus or a sentence. Note
that we do not follow [28] to calculate the Distinct score
at the corpus level. We use sentence-level Distinct score to
reflect more information on each generated response.

5.1.2 Human Evaluation Metric. To evaluate the persuasiveness
of different methods, we also conduct human evaluation in our
experiments. We randomly sampled 500 cases and invited three

1https://github.com/fxsjy/jieba
2https://www.nltk.org
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Table 1: Details of the Taobao Clothes and Taobao Makeup datasets.

Taobao Clothes Taobao Makeup

number of
train 80000 104532
valid 10000 2986
test 10000 14054

length of
(min/avg/max)

title - 4/33.1/61
review 19/61.6/360 1/32.0/665
response 23/117.8/415 18/131.1/562

number of
(min/avg/max) properties 1/14.2/26 1/10.6/21

relevance of
(r/p/f1)

title - 0.0443/0.1541/0.0668
properties 0.0204/0.0233/0.0204 0.0589/0.0648/0.0561
recalled responses - 0.7955/0.3261/0.4375

annotators to evaluate the generated responses of different models.
For each sample (review, seller name,product title,response), an-
notators were asked to give a score from 1,2,3,4,5, which complies
with the following criteria:

• 1 means the response is irrelevant and ungrammatical;
• 2 means the response is fluent and grammatically correct,
but it’s irrelevant to the review;

• 3means that the response is fluent and grammatically correct,
and is related to the review, but lacks persuasiveness. This
suggests a safe and general reply.

• 4 indicates that the response is smooth, relevant to review
and persuasive, but missing some part of aspect mentioned
in the review.

• 5 indicates that the response is not only fluent, relevant to
the review, but also fully and professionally replies each
aspect of the review.

5.2 Baseline Methods
We compare our proposed method with following baselines:

• EPI: EPI [28] is the state of the art E-commerce review re-
sponse generation method which uses an additional encoder
for product properties, we get the result with their code.

• BART (encyclopedia): We use Baidu Encyclopedia data
(9.6GB, 9.58 million sentences) to pre-train a BART model
following existing pre-training scheme, which treats the
transformer network as a sequence to sequence de-noising
auto-encoder. For fine-tuning, we concatenate the input re-
view, the item properties and other different sources sepa-
rated with a [SEP] symbol as the input. Between each prop-
erty’s key and value a [PAIR] symbol is added to reflect
their relationship. Then the model is fine-tuned on the target
datasets in a traditional seq2seq fashion.

• BART (review): We use (review, title, seller name, response)
quadruples to pre-train the BART model. The corpus con-
tains 8.35 million quadruples and is collected with no overlap
with the valid/test set in Taobao Clothes and TaobaoMakeup.
We add a type embedding for each source in the embedding
layer and concatenate the input like BART (encyclopedia).

After pre-training, we fine-tune the model on the target
datasets. The only difference between BART (encyclopedia)
and BART (review) is their pre-training methods.

• MsMAAG: The proposedMulti-sourceMulti-AspectAttentive
Generation model in this work. For a variant of this model,
the multi-aspect attentive network is removed andwe denote
this model (MsG). Note that for Taobao Clothes dataset, we
don’t have the recalled review-response pairs 𝑃 and product
title 𝑇 .

5.3 Hyper Parameters
For the EPI model, we use the same settings as reported in [28].
For all BART-based models, we set the hidden size as 𝐷 = 768 and
transformer layer num as 𝑛𝑙 = 6. The warm up[10] rate is 𝛾 = 0.075,
the batch size is 𝐵 = 20 and the number of beams in decoding
progress is 𝑛𝐵 = 3. The learning rate for BART (encyclopedia) and
BART (review) is set to 𝛿 = 5𝑒 − 5, while for MsMAAG and MsG
model is 𝛿 = 1𝑒 − 4 to achieve their best performance. Models are
trained for 10 epoches using the Adam optimizer, and teacher forc-
ing training paradigm[25] is used for faster convergence. Through
hyper-parameter tuning we found the best number of the recalled
review-response pairs is𝑚 = 19. Other parameter of BART model
can be found in [15].

5.4 Automatic Evaluation Results
The automatic evaluation results are shown in Table 2. For BELU
and ROUGE metrics, We can conclude that our proposed MsMAAG
model (multi-source encoder, multi-aspect attentive network and
pointer generator) is effective and achieves the state-of-the-art
performance on both datasets. The comparison between MsG and
MsMAAGmodels indicates that our proposedmulti-aspect attentive
network yield better performance, with an 2.69/0.49 points BLEU
increment on Taobao Clothes/Taobao Makeup dataset, respectively.
The enhancement on Taobao Clothes is bigger than on Taobao
Makeup dataset, as our observation suggests the reviews on Taobao
Clothes having more numbers of aspects and longer length (as is
shown in Table 1). This trend is also valid for ROUGE metric. For
Distinct metrics, our MsMAAG model ranks second on Taobao
Clothes, and first on Taobao Makeup, demonstrating some ability
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Table 2: Automatic evaluation results on BLEU, ROUGE-1/2/L (r-1/2/l) and Distinct (Dist-1/2/3/4).

Taobao Clothes Taobao Makeup

BLEU r-1 r-2 r-l Dist-1/2/3/4 BLEU r-1 r-2 r-l Dist-1/2/3/4

EPI 15.61 36.71 18.07 28.84 0.623/0.809/0.848/0.856 12.42 30.39 15.36 27.86 0.494/0.624/0.658/0.664
BART (encyclopedia) 12.40 34.89 14.77 24.95 0.683/0.887/0.932/0.940 28.29 45.61 29.35 39.29 0.692/0.888/0.927/0.935
BART (review) 16.86 38.64 18.98 28.68 0.691/0.898/0.939/0.944 33.62 50.66 35.39 44.83 0.705/0.905/0.941/0.945

MsG (ours) 21.75 41.77 23.28 32.95 0.680/0.885/0.926/0.931 39.15 54.83 40.60 49.49 0.709/0.911/0.947/0.951
MsMAAG (ours) 24.44 43.64 25.67 34.99 0.688/0.895/0.936/0.940 39.64 55.32 41.29 50.11 0.707/0.909/0.945/0.949

Table 3: Human evaluation results on persuasiveness.

1 2 3 4 5 𝑠𝑐𝑜𝑟𝑒𝑎𝑣𝑔

EPI 66.60% 7.02% 20.58% 1.15% 4.66% 1.71
BART 5.36% 12.30% 30.33% 9.26% 42.75% 3.71

MsG 4.85% 13.09% 27.27% 10.06% 44.73% 3.76
MsMAAG 2.88% 11.38% 32.63% 8.13% 45.00% 3.81

Human 5.84% 6.04% 28.14% 4.64% 55.34% 3.95

of producing diverse responses. Additionally, we find that the pre-
trained BART model is generally better than the EPI method, but
on the Taobao Clothes dataset, the BART model pre-trained on
the Baidu Encyclopedia corpus is worse than the EPI model. This
may due to the fact that Taobao Clothes dataset is more domain-
specific than general Taobao Makeup dataset which includes more
than 100 subcategories. For Distinct score, we can summarize that
BART-based model generate more diverse results than EPI, and we
discover that EPI sometimes produce some unreadable repetitive
sentences. This is also proved in our human evaluation part.

5.5 Human Evaluation Results
The results of human evaluation on persuasiveness is shown in
Table 3, where we report the percentage of each score on Taobao
Makeup dataset. The averaged score is given in the last column of
the table. From this table we observe that our proposed MsMAAG
model outperforms others in terms of persuasiveness. Comparing
MsG and MsMAAG models, a 1.33% increase in avaraged score is
realized through the multi-aspect attentive network. We can see
that with this network the portion of score 1,2,4 diminish and the
they have been promoted to score 3,5, which means more related
and thorough responses are generated. The EPI model tend to pro-
duce repetitive entities and thus some of them are ungrammatical
and 66.6% of the responses are scored to 1. This phenomenon can
be observed in the Case Study section. Comparing BART model
with MsG model, a 1.34% increase due to the multi-source encoder
and pointer-generator network. Note that when evaluating BART
model, annotators find some hallucination problem as this model
is prone to find product titles/store names from the whole corpus.
This can cause some problems when the model is deployed online.
Finally, we report the human results for reference. The percentage
of score 5 with regard to human results are significantly higher

Table 4: Ablation study on Taobao Makeup dataset.

BLEU r-1 r-2 r-l

MsMAAG Model 39.64 55.32 41.29 50.11
-w/o properties 39.40 55.15 41.07 49.90
-w/o recalled pairs 38.01 53.82 39.54 48.34

-w/o source dropout (SD) 39.63 54.89 40.62 49.56
-w/o SD & properties 39.66 54.95 40.71 49.64
-w/o SD & recalled pairs 32.21 49.54 34.13 43.34

than all the models, indicating that there is much room for opti-
mization of these models. Intriguingly, the percentage of score 1
of BART, MsG, MsMAAG model is lower than the human results,
which means that large-scale pre-trained corpus contributes to
some self-correction ability in grammar.

5.6 Ablation Study
As in previous sections we already analyze the contribution of
Multi-aspect attentive network, in this section we only examine the
effect of Multi-source prior knowledge and Source Dropout (SD)
method.

We conduct our ablation study by removing MsMAAG model of
the item properties, recalled pairs and source dropout methods. The
results are show in table 4. Firstly, comparing the there methods
conclusion can be drawn that the recalled review-response pairs
contribute most to the final performance with an increasemen of
1.63 BLEU score and 1.67 avaraged ROUGE score. The second ef-
fective source of information is the properties, and there’s only
little improvement by using source dropout. However, we add fur-
ther experiments to simultaneously remove the multi-source prior
knowledge and do not apply SD method. This further experiment
illustrates the function of source dropout method: when the model
is trained without SD, it will degenerate into mostly reliant on the
recalled pairs, and when this source of information is removed, we
can see a significant drop (7.42 in BELU) in the final performance.
Hence, this method is of great use for boosting the robustness of
models, especially for some online scenarios where we do not have
access to certain source of information.

5.7 Case Study
As is illustrate on Figure 3, we provide an example of generated
responses by the models. In this negative review, the consumer
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评论: 这个包装真的看着不像正品(1)，瓶体坑坑洼洼，外包装颜色也不正(2)
Review: This package really doesn’t look like a genuine product(1), the bottle 
is pitted and the color of the outer packing is not correct(2)...

商品标题: 资生堂泊美爽肤水洗面奶套装 Product title: Shiseido Pure&Mild Toner Cleanser Set

EPI: 亲爱的，非常感谢您对泊美的支持！我们的产品都是经过严格的，确保
每个产品都是有您的支持，我们会继续努力，我们会继续努力，争取给您提
供更好的购物体验，我们会继续努力，争取给您提供更好的购物体验，我们
会继续努力，争取给您提供更好的购物体验...

EPI: Dear, thank you very much for your support to Pure&Mild! Our
products are strictly controlled to ensure that each product is supported by
you. We will continue to work hard. We will continue to work hard to
provide you with a better shopping experience. We will continue to work
hard to provide you with more good shopping experience. We will continue
to work hard to provide you with a better shopping experience...

BART: 感谢小仙女购买了泊美的产品哒，同时也很抱歉给大宝贝带来了困
扰了，由于快递在运输途中的颠簸、挤压都可能导致您所述的问题，我们会
及时反馈快递方注意派件途中不要乱扔乱放，避免类似情况发生。后续我们
也会加强完善包装(2)，为您提供完好的购物体验。竭诚期待您的再次惠顾！

BART: Thanks little fairy for purchasing Pure&Mild’s products, and I am
sorry for the trouble. Due to the bumps and squeezing during the
transportation, the problem described by you may happen. We will promptly
talk to the express company and let them not to throw the product to avoid
similar situations. In the future, we will also strengthen and improve the
packaging to provide you with a complete shopping experience. (2)We
sincerely look forward to your visit again!

MsG: 亲爱哒，非常感谢您的支持，我们产品的包装设计都是由专业的设计
师设计的(2)，没能令您满意，我们深感歉意。我们也会反馈问题给相关人员，
并加强改善，日后为您提供更加优质的购物体验。如在产品的使用过程中，
还有疑问都可随时召唤在线客服。我们将竭诚期待您的再次光临。

MsG: Dear, thank you very much for your support. The packaging design of
our products is designed by professional designers(2).We are very sorry for
not satisfying you. We will also feedback problems to relevant people and
make a improvements to provide you with a better shopping experience in
the future. If you have any questions during the use time of the product, you
can call online customer service at any time. We will heartedly look forward
to your coming again.

MsMAAG: 亲爱哒，非常感谢您选择泊美官方旗舰店。我们是泊美在天猫的
官方店铺，所有产品正品保证(1)。同时感谢您的及时反馈，我们也会在包装
上进一步提升和改进(2)，希望日后为您带来更专业、优质的服务体验，欢迎
您的支持与监督。如您有任何疑问可随时召唤咱家在线客服，竭诚期待您的
再次光临，祝您生活愉快。

MsMAAG: Dear, thank you very much for choosing Pure&Mild official
flagship store. We are Pure&Mild official store on Tmall, and all products
are guaranteed to be authentic(1).At the same time, thank you for your timely
feedback. We will also further improve the packaging(2) in order to a bring
you a more professional and high-quality service experience in the future.
We always welcome your support and supervision. If you have any
questions, you can call our online customer service at any time. We sincerely
look forward to your visit again and wish you a happy life.

HUMAN: 亲爱哒，非常感谢您在众多品牌之中选择了泊美官方旗舰店，感
谢您的支持。我们家产品均通过国家质检，品质品牌方面您尽管放心，所售
商品均为正品的(1)。我们希望能为您提供更优质的产品，让您的使用更加放
心，您有什么疑惑可以随时联系我们在线客服，能为您答疑解惑，也希望能
给您带来一次非常满意的体验。同时也接受广大消费者的监督，如遇假货，
可直接到消费委员会进行维权。期待您的再次光临，祝您生活愉快~

HUMAN: Dear, thank you very much for choosing Pure&Mild among many
brands, and thank you for your support. Our products have passed the
national quality inspection. In terms of the quality of brand, you can rest
assured that the products sold are all genuine(1).We hope to provide you with
better quality products and make your use more at ease. If you have any
questions, you can contact our online customer service at any time to answer
your questions and hope to bring you a very satisfactory experience. At the
same time, we also accepts the supervision of consumers. In case of
counterfeit goods, they can go directly to the consumer committee for rights
protection. Looking forward to your visit again, I wish you a happy life~

Figure 3: Case study. Different aspects of issues are marked in different color.

mentions two aspects of issues, where one claims that the product
seems not authentic, and the other states some problem with the
product packing. For EPI model, we notice an unusual repetition of
certain phrases. This may due to fact that traditional Bi-GRU net-
work without BART-like pre-training should have much limitation
when generating long sentences. BART model and MsG model both
respond to the second issue while ignoring the first. The MsMAAG
model manages to reply to both of the issues due to the Multi-aspect
attentive network, and the store’s name "Pure&Mild official store"
is copied into the response. With the claim of being the official
store of this brand, the persuasiveness of this response is enhanced,
which demonstrates the efficacy of our proposed model.

6 DEPLOYMENT
The proposedmethod has been successfully deployed for months on
taobao.com, one of the largest Chinese e-commerce platforms. With

this system, the store’s efficiency for dealing with negative reviews
have boosted approximately three times on average (measured by
the number of resolved reviews per person per day), which shows
that our proposed system is practical for real-world use. Meanwhile,
the adoption rate of the generated responses is 65%, indicating that
most of them are suitable for use as our system involves specific pre-
and-post processing procedure apart from the primary MsMAAG
model.

The deployment involves on-line process and off-line process.
We use pipeline methods to prepare generated candidate responses
in the off-line process, and the stores and sellers can manually adopt
appropriate responses with little modification and push them to
real on-line reviews. Our whole process is implemented on Max-
Compute3 platform with the support for distributed computing
and large-scale data warehousing. Off-line process consists of a

3https://www.alibabacloud.com/product/maxcompute

https://www.alibabacloud.com/product/maxcompute
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sentiment analysis module, a pre-processing module, a ranking
module, a MsMAAG module, and a rule-based post-processing
module. Sentiment analysis is implemented by a BERT-based clas-
sifier. Pre-processing includes data-cleaning, removing common
and uninformative reviews and etc. The ranking module involves
retrieving recalled historical review-response pairs using Elastic-
Search4. The MsMAAG model is trained on larger-scale business
datasets and is deployed on GPU machines. Note that different
from our experiments, we pre-process the training dataset by sub-
stituting the item-title and store’s name with two special tokens
[TITLE] and [STORE]. These two special tokens can be generated
into the final response, and finally we will fill those tokens with
real titles and store names accordingly when representing to the
store sellers. This small trick guarantees that we do not produce
false information with regard to these facts.

7 CONCLUSION
In this work, we define the task of persuasive responses gener-
ation to user reviews in E-commerce scenarios. Such persuasive
responses are beneficial for the sellers to deal with negative reviews,
which is very useful in practice. In order to solve this problem, we
design a Multi-source Multi-aspect Attentive Generation model
to firstly encode different sources of information (such as prod-
uct titles, seller names, product properties and product historical
review-response pairs), and then attend to different aspect of issues
mentioned in the review, and finally incorporate pointer-generator
mechanism to produce response. On two large-scale real-world
e-commerce datasets, including one collected by us, we carry our
experiments and the results prove the efficacy and the SOTA per-
formance of our model. After the model is deployed online, we
observed a three times enhance of efficiency for the store’s sellers
to deal with negative reviews.
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