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ABSTRACT
In this paper, we present Memento 2.0, an improved version of our
systemwhich first participated in the Lifelog Search Challenge 2021.
Memento 2.0 employs image-text embeddings derived from two
CLIP models (ViT-L/14 and ResNet-50x64) and adopts a weighted
ensemble approach to derive a combined final ranking. Our ap-
proach significantly improves the performance over the baseline
LSC’21 system. We additionally make important updates to the
system’s user interface after analysing the shortcomings to make it
more efficient and better suited to the needs of the Lifelog Search
Challenge.

CCS CONCEPTS
• Information systems→Retrievalmodels and ranking; Search
interfaces.
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1 INTRODUCTION
Lifelogging is a process to actively capture and record the daily
experiences of an individual, namely, known as the lifelogger. Given
the low cost of wearable cameras, sensors like Fitbit, and data
storage facilities, capturing one’s life through images has become
feasible. However, passive lifelogging, which is logging oneself
automatically in a continuous periodic manner, can become quite a
memory-intensive task over longer periods of time as data gathered
can be in excess of 1 TB per individual per year [10].

An even larger challenge additionally lies in creating value from
the large amount of data gathered. Research in the domain of lifel-
ogging and at a broad level egocentric vision has seen huge interest
from the research community in the recent years due to the endless
use cases and application areas.

One major application area is employing lifelogs to augment
memory, especially in people suffering from neurodegenerative
diseases such as Alzheimer’s and Parkinson’s disease. Lifelogs can
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also be used to aide reminiscence therapy for people suffering from
dementia [4].

The Lifelog Search Challenge (LSC) [12] has attracted signifi-
cant participation over the past 4 years since its inception in 2018.
The LSC uses a multimodal dataset comprising egocentric images
captured using a wearable camera apart from data coming through
wearable sensors such as location, biometrics, sleep unlike other
publicly available egocentric datasets which are generally unimodal
and are mostly domain specific like EPIC-Kitchen [5] and EGO-CH
[20]. Recently released dataset Ego-4D [9] is a large-scale egocen-
tric real-world video dataset similar to lifelogs in a sense that both
these datasets diversely capture the real world from the first-person
perspective. However, Ego-4D diverges from the original lifelog
dataset in two ways; first it is a video dataset unlike lifelogs which
capture images at regular time intervals, and is unimodal in na-
ture recording only videos from the subjects contrary to lifelogs
which are multimodal recording metadata as well in the form of
GPS location, user activity, and biometric data. Additionally, the
new dataset does not capture a single subject at length but instead
pools shorter length video data frommultiple subjects which makes
it less suitable for use-cases like long term memory retrieval. The
multimodal nature of the dataset capturing all nuances of daily life,
the format and the time-sensitive nature of the competition is what
makes LSC a very unique information retrieval challenge.

In this paper, we present Memento 2.0, an improved version of
our earlier system to participate in the 2022 edition of Lifelog Search
challenge [12]. Our proposed system aims to further improve the
semantic gap that exists between queries and images by leveraging
embeddings from 2 larger CLIP [19] models to create an ensemble
rankingmechanism.Memento 2.0 largely borrows the user interface
from its predecessor making a few important tweaks to give it an
advantage over its earlier version in the competition. Moreover,
our newer system further enhances the temporal search algorithm
making it more scalable and flexible for the end-user. Similar to
the earlier system, Memento 2.0 also supports temporal navigation
but with the added flexibility of time duration, deciding how far to
navigate into the past or future.

2 RELATEDWORK
The Lifelog Search Challenge has seen growing participation from
a large number of researchers from across the globe over the last 4
years. A total of 16 systems competed in the 2021 edition of LSC
[11] proposing novel and interesting ideas to solve the problem of
lifelog retrieval.

Systems using virtual reality interfaces for lifelog querying have
been popular since the first LSC challenge in 2018. In 2021 vitrivr-
VR [23] and ViRMA [7] leveraged VR interface to do lifelog retrieval.
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vitrivr-VR is an extension of the system vitrivr [14] and uses the
same backend comprised of Cineast which is a feature extraction
and query processing engine along with CottontailDB [8] while
ViRMA used the 𝑀3 model which translates the data into multi-
dimensional space and is explored via the VR interface by projecting
it into 3-D space. Similar to ViRMA [7], PhotoCube [22] also used
the 𝑀3 model and a web interface for search and navigation by
creating a 3-D exploration cube on the screen.

MySceal 2.0 [24], who have been the winners for the last 2 edi-
tions of LSC approached the task by considering images as doc-
uments and proposed a concept weighing mechanism that deter-
mines the importance of an object by the area it occupies within
the image. They further enhanced their system by adding color and
text detection functionalities. LifeSeeker 3.0 [18] used a weighted
Bag-of-Words model for free-text search and filtering.

Several systems employed user feedback to iteratively improve
the search results in order to reach their target image. Exquisitor
[15] trained a classifier based on user feedback without using any
explicit query mechanism. They further added support to train
multiple classifiers, results of which could be combined later to
support queries that look for events with temporal relations. XQC
[16] used the same backend as Exquisitor and proposed a mobile
friendly interface to query lifelogs. SOMHunter [17] also leveraged
user feedback which re-scores the images using a Bayesian style
update.

FIRST 2.0 [25] tried to bridge the semantic gap between search
queries and images by projecting them into a joint embedding space
using a self-attention based model. Memento [1] leveraged image-
text embeddings from the CLIP model to reduce the semantic gap
between query and images. Voxento [2] used the same backend as
Memento but employed an interactive voice enabled user interface.

Systems such as LifeGraph [21] and LifeConcept [3] tried to use
external knowledge graphs to enrich the lifelog data in order to
execute semantically complex queries easily.

Our proposed system Memento 2.0 further reduces the semantic
gap between query and images through a weighted summation of
scores from two larger recently released CLIP [19] models from
OpenAI to rank the images. The approach significantly improves
performance as compared to our baseline system Memento 1.0. The
ability of our system to take natural language instructions gives us
a clear advantage in the challenge as the LSC queries are usually
very descriptive and give out finer details which directly go as input
to the system without much tweaking.

3 SYSTEM OVERVIEW
In this section, we present an overview of the new LSC’22 Dataset
and discuss the improvements in our search and ranking function-
ality, as well as the modifications in the user interface. We further
discuss the new temporal search and navigation functionality of
Memento 2.0.

3.1 LSC’22 Data
The Lifelog Search Challenge 2022 will use a multimodal dataset
collected from a single individual across 18 months. The dataset
includes egocentric point-of-view images collected using a narrative

clip device during 2019-2020. Like previous editions of LSC the data
also includes two sets of metadata but with significant changes,

• Visual Concepts: For every image in the dataset visual
concepts are provided, which consist of, detected objects
in the image, image caption along with caption confidence
score and text detected from images using OCR models.

• Metadata: Like metadata for previous competitions, this
dataset also contains location, timezone, elevation, and bio-
metric data such as calories burnt, heart rate, step count, etc.,
along with new additions for LSC’22 like sleep data, sleep
efficiency, music data etc.

3.2 Enhanced Image Representation
Our participating system last year used embeddings generated
from the zero-shot CLIP model [19] using a Vision Transformer
[6] (ViT-B/32) architecture which was able to efficiently capture
the visual semantics without any sort of data specific fine-tuning.
The system was able to correctly submit responses to 16 out of 23
LSC’21 queries and managed the 6th position on the leaderboard.
Figure 2 shows the number of correct and incorrect submissions
made by the participating systems where they are ordered left to
right as per the final leaderboard. Voxento 2.0, which shared the
same backend as ours stood at 4th position by answering 18 queries
correctly. Interestingly, Memento 1.0 and Voxento 2.0 collectively
answered 21 queries correctly out of the total 23 queries in LSC’21,
surpassing LifeSeeker 3.0 tally of 20 which was the highest for last
year’s competition.This shows how well the CLIP model transfers
to lifelog images and it’s robustness towards distribution shift in
data. The result further asserts the crucial role user interface and
human factors play in this competition.

Memento 2.0 aims to incorporate enhanced image embeddings
to improve the search result quality as well as address the issues
with the user interface of previous system. Our proposed system
for LSC’22 leverages the embeddings generated using two larger
recently released CLIP models, one of which is a ResNet-50 [13]
model (ResNet50x64) while the other one is a Vision Transformer
[6] model (ViT-L/14). We evaluated the performance of both these
newer models separately on LSC’19 queries and found them to be
superior than the older (ViT-B/32) model which Memento 1.0 used,
where the performance of Vit-L/14 is better than ResNet50x64.

ViT-L/14 generates 768-d image embeddings while ResNet50x64
generates 1024-d embeddings. We observed the rankings of ViT-
L/14 to be better for a majority of our evaluation queries, however
ResNet’s ranking was superior for the remaining ones which led us
to experiment with a new ranking mechanism by taking weighted
sum of the scores from these two models. We observed (discussed
in Section 4) that the new weighted scoring mechanism taking
in ViT-L/14 scores and ResNet50x64 scores in a 3:1 ratio to be
outperforming individual models.

3.3 Improved Temporal Search and Navigation
Memento 2.0 supports an enhanced version of the temporal search
functionality of its predecessor system. The scope of the older
algorithm was limited as it could temporally search only across the
top-2000 ranked images hence constraining the search space and
making it less effective in certain circumstances.
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Figure 1: Memento 2.0: System Architecture. Initially (Stage 1), the raw lifelog images are encoded using the image encoders of
respective models and stored as static files. Further at run time (Stage 2), the search query is passed on to the respective text
encoders and cosine similarity is calculated by comparing respective image and text embeddings

Figure 2: Number of Correct and Incorrect Submissions
across participating systems in LSC’21. Systems are ordered
left to right as per their position on the final leader board.

Our newly proposed algorithm performs a temporal search on
a large chunk of the corpus which allows the user to search for
a target event in the context of a temporally close past or future
event. The users also gets to choose how far to look in the past or
future by specifying a time duration before they initiate the search
process.

The temporal search functionality of Memento 2.0 has the fol-
lowing execution steps:

(1) The user needs to inputs a main event and either a past event
or a future event, or both to initiate a temporal search.

(2) Similar to the previous algorithm, this algorithm also tries
to search and rank the main event first. We take a subset of

ranked images (top-n) based on empirically derived cosine
similarity threshold of 0.15 as searching temporally across
the entire corpus in a brute-force manner is not feasible due
to time constraints. Using the similarity score to subset the
ranked list ensures that we don’t leave behind any relevant
image which was very likely with the hard threshold of
top-2000 which the previous algorithm imposed.

(3) The algorithm iterates through the subset from (2), to search
for past and future event in their respective search spaces.
The user can choose how far it should look in the past or
future temporal window by specifying the time duration
before initiating the search process.

(4) The algorithm assigns temporal scores (past and future) to
every image in the initial subset, which is the maximum
cosine similarity score within their respective search spaces.

(5) The final score of each image is then computed as the sum
of temporal scores and initial cosine similarity score based
on which the images are re-ranked and rendered on screen.

Memento 2.0, like its predecessor, supports sequential browsing
of previous and next non-blurred images around a probable target
image but now the user has the flexibility to choose how far to look
by specifying a time duration. It was earlier limited by the number
of images instead of time duration which in certain circumstances
didn’t help in the search process.
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Figure 3: Memento 2.0: Primary Search Interface with zoom and submit popup window.

𝑡 @1 @3 @5 @10 @20 @50

ViT-B/32 (Baseline) 0 sec 8.33 25.00 29.17 29.17 37.50 50.00
30 sec 8.33 25.00 25.00 33.33 33.33 54.17
60 sec 12.50 29.17 29.17 41.67 54.17 75.00

ViT-L/14 0 sec 20.83 33.33 41.67 50.00 54.17 62.50
30 sec 33.33 41.67 41.67 45.83 58.33 66.67
60 sec 37.50 45.83 45.83 54.17 62.50 79.17

ResNet50X64 0 sec 25.00 29.17 29.17 29.17 45.83 58.33
30 sec 25.00 33.33 41.67 50.00 58.33 62.50
60 sec 25.00 37.50 41.67 54.17 58.33 75.00

Ensemble 1:1 0 sec 29.17 33.33 33.33 41.67 58.33 70.83
30 sec 33.33 37.50 45.83 50.00 58.33 66.67
60 sec 33.33 37.50 45.83 54.17 70.83 79.17

Ensemble 1:3 0 sec 29.17 33.33 33.33 41.67 50.00 66.67
30 sec 25.00 33.33 41.67 50.00 54.17 62.50
60 sec 33.33 37.50 41.67 50.00 58.33 79.17

Ensemble 3:1 0 sec 29.17 29.17 33.33 54.17 58.33 70.83
30 sec 37.50 41.67 45.83 54.17 58.33 70.83
60 sec 41.67 45.83 45.83 62.50 70.83 83.33

Table 1: Hit@K calculated for all 6 models at different amounts of elapsed times, 𝑡 and 𝐾 values across 24 evaluation topics for
LSC’19. Highest value in each column is highlighted in bold

3.4 Modifications in the User Interface
Memento 2.0 borrows its user interface from the earlier system
but with improvements and enhancements to make it even better
suited to the time-sensitive nature of the Lifelog Search Challenge.
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• Modified Primary Search Interface: Investigating the
issues from LSC’21 we have made minor changes to the
primary search interface. Firstly, we have added zoom and
submit functionality which will help the user in two ways;
(i) the user can quickly get a better look at the image as

we missed out on a few queries from last year’s com-
petition which revealed information that was tough
to spot. e.g. the query looking for an orange ride-on
suitcase where ’ride-on suitcase’ was written over it
but was too small to read or the query revealing the
name of the person written on the flight boarding pass;

(ii) it will also help in scenarios where the user has identi-
fied the correct response and needs to quickly submit
it for evaluation. The response submitting mechanism
in Memento 1.0 was only through the starred images
interface which consumed a few additional seconds
hence the system losing its competitive edge despite
being the fastest to locate the correct response.

Figure 3 shows a snapshot of the modified primary search
interface with quick inspect and submit functionality.

• Temporal Search Interface: We have made modifications
to the temporal search interface to accommodate the newer
proposed algorithm. The interface now allows the user to
choose a time duration specifying how far in the past or
in the future to look for the event besides specifying what
exactly to look for. Figure 4 shows a snapshot of the temporal
search interface rendered over the primary search interface.

Figure 4: Temporal search interface rendered in an overlay
window. It takes in past/future event along with time dura-
tion to constraint the search space on both sides

• Quick Filtering Interface: Memento 2.0 borrows the vi-
sual data filtering interface from last year’s system but also
includes an additional interface which is located on the main
screen. The purpose here is quick accessibility of the most
commonly used search filters without moving away from
the search results.

4 SYSTEM EVALUATION
To validate the efficacy of the newer models as well as ensemble
models over our baseline system Memento 1.0 we evaluated all
approaches on 24 evaluation topics from LSC 2019.

Our evaluation approach is similar to last year’s approach where
for each query we only consider the information revealed to us by

t=60 seconds. We manually create evaluation queries at t=0, 30 and
60 seconds for this exercise as the performance of themodel depends
a lot on the input query. We therefore handcraft the queries to
keep it concise, mimicking the writing style of image captions. The
reason behind considering only partial information for evaluating
the system is the way how LSC queries are typically structured,
where they reveal visually descriptive information early on and
more specific pieces of information like time, date, place, etc., at
later stages.The backend models however only understand visual
concepts and don’t do well when given specific information like
date, time etc.

We evaluate the following 6 models on 24 evaluation queries
from LSC 2019:

(1) ViT-B/32: Baseline model which powered the backend of
Memento 1.0 in last year’s challenge

(2) ViT-L/14: A larger Vision Transformer model released as
successor to (1). It generates 768 dimensional image-text
embeddings.

(3) ResNet50x64: A ResNet-50 model using 64x the compute
of a ResNet-50. It generates 1024 dimensional image-text
embeddings.

(4) Ensemble ViT-L/14 and ResNet50x64 (1:1): Weighted sum of
cosine scores from both the models in 1:1 ratio.

(5) Ensemble ViT-L/14 and ResNet50x64 (1:3): Weighted sum of
cosine scores from ViT-L/14 and ResNet50x64 in a 1:3 ratio.

(6) Ensemble ViT-L/14 and ResNet50x64 (3:1): Weighted sum of
cosine scores from ViT-L/14 and ResNet50x64 in a 3:1 ratio.

We evaluate the models on Hit@K metric which can be defined
as finding at least one target image among top-K images in the
result set. Table 1 shows the hit percentages calculated from all 6
models for 24 LSC 2019 evaluation topics at different values of K
and t. The Ensemble 3:1 model outperforms the larger ViT-L/14
and ResNet50x64 models at each K value by considerable margin.
Moreover, the hit-ratio observed for Ensemble 3:1 at lower K values
e.g 1,3,5 is significantly higher than all other models.

Overall at t=60, we observe that for 80.33% (20 out of 24 topics)
of the topics, we have at least one target image in top-50 results.

5 CONCLUSION AND FUTUREWORK
In this work, we present Memento 2.0, an improved version of
our last year’s participating system in LSC’21. We discuss the ro-
bustness of the CLIP model to distribution shift in data and how
well it generalizes to lifelogs in Section 3.2. We further made im-
provements to our search and ranking model using an ensembling
approach which improves the performance by a significant mar-
gin. Additionally, we did a few small but important tweaks to the
system’s user interface to make it even more efficient. We plan to
explore the feasibility of an end-to-end conversational system to
partake in the future Lifelog Search Challenge.
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