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ABSTRACT
Equipping current decision-making tools with notions of fairness,

equitability, or other ethically motivated outcomes, is one of the

top priorities in recent research efforts in machine learning, AI,

and optimization. In this paper, we investigate how to allocate

limited resources to locally interacting communities in a way to

maximize a pertinent notion of equitability. In particular, we look at

the dynamic setting where the allocation is repeated across multiple

periods (e.g., yearly), the local communities evolve in the meantime

(driven by the provided allocation), and the allocations are modu-

lated by feedback coming from the communities themselves. We

employ recent mathematical tools stemming from data-driven feed-

back online optimization, by which communities can learn their

(possibly unknown) evolution, satisfaction, as well as they can share

information with the deciding bodies. We design dynamic policies

that converge to an allocation that maximize equitability in the long

term. We further demonstrate our model and methodology with

realistic examples of healthcare and education subsidies design in

Sub-Saharian countries. One of the key empirical takeaways from

our setting is that long-term equitability is fragile, in the sense that

it can be easily lost when deciding bodies weigh in other factors

(e.g., equality in allocation) in the allocation strategy. Moreover, a

naive compromise, while not providing significant advantage to

the communities, can promote inequality in social outcomes.

CCS CONCEPTS
• Computing methodologies → Planning and scheduling; •
Human-centered computing→Collaborative and social com-
puting.
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1 INTRODUCTION
When limited resources have to be allocated to multiple parties, a

natural question of fairness, equitability, or other ethically moti-

vated notions, arises. To help tackling this problem, a number of

tools from machine learning, AI, and optimization have appeared

over the years. Different notions of outcome fairness have been pro-

posed and, while they have been shown to be sometimes conflicting,

they have proven their usefulness in fair decision-making.

A more recent, and less studied, issue regards fair allocation in a

dynamic setting, where the allocations are repeated over multiple

time periods, and they drive the evolution of the welfare of the

parties. In this sense, initial allocations may have a lasting impact

at future time periods and the evolution, i.e., how the funds are

used to generate tangible welfare and social outcomes, has to be

considered in designing allocations that are ethically motivated.

A motivating example for this setting is the study of subsidies

design in low-income countries to improve the population welfare

and social indicators, like life expectancy, years of schooling, ac-

cess to water, literacy, and many others. A multi-period funding

campaign can drive these indicators up, but how the local commu-

nities use the subsidies is key in deciding how to allocate them to

maximize pertinent notions of fairness. Other examples stem from

grant allocation in academia, closing the gender gap by affirmative

actions, designing subsidies for renewable and low-carbon energy

sources, and covid vaccine allocation.

In this paper, we look at maximizing a novel notion of long-

term equitability, which is constructed upon connected neighboring

communities’ outcomes. We consider the dynamic setting where

the allocation is repeated across multiple periods (e.g., yearly), the

local communities evolve in the meantime (driven by the provided

allocation), and the allocations are modulated by feedback coming

from the communities themselves. We employ recent mathematical

tools stemming from data-driven feedback online optimization, by

which communities can learn their (possibly unknown) evolution,

satisfaction, as well as they can share information with the deciding

bodies. We design dynamic policies that converge to an allocation

that maximize equitability in the long term.We further demonstrate

our model and methodology with realistic examples of subsidies

design in Sub-Saharian countries.

The problem we are considering is challenging for a variety of

reasons: (i) the dynamics of the local communities are key in deter-

mining how the welfare is generated but it is generally unknown

and can change over time: one needs a way to circumvent the

need for learning the dynamical system and use only funding-to-

social-outcome data to design fair allocations; which we provide. (ii)
The allocation must include community-driven feedback to trade

off modeling errors and track time-varying dynamical conditions;
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which we include. (iii) The policies must be easily explainable, they

should democratically include local preferences, and compromise

over different wanted outcomes should be easy to be made; which

we provide.

Among the significant takeaways of our empirical results is that

long-term equitability is fragile, in the sense that it can be easily

lost when deciding bodies weigh in other factors (e.g., equality in

allocation) in the allocation strategy. Moreover, a naive compromise,

while not providing significant advantage to the communities, can

promote inequality in social outcomes. Finally, our results suggest

that subsidies alone are not sufficient to drive equality, and they

support the idea that investing in systemic changes is required.

1.1 Related work
Ethically motivated objectives have entered the mainstream in

AI, machine learning, optimization, and decision-making, see for

example the seminal works [1, 42, 46], and the more recent [2, 4,

7, 17, 18, 20, 26]. However, dynamic effects of the fair decisions on

evolving populations is a far less studied area. Recently, a series of

papers, among which [9, 11, 12, 15, 19, 21, 35, 47, 49], have started

to investigate these dynamic effects, e.g., by modeling decisions and

dynamics asMarkovDecision Processes and by using reinforcement

learning as well as dynamic programming to design fair policies

and algorithms. One of the main messages of these works is that fair

decisions in a static context, may not be fair in a dynamic scenario,

where populations and disadvantage groups evolve in response

to the decisions taken at previous time periods. In addition, as

carefully analyzed in [35], imposing some notion of fairness may

drive unfairness in some other notion and, if the algorithms are

naively designed, in the long-term the population may be globally

worse off than when it started.

Our paper finds similar conclusions of [35]. It uses a theoretical-

lighter approach than most of the aforementioned papers (online

optimization instead of reinforcement learning), and it is able to

infer the population dynamics by input-output data. In practice,

our policies do not need to know the population dynamics, but only

its long-term effects, together with the population’s feedback on

the imposed decisions. This makes our approach and policies easy

to implement, interpret, and generalize.

The idea to incorporate feedback in the decision-making pro-

cess is not novel in general [34], but here we use it in a specific

way, that makes our policies converge to a long-term optimal solu-

tion. The technical tools we use stem from recent developments in

online optimization with and without user’s feedback, and in partic-

ular [5, 6, 10]. We also use the concept of preference elicitation and

user’s satisfaction from [25, 38, 45], which can be seen as a way to

empower local communities and democratize the decision-making

process, as also expressed in [27].

The metric we use is a novel notion of equitability inspired

by [23], with the difference that is for us a cost violation based on

neighborhood proximities. With this metric, we are able to formal-

ize usual trade-offs between the will of the population, allocation

equality, and equitability of social outcomes as points on a Pareto

frontier. In particular, we are able to include the voice of the popu-

lation in the decision-making process, as advocated in [27, 48].

xi,k+1 = Aixi,k +Bui,k
yi,k = Cixi,k

Nominal dynamical model

Ci

Uk

local feedback

Figure 1: A pictorial depiction of the problem setup consist-
ing of a government agency that grants subsidies to local
communities. The allocation is community-driven, based on
maximizing equitability in the long term. All the notation is
explained in the main text.

Our running examples stem from subsidies design in low-income

countries. Inspiring studies in this regard can be found in [14, 16, 28,

29, 39] among others. However our method can be applied to other

subsidies design as well, for instance health in richer countries [8],

energy subsidies [22, 24, 30], or covid vaccine allocations [31, 33].

2 A DYNAMIC MODEL
2.1 Funds-to-Welfare dynamics
We consider a model for both a governmental funding agency A
and the local communities C, which we label 1, . . . , 𝑁 . We also refer

to Figure 1 for a pictorial representation of the main setup.

Every funding period, say year 𝑘 , the agency can allocate fund-

ingsU𝑘 that are divided accordingly to some policy to the commu-

nities. We assume that each community can use the money they

receive, say U𝑖,𝑘 , to fund different activities (e.g., education, hospi-

tals, infrastructure), and we label each activity as 1, . . . ,𝑚. In this

way, the money that is allocated to community 𝑖 and activity 𝑗 in

the 𝑘-th year, is indicated with 𝑢𝑖 𝑗,𝑘 . For simplicity, we stack all the

𝑢𝑖 𝑗,𝑘 for the different activities in a vector 𝑢𝑖,𝑘 ∈ R𝑚
+ (where R+

represents the non-negative real numbers).

Each community generates a welfare with the funding. A welfare

can be the number of children who have received a scholarship,

or the number of doctors who have been hired, and so forth. We

capture the welfare of a given community 𝑖 at the year 𝑘 with the

state vector 𝑥𝑖,𝑘 ∈ R𝑛
+, where 𝑛 are the number of dimensions that

we consider (e.g., scholarships, doctors, ...). With funding 𝑢𝑖,𝑘 for

year 𝑘 , a community generates welfare and this is captured by a

dynamical equation: 𝑥𝑖,𝑘+1 = 𝑓𝑖 (𝑥𝑖,𝑘 , 𝑢𝑖,𝑘 ), where 𝑓𝑖 : R𝑛
+ ×R𝑚

+ →
R𝑛
+ is a function that represents how the money is spent, and how

the welfare is generated, and it is community specific.

One could specify different functions 𝑓 depending on the knowl-

edge of the local communities. One could even extend the present

framework to probabilistic settings, where the dynamical equation

is modeled via a Markov chain, either static or time-varying in time.

For simplicity of exposition, we focus here on a linear relationship,

such as 𝑥𝑖,𝑘+1 = 𝐴𝑖𝑥𝑖,𝑘 + 𝐵𝑖𝑢𝑖,𝑘 + 𝑤𝑖,𝑘 for appropriate matrices

𝐴𝑖 ∈ R𝑛×𝑛
, 𝐵𝑖 ∈ R𝑛×𝑚

and noise term𝑤𝑖,𝑘∈ R𝑛
taking care of pos-

sible errors in the model. We also explicitly avoid to consider local

fundings in the equation, even though that could be incorporated

into 𝑢𝑖,𝑘 and properly factor out when asked for subsidies.



Example 2.1. Consider community 𝑖 receiving 20𝐾 USD for a new
medical equipment (𝑢1,𝑘 ), and 5𝐾 USD for buying children eLearning
tools (𝑢2,𝑘 ). We consider as welfare 𝑥 the number of people successfully
diagnosed and cured 𝑥1, and the number of children finishing that
school year 𝑥2. We could have, for example,[

𝑥1,𝑘+1
𝑥2,𝑘+1

]
=

[
0.8 0
0 0.8

] [
𝑥1,𝑘
𝑥2,𝑘

]
+
[
1.0 0
0.5 1.0

] [
𝑢1,𝑘
𝑢2,𝑘

]
,

where matrix 𝐴𝑖 is modeled to take into account that medical and
eLearning equipments degrade, so that if we do not invest in main-
tenance and new equipments, the number of people cured and the
number of children attending school is going to decrease. We also
model in 𝐵𝑖 the interaction between the number of people cured (some
of which may be children), and the number of children finishing the
school year. This last interaction between investment in healthcare
having effect into schooling is well known [40, 44].

In the following, we assume that the linear dynamical system

is stable, meaning that the eigenvalues of 𝐴𝑖 are all inside the unit

circle. This is a well-motivated assumption, since typically commu-

nities cannot generate more welfare without (local and external)

fundings, andwith no fundings, the welfare will eventually decrease

to the stable zero equilibrium.

Once welfare is generated, one can measure the satisfaction of a

community based on different (standard) indicators. For example,

one could measure or estimate the life expectancy at birth, and/or

the number of years of schooling, or how many miles one has to

travel to get access to drinkable water. Another standard indicator

is the Human development index [43]. We leave the freedom here

to define a vector of indicators 𝑦𝑖,𝑘 ∈ R
𝑝
+ , which we assume propor-

tional to the welfare via a suitable matrix, i.e., 𝑦𝑖,𝑘 = 𝐶𝑖𝑥𝑖,𝑘 + 𝑟𝑖,𝑘 ,
with the addition of a noise term 𝑟𝑖,𝑘 that captures errors in the

linear models, as well as errors in measuring the indicator
1
. Once

again, the linear relationship is a reasonable assumption based on

our current understanding [40, 44].

Putting ourmodel together, wewill consider a funding-to-welfare

dynamical model with a measure of satisfaction as

C𝑖 :
{
𝑥𝑖,𝑘+1 = 𝐴𝑖𝑥𝑘 + 𝐵𝑖𝑢𝑖,𝑘 +𝑤𝑖,𝑘

𝑦𝑖,𝑘 = 𝐶𝑖𝑥𝑖,𝑘 + 𝑟𝑖,𝑘
(1)

The matrices (𝐴𝑖 , 𝐵𝑖 ,𝐶𝑖 ) are generally unknown to the funding

agency, but can be estimated locally via data-driven approaches

from historical data or a priori knowledge, as we explain in Sec-

tion 3.4. Once this triplet is known, under the stability assumption,

one can derive the notion of nominal equilibrium, meaning which

funding 𝑢𝑖,𝑘 will maintain the current level of welfare and satis-

faction in the long term, without noise. This nominal equilibrium

triplet (𝑥𝑖 , 𝑢𝑖 , 𝑦𝑖 ) is found by solving the linear system:

C𝑖 (𝑥𝑖 , 𝑢𝑖 , 𝑦𝑖 ) :
{
𝑥𝑖 = 𝐴𝑖𝑥𝑖 + 𝐵𝑖𝑢𝑖
𝑦𝑖 = 𝐶𝑖𝑥𝑖

(2)

and in particular, under the stability assumption, 𝑦𝑖 = 𝐶𝑖 (𝐼𝑛 −
𝐴𝑖 )−1𝐵𝑖𝑢𝑖 . We let 𝐺𝑖 = 𝐶𝑖 (𝐼𝑛 −𝐴𝑖 )−1𝐵𝑖 for the following, and we

call it the input-output static map.

Our main aim is to design a policy to allocate 𝑢𝑖,𝑘 from year to

year, such that eventually we maximize the long-term satisfaction

1
More complex equations where 𝑢𝑖,𝑘 also plays a role in the satisfaction can also be

considered.

𝑦𝑖 , with a pertinent notion of equitability. We see how we define

the latter next.

2.2 Optimizing for the long-term
To determine a suitable policy sequence of allocations 𝑢𝑖,𝑘 , one

has to define a metric to optimize over. First, we define a graph

G connecting close-by communities. Our intention is to derive a

metric of equitability that depends on local communities and on

how these communities see themselves with respect to other nearby
communities.

Let then G be a graph, such that the nodes are the communities

and the edges are the links between them. In this way, if community

𝑖 is close-by community 𝑗 (i.e., 𝑗 is one of its neighbors), there is a

link between them. We call N𝑖 the set of neighbors of community

𝑖 .We further call 𝑁𝑖 the number of neighbors community 𝑖 has.

Second, we define equitability. In standard literature, equitabil-

ity would be defined as imposing that 𝑦𝑖,𝑘 = 𝑦 𝑗,𝑘 for each pair of

local communities 𝑖, 𝑗 . This is a too stringent requirement in many

applications, and it has already been relaxed into groups, and/or

equitability violations [23]. We follow the route of relaxing this con-

straint first by asking that 𝑦𝑖,𝑘 = 1
𝑁𝑖

∑
𝑗 ∈N𝑖

𝑦 𝑗,𝑘 , for all 𝑖’s (meaning

looking at group averages within the neighborhood, which is what

most communities have access to), and then moving the constraint

in the cost function so that its violation is properly penalized. In par-

ticular, we consider a neighborhood equitability-violation metric

(NEqM) as follows,

(NEqM) 𝜓𝑖 (𝑦𝑖,𝑘 , {𝑦 𝑗,𝑘 } 𝑗 ∈N𝑖
) =




𝑦𝑖,𝑘 − 1

𝑁𝑖

∑︁
𝑗 ∈N𝑖

𝑦 𝑗,𝑘




2 . (3)

Convex function𝜓𝑖 (𝑦𝑖,𝑘 , {𝑦 𝑗,𝑘 } 𝑗 ∈N𝑖
) represents the distance of the

local community 𝑖 from perfect equitability with its neighboring

communities.

Finally, we can define our optimization strategy which is cap-

tured by the optimization problem:

minimize
{𝑢𝑖 ,𝑥𝑖 ,𝑦𝑖 }𝑖∈[1,𝑁 ]

𝜑 ({𝑢𝑖 }𝑖∈[1,𝑁 ] ) +
𝑁∑︁
𝑖=1

𝜓𝑖 (𝑦𝑖 , {𝑦 𝑗 } 𝑗 ∈N𝑖
)

subject to

{
Eq. (2) for all communities 𝑖

𝑢𝑖 ≥ 0,
∑𝑁
𝑖=1 𝑢𝑖 ≤ 𝑠max,

(4)

where, for completeness, we have also added a global convex cost

𝜑 ({𝑢𝑖 }𝑖∈[1,𝑁 ] ) that could impose government preferences on the di-

vision of allocations among the different activities and among differ-

ent communities. Note also the global budget constraint:

∑𝑁
𝑖=1 𝑢𝑖 ≤

𝑠max for a maximal funding 𝑠max, that is imposed not to run over-

budget.

By exploiting the map𝐺𝑖 , Problem (4) can be equivalently recast

into the following funding-only optimization problem

minimize
{𝑢𝑖 }𝑖∈[1,𝑁 ]

𝜑 ({𝑢𝑖 }𝑖∈[1,𝑁 ] ) +
𝑁∑︁
𝑖=1

𝜓𝑖 (𝐺𝑖𝑢𝑖 , {𝐺 𝑗𝑢 𝑗 } 𝑗 ∈N𝑖
),

subject to 𝑢𝑖 ≥ 0,
𝑁∑︁
𝑖=1

𝑢𝑖 ≤ 𝑠max .

(5)

In principle, if the maps 𝐺𝑖 for all 𝑖 were known accurately, the

government could allocate subsidies in a long-term equitable way,

and its policy would be the same at every funding rounds. We call



this strategy, the static open loop (SOL) policy. In reality, the dy-

namics of the local communities, and therefore 𝐺𝑖 , are known only

approximately, the dynamics may change in time, and therefore

one has to incorporate the feedback of the local communities, while

solving (5).

3 POLICIES
3.1 Static ideal policy
Incorporating feedback in the decision-making process is key in

delivering high societal-value outcomes, in the face of uncertainties.

We use here recent tools stemming from data-driven and feedback-

based online optimization.

First, however, we look at a static policy. With the aim of solv-

ing (5), we set up a gradient iteration, as follows in the SOL policy.

SOL Policy
(1) Start with a tentative 𝑢𝑖 [0] for all communities 𝑖 , a

choice of stepsize 𝛾 > 0 and a choice of maximum

iteration steps ℓmax.

(2) For each funding period 𝑘 :

• For all ℓ ∈ [0, ℓmax] and all communities 𝑖 , iterate

with a gradient step:
𝑢𝑖 [ℓ] = 𝑢𝑖 [ℓ] − 𝛾

(
∇𝑢𝑖𝜑 ({𝑢𝑖 [ℓ]}𝑖∈[1,𝑁 ] )+∑𝑁

𝑖=1𝐺
⊤
𝑖
∇𝑢𝑖𝜓𝑖 (𝐺𝑖𝑢𝑖 [ℓ], {𝐺 𝑗𝑢 𝑗 [ℓ]} 𝑗 ∈N𝑖

)
)
,

{𝑢𝑖 [ℓ + 1]}𝑖∈[1,𝑁 ] = ΠB ({𝑢𝑖 [ℓ]}𝑖∈[1,𝑁 ] )
where ΠB (·) is the projection onto the convex set

B =
{
{𝑢𝑖 }𝑖∈[1,𝑁 ] | 𝑢𝑖 ≥ 0,

∑𝑁
𝑖=1 𝑢𝑖 ≤ 𝑠max

}
.

• Set and implement 𝑢𝑖,𝑘 = 𝑢𝑖 [ℓmax + 1]

We know, by standard results in convex analysis and projected

gradient method [36, 37], that the SOL policy delivers a sequence

{𝑢𝑖 [ℓ]} that converges to the solution of Problem (5) for sufficiently

small stepsize 𝛾 , as captured in the following lemma.

Lemma 3.1. Consider problem Problem (5) and its optimizers 𝑢∗
𝑖
.

Assume function 𝜑 to be convex. Assume also that the cost function
𝜑 ({𝑢𝑖 }𝑖∈[1,𝑁 ] ) +

∑𝑁
𝑖=1𝜓𝑖 (𝐺𝑖𝑢𝑖 , {𝐺 𝑗𝑢 𝑗 } 𝑗 ∈N𝑖

) is 𝐿-smooth (i.e., it has
a 𝐿-Lipschitz continuous gradient). Then, choosing 𝛾 < 2/𝐿, the SOL
policy will deliver a sequence for which limℓ→∞ ∥𝑢𝑖 [ℓ] −𝑢∗𝑖 ∥ = 0 for
all communities 𝑖 .

Lemma 3.1 ensures that if ℓmax is taken sufficiently large, we can

set 𝑢𝑖 = 𝑢𝑖,𝑘 . This allocation will be the same across the years, since

𝐺𝑖 ’s are not changing in the SOL policy model. This is therefore

the best static long-term policy
2
.

3.2 Going beyond the utopia
It is not hard to see that the presented SOL policy is a utopian

goal. Not only the triplet (𝐴𝑖 , 𝐵𝑖 ,𝐶𝑖 ) is not known (and therefore

𝐺𝑖 is unknown), but this triplet is only an idealized model of an

underlying more complex system. In this context, with the SOL

policy we would like reality to converge to an ideal model that does

2
Under the smoothness requirements of the lemma, convergence can also be acceler-

ated via Nesterov’s algorithm, but we do not explore this here.

not exist in practice. In fact, it is much more reasonable to aim at

the goal of solving the problem,

minimize
{𝑢𝑖 }𝑖∈[1,𝑁 ]

E
[
𝜑 ({𝑢𝑖 }𝑖∈[1,𝑁 ] )+

𝑁∑︁
𝑖=1

𝜓𝑖 (𝐺𝑖𝑢𝑖 + 𝐻𝑖𝑤𝑖,𝑘 + 𝑟𝑖,𝑘 , {𝐺 𝑗𝑢 𝑗 + 𝐻 𝑗𝑤 𝑗,𝑘 + 𝑟 𝑗,𝑘 } 𝑗 ∈N𝑖
)
]
,

subject to 𝑢𝑖 ≥ 0,
𝑁∑︁
𝑖=1

𝑢𝑖 ≤ 𝑠max,

(6)

where we have set 𝐻𝑖 = 𝐶𝑖 (𝐼𝑛 −𝐴𝑖 )−1, the expectation E[·] is with
respect to all the random variables, and we have reintroduced the

modeling errors 𝑤𝑖,𝑘 , as well as the measurement errors 𝑟𝑖,𝑘 (Cf.

Eq. (1)). This is not a static optimization problem, since the random

variable distribution may change in time, so the best policy will

change at every funding period.

Even when looking at the modified (6), several challenges are

still present. First, the input-output static maps 𝐺𝑖 are only known

up to a certain accuracy, say 𝐺𝑖 , due to the noise terms 𝑤𝑖,𝑘 , 𝑟𝑖,𝑘 ,

and they may drift over the years (since 𝐴𝑖 , 𝐵𝑖 ,𝐶𝑖 may do that).

This requires a modification of the gradient descent to incorporate

actual community feedback. One could take for example feedback

𝑦𝑖 [ℓ] for allocation 𝑢𝑖 [ℓ]; we know that at steady state 𝑦𝑖 [ℓ] =

𝐺𝑖𝑢𝑖 [ℓ] + 𝐻𝑖𝑤𝑖,𝑘 + 𝑟𝑖,𝑘 , and therefore we could take a modified

descent as:

𝑢𝑖 [ℓ] = 𝑢𝑖 [ℓ] − 𝛾
(
∇𝑢𝑖𝜑 ({𝑢𝑖 [ℓ]}𝑖∈[1,𝑁 ] )+
𝑁∑︁
𝑖=1

𝐺⊤
𝑖 ∇𝑢𝑖𝜓𝑖 (𝑦𝑖 [ℓ], {𝑦 𝑗 [ℓ]} 𝑗 ∈N𝑖

)
)
, ∀𝑖 . (7)

In particular, we take the feedback𝑦𝑖 [ℓ] from the community due to

the input𝑢𝑖 [ℓ]. Two important remarks are now necessary. First, we

cannot expect to be asking communities feedback very frequently,

for many logistic reasons and also because we need time before the

funding will create a change in welfare. So we will let ℓ = 𝑘 , in a

way that we run one gradient per funding period. Second, since

one can expect that the gradient may be slow at converging, we

warm start it by setting the initial condition equal to the solution

of the SOL policy.

With this in place, we can devise our first dynamic close loop

(DCL) policy as follows.

DCL Policy
(1) Start with 𝑢𝑖,0 for all communities 𝑖 , being equal to the

SOL policy solution with an estimated 𝐺𝑖 , a choice of

stepsize 𝛾 > 0.
(2) For all funding period 𝑘 and all communities 𝑖 , iterate

with a gradient step:

• Ask for noisy community feedback 𝑦𝑖,𝑘 = 𝐶𝑖𝑥𝑖,𝑘 +
𝑟𝑖,𝑘 .



• Calculate:
𝑢𝑖,𝑘 = 𝑢𝑖,𝑘 − 𝛾

(
∇𝑢𝑖𝜑 ({𝑢𝑖,𝑘 }𝑖∈[1,𝑁 ] )+∑𝑁

𝑖=1𝐺
⊤
𝑖
∇𝑢𝑖𝜓𝑖 (𝑦𝑖,𝑘 , {𝑦 𝑗,𝑘 } 𝑗 ∈N𝑖

)
)
,

{𝑢𝑖,𝑘+1}𝑖∈[1,𝑁 ] = ΠB ({𝑢𝑖,𝑘 }𝑖∈[1,𝑁 ] )
where ΠB (·) is the projection onto the convex set

B =
{
{𝑢𝑖 }𝑖∈[1,𝑁 ] | 𝑢𝑖 ≥ 0,

∑𝑁
𝑖=1 𝑢𝑖 ≤ 𝑠max

}
.

• Implement 𝑢𝑖,𝑘+1.

Notice immediately that the feedback is given on the evolving

dynamical system 𝑦𝑖,𝑘 = 𝐶𝑖𝑥𝑖,𝑘 + 𝑟𝑖,𝑘 , as we do not have a steady-

state equilibrium point in general (so 𝑦𝑖,𝑘 ≠ 𝐺𝑖𝑢𝑖,𝑘 + 𝐻𝑖𝑤𝑖,𝑘 + 𝑟𝑖,𝑘 ).
However this is far from detrimental, since it allows for correcting

for modeling errors. In addition, under reasonable assumptions, we

know that for small enough stepsizes 𝛾 , the DCL policy will deliver

a sequence 𝑢𝑖,𝑘 that converges to the solution of Problem (6) within

an arbitrarily small error bound, as follows.

Lemma 3.2. Consider problem Problem (6) and its time-varying
optimizers 𝑢∗,𝑘

𝑖
. Assume function 𝜑 to be strongly convex. Assume

also that the cost function 𝜑 ({𝑢𝑖 }𝑖∈[1,𝑁 ] ) +
∑𝑁
𝑖=1𝜓𝑖 (𝐺𝑖𝑢𝑖 +𝐻𝑖𝑤𝑖,𝑘 +

𝑟𝑖,𝑘 , {𝐺 𝑗𝑢 𝑗 +𝐻 𝑗𝑤 𝑗,𝑘 +𝑟 𝑗,𝑘 } 𝑗 ∈N𝑖
) is 𝐿-smooth (i.e., it has a 𝐿-Lipschitz

continuous gradient). Then, there exists a sufficiently small𝛾 for which
the DCL policy will deliver a sequence for which lim sup𝑘→∞ E[∥𝑢𝑖,𝑘−
𝑢
∗,𝑘
𝑖

∥] = 𝐸 < ∞ for all communities 𝑖 .
In particular, the error bound 𝐸 is directly proportional to how the

time-varying optimizers 𝑢∗,𝑘
𝑖

change in time, the approximation error
∥𝐺𝑖 −𝐺𝑖 ∥, and the single-point gradient approximation error for the
expectation.

Lemma 3.2 is an embodiment of Theorem 6.1 and Proposition 4.2

of [6], where the various proportionality constants in the error

are spelled out. The interesting thing here is that the DCL policy

can successfully take into account community-driven information

to shape the decision-making process and deliver near-optimal

allocation. The asymptotical error is proportional to how accurately

we know and can model the underlying dynamics.

Before moving on, it is interesting to take the time to analyze the

DCL policy iteration once more. Note that𝑢𝑖,𝑘 is initialized with the

SOL policy solution: it is the ideal long-term strategy that govern-

ment could aim at. This ideal scenario is then faced with short-term

reality in terms of feedback terms 𝑦𝑖,𝑘 , which is the voice of the

community. All is then arranged together and projected into the al-

lowed budget 𝑠max. The convergence lemma is then the proof
that combining an idealized model with pertinent feedback
can work in delivering long-term optimal allocations.

3.3 Learning and re-learning
Since Problem (6) has already time-varying optimizers𝑢

∗,𝑘
𝑖

, one can

imagine to modify the DCL policy, introducing a re-learning of𝐺𝑖 ,

whenever it is required, or whenever new data becomes available.

As we express below.

DCL Policy with re-learn (DCL+)

(1) Start with 𝑢𝑖,0 for all communities 𝑖 , being equal to the

SOL policy solution with an estimated 𝐺𝑖 , a choice of

stepsize 𝛾 > 0.
(2) For all funding period 𝑘 and all communities 𝑖 , iterate

with a gradient step:

• Ask for noisy community feedback 𝑦𝑖,𝑘 = 𝐶𝑖𝑥𝑖,𝑘 +
𝑟𝑖,𝑘 .

• Calculate:
𝑢𝑖,𝑘 = 𝑢𝑖,𝑘 − 𝛾

(
∇𝑢𝑖𝜑 ({𝑢𝑖,𝑘 }𝑖∈[1,𝑁 ] )+∑𝑁

𝑖=1𝐺
⊤
𝑖
∇𝑢𝑖𝜓𝑖 (𝑦𝑖,𝑘 , {𝑦 𝑗,𝑘 } 𝑗 ∈N𝑖

)
)
,

{𝑢𝑖,𝑘+1}𝑖∈[1,𝑁 ] = ΠB ({𝑢𝑖,𝑘 }𝑖∈[1,𝑁 ] )
where ΠB (·) is the projection onto the convex set

B =
{
{𝑢𝑖 }𝑖∈[1,𝑁 ] | 𝑢𝑖 ≥ 0,

∑𝑁
𝑖=1 𝑢𝑖 ≤ 𝑠max

}
.

• Implement 𝑢𝑖,𝑘+1.
• Add the new data (𝑢𝑖,𝑘 , 𝑥𝑖,𝑘 , 𝑦𝑖,𝑘 ) to the historical

data and re-learn 𝐺𝑖 .

This new policy will converge very similarly to the DCL policy,

since the sources of errors are the same, but it has the advantage to

incorporate new information concurrently as the implementation

of new allocations.

3.4 Learning 𝐺𝑖

The above described policies rely on leaning of the map 𝐺𝑖 for

each community, which can be obtained from historical data. We

describe here briefly three ways to learn 𝐺𝑖 .

The most direct (somewhat naive way) is to learn 𝐺𝑖 with 𝑦𝑖
and 𝑢𝑖 data with linear regression, i.e., by fitting a line on the data

points. This discards the underlying dynamical system, but can be

an effective way, especially if the dynamics is fast (i.e., when all the

eigenvalues of 𝐴𝑖 are close to 0).
A more appropriate way to incorporate dynamics in the learning

is via a behavioral approach, which involves the solution of a system

of linear equations. The mathematical details can be found in [5, 6,

10], and they require sufficiently informative data to work.

The most sophisticated way to learn 𝐺𝑖 , is to perform system

identification on𝑢𝑖 , 𝑥𝑖 and reconstruct all the matrices𝐴𝑖 , 𝐵𝑖 ,𝐶𝑖 and

then set 𝐺𝑖 = 𝐶𝑖 (𝐼𝑛 −𝐴𝑖 )−1𝐵𝑖 . While this approach could estimate

the whole dynamical system, it is often an overkill (since we only

need𝐺𝑖 , and 𝑥𝑖 maybe not very easy to estimate). For the interested

reader, we refer to [32].

4 COST CHOICES
4.1 Other fairness metrics: worst-case
While we have studied in more details an equitability violation

metric as defined in (3), one can substitute it with something more

pertinent to specific situations at hand. For example, a concept

that has received attention is to minimize in the worst-case sce-

nario, e.g. [13], which can be interpreted as Rawlsian “maximin”

fairness [42]. In this case, one could consider the convex metric:

(WC-NEqM) 𝜓𝑖 (𝑦𝑖,𝑘 , {𝑦 𝑗,𝑘 } 𝑗 ∈N𝑖
) =




𝑦𝑖,𝑘 − 1

𝑁𝑖

∑︁
𝑗 ∈N𝑖

𝑦 𝑗,𝑘





∞
.

(8)



With this different cost, most of our theoretical discussions still hold,

with the exception that one would need to adapt the optimization

method to handle non-differentiable functions.

4.2 Design of the funding cost
So far we have focused on the design of the output-dependent cost∑𝑁
𝑖=1𝜓𝑖 (𝑦𝑖 , {𝑦 𝑗 } 𝑗 ∈N𝑖

) in Problem (6), leaving to the deciding bodies

the construction of a reasonably motivated funding-dependent cost

𝜑 ({𝑢𝑖 }𝑖∈[1,𝑁 ] ). We will see in the examples how this choice is not

trivial and can jeopardize in practice the equitability that we have

tried to enforce with the output-dependent cost. But before that,

we examine here potential cost design.

The baseline design for 𝜑 ({𝑢𝑖 }𝑖∈[1,𝑁 ] ) is the weighted equal

allocation
3
:

𝜑 ({𝑢𝑖 }𝑖∈[1,𝑁 ] ) =
∑︁

𝑖, 𝑗 ∈[1,𝑁 ]




𝑢𝑖 − 𝑢 𝑗 


2, (9)

enforcing the allocation of the same funding to every community,

possibly weighted by population. This is a commonly advocated al-

location, often believe ethically motivated and “fair”. This is, among

many examples, the strategy the European Union has adopted to

allocate covid vaccines over multiple time periods to its member’s

countries.

This allocation and cost is at odds with our equitability metric. In

fact, since at equilibrium𝑦𝑖 = 𝐺𝑖𝑢𝑖 , and for the equal allocation𝑢𝑖 =

𝑢 𝑗 for all 𝑖, 𝑗 , then the equitability metric becomes determined by

the differences in 𝐺𝑖 among the different communities and cannot

be decreased. For example 𝑦𝑖 −𝑦 𝑗 = (𝐺𝑖 −𝐺 𝑗 )𝑢𝑖 . In fact, as we will

see, if the resources augment (𝑠max augments), then 𝑢𝑖 augments

and therefore the equitability decreases. In this context, allocating

equally among different communities (even factoring in population

size) can foster inequalities in the outcome.

4.3 Power and democracy
As discussed, e.g., in [27], the choice of objective functions is inti-

mately connected with the political economy question of who has

ownership and control rights over data and algorithms, and how

they drive the welfare of the people who have not chosen it. In fact,

the decisional “power” resides in whom designs the objective func-

tion. Inspired by [38, 45], one could enlarge the decision-making

process to make it as inclusive as possible by considering an addi-

tional satisfaction term in the objective. The idea is to incorporate

the satisfaction of a particular decision learned based on the com-

munity feedback on it.

Let us imagine that each community has a function that measures

their dissatisfaction for a particular decision and/or outcome relative
to their neighbors

4
. Let such functions be Δ𝑖 defined as a monotone

function of input and output discrepancies:

Δ𝑖 = Δ𝑖
(


𝑢𝑖 − 1

𝑁𝑖

∑︁
𝑗 ∈N𝑖

𝑢 𝑗




2, 


𝑦𝑖,𝑘 − 1

𝑁𝑖

∑︁
𝑗 ∈N𝑖

𝑦 𝑗,𝑘




2) (10)

Functions Δ𝑖 are unknown but can be learned as explained in [38,

45] by leveraging surveys or other types of feedback.

3
This can be referred to as allocation parity, equal partitioning, egalitarian allocation,

and so forth.

4
Other absolute functions can also be considered in general.

Putting this together, one could consider the composite cost

function for Problem (4) as

𝑓 :=

(𝐴) vs. (𝐵)︷                                                            ︸︸                                                            ︷∑︁
𝑖, 𝑗 ∈[1,𝑁 ]

𝜚




𝑢𝑖 − 𝑢 𝑗 


2 + ∑︁
𝑖∈[1,𝑁 ]




𝑦𝑖 − 1

𝑁𝑖

∑︁
𝑗 ∈N𝑖

𝑦 𝑗




2︸                                                            ︷︷                                                            ︸
what the funding agency wants

+

∑︁
𝑖∈[1,𝑁 ]

𝜎Δ𝑖
(


𝑢𝑖 − 1

𝑁𝑖

∑︁
𝑗 ∈N𝑖

𝑢 𝑗




2, 


𝑦𝑖 − 1

𝑁𝑖

∑︁
𝑗 ∈N𝑖

𝑦 𝑗




2)︸                                                                  ︷︷                                                                  ︸
what the local communities want

(11)

with 𝜌, 𝜎 ≥ 0 weighting terms. Equation (11) represents the whole

democratic decision process, trading-off funding agencies’ wishes

with people’s wishes, and on a finer scale, allocation equality (𝐴)
with social outcome equality (𝐵).

We are now ready to explore all we have discussed so far in two

numerical examples.

5 EXAMPLES
5.1 Health funding allocations in Sub-Saharan

countries
5.1.1 Setting. Our first example portraits the allocation of health

fundings to selected countries in Sub-Saharan Africa. We put our-

selves in a realistic (yet fictitious) setting of a global humanitarian or-

ganization who is deciding how to divide a maximum budget among

several countries, in order to increase people’s life expectancy at

birth.Wemake a few simplifying assumptions for the sake of clarity:

we assume that health funding is responsible for life expectancy
5
,

and that all the health funding (on top of the funding at time zero)

comes from the humanitarian organization without local contribu-

tion. These two assumptions are made to keep the models simple

and yet to capture the main issues. One could remove the assump-

tions by making the models more complex, but we do not pursue

this here.

We consider nine (𝑁 = 9) countries, whose neighborhoods can
be inferred by geography and pictorial represented in Figure 2. We

also collect health expenditure per capita PPP
6
(at constant 2011

USD) and the expected life expectancy at birth from [40, 41], from

1985 till 2015, see Figure 2. Compared to the euro Area, we see

how the selected countries have a similar behavior.

We estimate 𝐺𝑖 for all countries with linear regression from the

data and we compute sensible 𝐴𝑖 , 𝐵𝑖 ,𝐶𝑖 to match the seen data.

In particular, we set 𝐵𝑖 = 1, while 𝐴𝑖 = 0.5 + 𝜖𝑖 (𝜖𝑖 being a zero-

mean Gaussian noise term with standard deviation 0.1) and 𝐶𝑖 =
𝐺𝑖 (𝐼 −𝐴𝑖 ). Having more or different data, one could also have done

the estimation in a different fashion.

5.1.2 Scenarios. With this in place, we look at funding allocation

for a ten-year time period. We set 𝑠max to be a function of time that

increases linearly every year to reach a 50% increase of the nominal

budget after 10 years (this is to mimic the natural occurrence in

5
While correlation has been empirically observed, causality has not been proven in

general, but likely in low-income countries, like the ones considered here, see [40].

6
Purchasing Power Parity.



the past 20 years). We also impose the constraints that the entire

budget has to be used, and no country can get less than the initial

health expenditure. Finally, we consider the cost function,

𝑓ex.1 =
∑︁

𝑖, 𝑗 ∈[1,𝑁 ]
𝜚




𝑢𝑖 − 𝑢 𝑗 


2 + ∑︁
𝑖∈[1,𝑁 ]




𝑦𝑖 − 1

𝑁𝑖

∑︁
𝑗 ∈N𝑖

𝑦 𝑗




2 (12)

with 𝜚 = 0, to focus on long-term equitability alone (see Eq. (3)).

We consider then different scenarios,

(S1) The nominal case, where we have no errors and the dynamic

is exactly reconstructed.

(S2) A series of noisy cases, where the feedback on 𝑦𝑖,𝑘 is given

with some multiplicative
7
Gaussian noise 𝑟𝑖,𝑘 , with zero-

mean and standard deviation: {0.02, 0.04}.
(S3) A series of erroneously estimated 𝐺𝑖 , whereby 𝐺𝑖 is esti-

mated wrongly with a {5%, 10%} standard deviation error.

(S4) A series of evolving dynamics scenarios, where 𝐺𝑖 is esti-

mated with some error level at the beginning, but then it

drifts to other values (so the estimation gets less and less

accurate as time progress). We model this as a slow drift of

𝐺𝑖 towards the 𝐺𝑖 of the euro Area.

5.1.3 Results. In Figure 3, we present our first batch of results.

For the nine sub-figures, the x-axis represents the time periods

(and we generate funding strategies at each period, therefore 10

times), while the y-axis represents the equitability violation metric,

which is our cost function. We consider two cases: the lower one

represents a static 𝐺𝑖 ; the upper one represents a dynamic 𝐺𝑖 as

expressed in scenario (S4). Note that the two sets of curves are in

the same scale range, but for reading clarity we moved the upper

curves above by using a scaling factor 10. In each sub-figure, we

represent the solutions we obtain with the three presented policies

7
Meaning 𝑦𝑖,𝑘 = (1 + 𝑟𝑖,𝑘 ) × (true value) . Multiplicative noise slightly changes our

model, without affecting the theory, and it is more adapted here.
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Figure 2: The data available for the first example from [41],
with a pictorial depiction of how the countries are con-
nected. The data represents the health expenditure vs. the
life expectancy at birth from 1985 to 2015.

(SOL, DCL, and DCL+). Each curve is indicated by the mean and

the standard deviation over 10 realizations.

As we move to the right, we increase the noise error on the

feedback 𝑦𝑖 , from 0.02 to 0.04. As we move to the bottom, we

increase the error on the erroneously estimated 𝐺𝑖 from 5% to

10%. Therefore, the top leftmost sub-figure represents the nominal

case with and without a dynamic 𝐺𝑖 , while the bottom rightmost

sub-figure is the one with most error sources.

As we can see, as long as we are in the nominal case with no or

small errors, then the SOL policy works quite well, and slightly out-

performs the other policies (since these perform only one gradient

step per time period). However, as soon as the error in the dynamic

is higher (as realistic to assume), then both DCL and DCL+ policies

are performing better, as one expects.

Note that DCL and DCL+ are performing very similarly in this

example, showing that re-learning 𝐺𝑖 at every time step may not

be critical in this one-dimensional example, and the feedback is all

that one needs.

In Figure 4, we plot the trajectories of the different countries

when assigned their respective allocations in three different settings.

We can see how the dynamics follow closely the previous evolution,

and life expectancy increase is slower for countries who are doing

already well (e.g., Kenya), and faster for countries that start with

a disadvantage (e.g., Uganda). While this is reasonable with our

choice of policy (long-term equitability), one can wonder if this is

“fair” (i.e., is it “fair” to artificially limit better performing countries
and invest primarily in worse-off ones?), and we explore this next.

5.1.4 Changing cost. We consider now cases for which we can

select a non-zero 𝜌 value in the cost function (12). This represents

wanting to trade off equal allocation with long-term equitability.

For simplicity, we set ourselves in the nominal case and we consider

only the SOL policy
8
.

In Figure 5, while varying 𝜚 from 0 to 0.5, we plot in blue the

equitability violation after ten years normalized with the one at

year 0, and the allocation equality violation after ten years also

normalized with the one at year 0. For these two curves, values

below 1 imply that we are doing better than from when we started

from, while values above 1 signify that we are increasing violations
of the metrics.

We also plot in red the average of the life expectancy after ten

years normalized with the one at year 0, along with its standard

deviation.

As we see, equitability is very sensitive, i.e., fragile, to 𝜚 values

different from 0, and even a small one would increase equitability

violation. What is also very remarkable is that despite the average

social outcome (i.e., average life expectancy) being mainly the same

for all values of 𝜚 , the inequalities among countries increase if 𝜚

increases, further segregating them. This also suggests that aiming

at imposing “equality” by equal allocation can drive inequalities in

social outcomes, while not affecting average social welfare.

Remark 5.1. This is quite interesting for funding allocation, but
also in vaccine allocations over multiple periods, when one wants to
make sure that the vaccination uptake is equivalent among neigh-
boring countries (to allow for safe travel), and the global average
8
Other policies can be considered, as well as error, but they would not change the

main qualitative result.
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Figure 3: Equitability violation metric for the different scenarios considered in the health subsidies example. These figures
show that if the dynamical model is not accurately estimated, then both DCL and DCL+ policies, which integrate community
feedback, are performing the best.
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Figure 4: Countries’ evolution for different scenarios considered in the health subsidies example. When a different dynamics
is considered countries can achieve higher or lower life expectancy.

uptake is as high as possible9. Figure 5 seems to indicate that the
proportional-to-population strategy may not be as effective to achieve
equitability as more targeted policies based on actual uptakes, and
the countries’ capacity to turn vaccine vials into vaccinated people.

9
In this case, equitability represents equal uptake among neighboring countries.

5.2 Health and Education Subsidies in Malawi
5.2.1 Setting. We look now at a more complex example: the al-

location of health and education fundings to a number of local

communities in Malawi
10
. The data comes from [3, 44], and we use

them to create a realistic, yet fictitious, nominal dynamical system

10
We focus on Malawi, since the country is very active when it comes to education

subsidies and education data is available: in particular, data on expenditure corresponds

found on World Bank Education Statistics [44], while data on years of schooling found

on Barro Lee Education dataset [3].
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Figure 5: Interplay between long-term equitability and
equal allocation, in the health subsidies example, for the
nominal scenario and SOL policy. Equitability is fragile to
compromise (i.e., 𝜚 values different from 0), and while the
average life expectancy is mainly the same for all values of
𝜚 , the inequalities among countries increase if 𝜚 increases.
This suggests that aiming at imposing “equality” by equal
allocation can drive inequalities in social outcomes, while
not affecting average social welfare.

for how the fundings generate welfare and ultimately increases

both life expectancy and years of schooling. The nominal system is

as follows:[
𝑥1,𝑘+1
𝑥2,𝑘+1

]
=

[
0.5 0
0 0.3

] [
𝑥1,𝑘
𝑥2,𝑘

]
+
[

1.0 0
0.01 1.0

] [
𝑢1,𝑘
𝑢2,𝑘

]
,[

𝑦1,𝑘
𝑦2,𝑘

]
=

[
1.0 0.03

0.005 1.0

] [
𝑥1,𝑘
𝑥2,𝑘

]
,

where, as in Example 2.1, we set 𝑢1,𝑘 to be the health funding,

while 𝑢2,𝑘 is the education funding. The output 𝑦1,𝑘 represents

the life expectancy, while 𝑦2,𝑘 the years of schooling. As we see,

the funding in health also generates welfare in education. The

education dynamic 0.3 has less inertia than the health, which is also
empirically observed. This system is compatible with the observed

data and it will be used to evaluate our policies (which, we remind,

do not need access to the system to work, just input-output data).

We generate 25 local communities by adding noise to the co-

efficients of the above nominal system
11
, and generate a random

network of interconnection to model graph G. We run our poli-

cies on a scenario in which we want to decide the allocation of

the fundings for the next 10 funding periods (years) in order to

optimize long-term equitability. We assume we have no feedback

noise, but we insert a 5% random noise level on the estimation of

𝐺𝑖 , and consider 25 different realizations. As in the first example,

we consider increasing the funding at each period (so to have 50%
for health, and 25% for education in ten years). We consider cost

function (12) with 𝜚 = 0, to focus on long-term equitability only.

11
In particular, we add zero-mean Gaussian noise terms with different standard

deviation 𝑆 : 𝑆𝐴11 = 0.02, 𝑆𝐴22 = 0.05, 𝑆𝐵21 = 0.0025, 𝑆𝐶12 = 1.5e−5,
𝑆𝐶21 = 2.5e−4.
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Figure 6: Metric and evolution for the example of subsidies
for health and education in 25 local communities. Here we
see how the DCL+ policy behaves the best in reducing equi-
tability violation.

5.2.2 Results. In Figure 6-left, we can see how the policies con-

tribute at diminishing the violation of long-term equitability. As we

can see, since we have an estimation error on the estimation of 𝐺𝑖 ,

we observe that policy SOL behaves the worst, while integrating

feedback is the best solution. As in the previous example, we plot

here the mean and we shade the standard deviation along the mean

for the different realizations.

We notice how policy DCL+ performs the best in this two-

dimensional scenario, advocating for its need, in general, for more

complex dynamical systems with correlations among the different

dimensions.

Figure 6-right depicts (for one realization) the evolution of both

the life expectancy and the years of schooling for the different

communities. As we see, the respective values are driven to coalesce.

5.2.3 Changing cost. In Figure 7, we expand the setting. For sim-

plicity, we consider no estimation error, so SOL behaveswell, andwe

do not have issues related to different realizations, while maintain-

ing the same qualitative result. Then we consider a more complex

cost function, as

𝑓ex.2 =
∑︁

𝑖, 𝑗 ∈[1,𝑁 ]
𝜚




𝑢𝑖−𝑢 𝑗 


2+ ∑︁
𝑖∈[1,𝑁 ]

[
(1−𝜚 )




𝑦𝑖− 1

𝑁𝑖

∑︁
𝑗 ∈N𝑖

𝑦 𝑗




2+𝜎Δ𝑖 ],
(13)

trading-off equality of allocation, long-term equitability, and com-

munities’ preferences. In particular, we set:

Δ𝑖 = 𝜔
𝑢
𝑖




𝑢𝑖 − 1

𝑁𝑖

∑︁
𝑗 ∈N𝑖

𝑢 𝑗




2 + 𝜔𝑦

𝑖




𝑦𝑖,𝑘 − 1

𝑁𝑖

∑︁
𝑗 ∈N𝑖

𝑦 𝑗,𝑘




2, (14)

where 𝜔𝑢
𝑖
, 𝜔

𝑦

𝑖
∈ [0, 1] are non-negative weights that capture each

community preference to equality of allocation or long-term eq-

uitability within their neighborhood. We set 𝜔𝑢
𝑖
= 0, 𝜔

𝑦

𝑖
= 1 for

the first 13 communities and the other way around for the remain-

ing 12. Note that 𝜔𝑢
𝑖
, 𝜔

𝑦

𝑖
could be learned on-line as explained in

e.g., [38, 45], but we do not do it here for the sake of simplicity.

In Figure 7, we capture the results in terms of Pareto frontier.

In particular for different choices of 𝜎 = {0, 0.25, 0.5}, we vary 𝜚
from 0 (all long-term equitability) to 1 (all equal allocations), and

we plot the normalized (to the initial time period 𝑘 = 0) end-value



of equitability violation (i.e, value at 𝑘 = 10/ value at 𝑘 = 0) as well
as normalized end-value of equal allocation violation.

We observe the following. Consider the case 𝜎 = 0, so no com-

munity personalization is present. When 𝜚 varies smoothly from

0 to 1, then the equitability violation gets worse, and equal allo-

cation violation gets better, as one expects. We find back the fact

that long-term equitability is fragile, since when 𝜚 is slightly > 0
(here 𝜚 = 0.2) then equitability violation gets > 1, and therefore

worse than the beginning. Equal allocation is less fragile, seemingly

having an accumulation of points for large values of 𝜚 . Observe also

the point for which both equitability and equal allocation are both

> 1, signifying that both metrics get worse than the beginning. This

possibility should not surprise, since the initial condition is not at

equilibrium, it is possible for things to get worse. Which happens if

one is aiming at a difficult balance between two conflicting metrics,

without a decisive direction.

Consider now the case 𝜎 > 0, having more than half of the

communities wanting long-term equitability, and the rest equal

allocation. We see again the observed trend for 𝜎 = 0, with the im-

portant difference that long-term equitability violation is larger. We

find again the possibility for both equitability and equal allocation

to get worse than when we started (both values > 1), which should

not surprise, but it must be avoided in practice.

Focus on point (A) in the graph. There the governmental funding

agency decides to weigh in the local communities’ feedback, while

balancing equitability with equal allocation: from many perspec-

tives, its policy is a justified compromise. However, things get worse

for both metrics. Even if for some of the communities a local metric

may have improved, as a whole the country is worse off, suggesting

that (naive) compromise may not be always a good strategy
12
.

Observe again Figure 7, and in particular how few points are

in the quadrant (II) that improves equitability: equitability can be

achieved, but it is fragile. It is very sensitive to compromise and

trade-offs.

We close looking at quadrant (I): the region where everything

improves. While one would like to drive the country there, this is

independent from subsidies. As we have argued in Section 4.2, the

only possibility to have an equilibrium in this area is that 𝐺𝑖 ≈ 𝐺 𝑗 ,

so that equal allocation implies equitability and vice versa. This

further suggests that subsidy design alone is not sufficient to drive

countries and communities to increase welfare, but one also needs

systemic changes to how the welfare is generated and transformed

(i.e., one needs to change the underlying dynamical systems, and

therefore 𝐺𝑖 ).

6 CONCLUSIONS
We have studied long-term equitability for allocating limited re-

sources in a dynamic setting, whereby local communities can evolve

based on the allocations that a funding agency provides, and they

give feedback on their social outcome, and possibly preferences. We

have proposed policies to drive the system to the desired long-term

equitability and we have empirically shown how this equitability is

fragile. In particular, it can be quickly lost if allocations are divided

12
This does not mean that compromise should be avoided at all costs. Our results sug-

gest that compromise should be planned carefully, taking into account the community

dynamic evolutions, as we do here.

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75

Normalized Equitability violation

0

1

2

3

4

5

N
or

m
al

iz
ed

E
qu

al
al

lo
ca

ti
on

vi
ol

at
io

n

(II)

(I)

(III)

(IV)

(A)

% = 0

% = 0

% = 1

σ = 0.00

σ = 0.25

σ = 0.50

Figure 7: Pareto frontiers for the example of subsidies for
health and education in 25 local communities. This figure
represents the trade-offs and compromises inherent in any
democratic country: balancing local preferences (big 𝜎), eq-
uitability, and allocation equality (big 𝜌) in different ways
lead to different social outcomes. The main takeaway from
this figure is that a naive compromise could lead to point
(A), where one degrades both equal allocation and equitabil-
ity. Also equitability is fragile to compromise (as we have
comparably less points in quadrant (II) ).

to take also into account other fairness notions, such as funding

parity.

As such, the main takeaways of this paper are as follows:

•Whenever one considers dynamic effects and looks at the in-

terplay between decisions and how who is affected by them evolves

because of them, then incorporating feedback is critical in designing

policies that are robust to modeling errors. These online optimiza-

tion with feedback policies can then achieve long-term equitability,

if the cost function is properly tuned.

• Long-term equitability is very sensitive to compromise. If one

decides to balance local community wishes with global equitability

and other forms of parity (e.g., funding parity), then any gains in

equitability can be quickly lost, and naive compromises can even

lead to the worsening of most (or all) of the social outcomes that

were considered in the compromise.

These two conclusions should be central whenever allocating

limited resources in a dynamic setting, ranging from designing

policies for health subsidies (in low and high income countries

alike) to designing subsidies for the transition to a net-zero carbon

world.
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