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ABSTRACT
The wide application of AI-based decision systems in many high-
stake domains has raised concerns regarding fairness of these sys-
tems. As these systems will lead to real-life consequences to people
who are subject to their decisions, understanding what these deci-
sion subjects perceive as a fair or unfair system is of vital importance.
In this paper, we extend prior work in this direction by taking a
perspective of repeated interactions—We ask that when decision sub-
jects interact with an AI-based decision system repeatedly and can
strategically respond to the system by determining whether to stay
in the system, what factors will affect the decision subjects’ fairness
perceptions and retention in the system and how. To answer these
questions, we conducted two randomized human-subject experi-
ments in the context of an AI-based loan lending system. Our results
suggest that in repeated interactions with the AI-based decision
system, overall, decision subjects’ fairness perceptions and reten-
tion in the system are significantly affected by whether the system
is in favor of the group that subjects themselves belong to, rather
than whether the system treats different groups in an unbiased
way. However, decision subjects with different qualification levels
have different reactions to the AI system’s biased treatment across
groups or the AI system’s tendency to favor/disfavor their own
group. Finally, we also find that while subjects’ retention in the
AI-based decision system is largely driven by their own prospects
of receiving the favorable decision from the system, their fairness
perceptions of the system is influenced by the system’s treatment
to people in other groups in a complex way.
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1 INTRODUCTION
With the rapid advance of the Artificial Intelligence (AI) technolo-
gies, a growing number of AI-based decision systems have been
developed to automate the decision making in a wide range of
high-stake domains such as loan lending [31], hiring [4], and im-
migration policing [18]. Unfortunately, it is found that many of
these AI-based decision systems inherit the pre-existing biases in
the dataset on which the systems get trained, and treat people com-
ing from different socio-demographic groups in an unfair manner.
For example, an AI model that reviews the credit card applications
was found to exhibit gender bias as it gave a male applicant 20
times more credit limit compared to a female applicant with the
same qualification [43]. In another case, an AI model widely used
in US hospitals to allocate health care to patients was found to
systematically discriminate against African Americans [23, 33].

The possibility of AI-based decision systems to behave unfairly
has sparked great interests among researchers to investigate vari-
ous methods for ensuring fairness in such systems. While earlier
works tackle this challenge mostly by adjusting the training data,
processes, and outputs of the AI systems [1, 20, 48, 49], more re-
cently, an increasing number of studies start to take a more human-
centered view by probing deeper into what does a “fair” AI-based
decision system mean to people. For example, user interfaces have
been designed to elicit diverse subjective fairness notions from
different stakeholders [6]. Experimental studies have been con-
ducted to understand people’s preferences over multiple fairness
definitions that potentially compete with one another [17, 37, 40].
Frameworks have also been proposed to learn context-aware fair-
ness notions from humans’ situated fairness judgements [46].

As AI-based decision systems bring about real-world conse-
quences to people’s lives, another important line of research re-
garding fairness of these systems is to examine what factors affect
the fairness perceptions of decision subjects of an AI-based decision
system (i.e., those people about whom the decisions are made by
the system), and how. To this end, Wang et al. [44] show that in the
one-shot interaction with an AI-based decision system, decision
subjects perceive the system to be fairer both when the system is
not biased against any specific group (i.e., the system is “fair” across
groups), and when the system’s decisions on them are in their favor.
However, in practice, decision subjects often can repeatedly interact
with an AI-based decision system and strategically respond to the
system by, for example, actively deciding whether they want to
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stay in the system or depart from it. In these scenarios of repeated
interactions, how will a decision subject’s fairness perceptions in an
AI-based decision system be affected by various factors regarding
the system’s decision outcomes, such as the system’s fairness level
across groups and its tendency to favor the subject’s group? And
will these same factors also impact the subject’s retention in the
system? To complicate things further, different decision subjects
have different characteristics, such as their qualification levels (i.e.,
they “deserve” a favorable decision to different degree) and sensitiv-
ity to fairness (i.e., they “value” fairness to different degree). What
roles these individual characteristics play, both on their own and
as potential moderating factors, in changing the subject’s fairness
perceptions and retention in the AI-based decision system?

In this paper, we made an initial attempt to answer these ques-
tions by conducting randomized human-subject experiments. In
our experiments, we recruited human subjects to play a game in
which they would play as a small business owner with randomly
assigned group identity and qualification levels (i.e., credit score
levels), and they needed to apply for loans from a bank to support
their business for a period of at most 10 rounds. Subjects were told
that the bank utilized an AI system to make its lending decisions. If
the subject applied for a loan from the bank in one round, the bank’s
lending decisions on her as well as the summary information of
the bank’s decisions on all other applicants during the same period
would be revealed to her. Importantly, after interacting with the
AI-based banking system for at least once, the subject could decide
to not apply loans from the bank anymore at any time and therefore
depart from the system in any round as she wished.

Our first study involved two experimental treatments by varying
decision outcomes of the bank’s AI system across loan applicants of
different groups. Through this study, we found that when a decision
subject interacts with an AI-based decision system repeatedly, both
her fairness perceptions and her retention in the system is signifi-
cantly affected by whether the system is in favor of her own group,
rather than whether the system treats people of different groups in
an unbiased way. Decision subjects with higher qualification levels
also had significantly higher retention in the system, but their fair-
ness perceptions of the system did not change. More interestingly,
we noted that the decision subject’s qualification level moderates
the impacts on her fairness perceptions and retention in the AI
system that are brought up by the system’s decision outcomes.
As for the decision subject’s sensitivity to fairness, we observed
that subjects who value fairness more tended to perceive AI-based
decision systems as more unfair and be less willing to participate
in these systems, but we did not find any significant moderating
effects associated with the subject’s fairness sensitivity.

The findings of our first study led to a natural follow-up question—
When decision subjects increase/decrease their fairness perceptions
and retention in an AI system as it favors/disfavors the subject’s
group, are the changes driven by the subject’s own prospects of
receiving the favorable decision, or the subject’s relative advan-
tage/disadvantage over people in other groups in receiving the
favorable decision? We conducted a second study to explore the
answers to this question. Our results suggest that decision subjects’
retention in theAI system is primarily driven by their own prospects

of receiving the favorable decision. In contrast, the system’s treat-
ment to people in other groups did significantly contribute to sub-
jects’ fairness perceptions of the system, both via establishing a
baseline for subjects to see the relative advantage/disadvantage of
their own group, and perhaps surprisingly, via giving subjects a
sense of the system’s overall tendency to grant favorable decisions.

We conclude by discussing the implications of our study on un-
derstanding humans’ repeated interactions with AI-based decision
systems, and address the limitations of our work.

2 RELATEDWORK
There is a growing body of work on understanding how humans
adopt, interact with, and trust the AI-based decision-making sys-
tems [7, 9, 13, 26, 29, 34–36, 45, 47, 52]. Among many other factors,
whether the AI system is “fair” is deemed as a critical factor that will
affect people’s perceptions of and reactions to the system. However,
while there are numerous fairness definitions being proposed in
the computer science literature [11, 12, 16, 22, 28, 30, 42], there is
no clear agreement over a particular definition [37], and fairness
requirements could be highly context-dependent [27]. Therefore,
many empirical studies have been designed to solicit human pref-
erences over different fairness definitions for a variety of decision-
making contexts [17, 37, 40]. For example, for loan lending decisions,
Saxena et al. [37] compared three fairness definitions and found that
the calibrated fairness definition tends to be preferred by laypeople.

More recently, a more human-centered perspective has been
taken to understand the fairness of AI-based decision systems. That
is, instead of searching for a single, objective definition of fairness,
fairness is increasingly being treated as a subjective concept, and
various studies have been carried out to examine the range of fac-
tors that may affect people’s fairness perceptions of an AI system.
For instance, Hannan et al. [15] found that in resource allocation
scenarios, people’s fairness perceptions are influenced by what
resource is being allocated, who allocates the resources, and some-
times even how the questions regarding fairness perceptions are
asked. Other key influencing factors include whether and how the
system’s decisions are explained [3, 10, 38], the ways that the AI
system’s decisions are presented and visualized [41], and people’s
personal experience related to the algorithmic decision making
scenario [14]. Researchers have also explored fairness perceptions
of an AI-based decision systems from different stakeholders’ points
of view. For example, by independently controlling the AI system’s
decisions on individuals (i.e., favorable vs. unfavorable) and the
system’s treatment across groups (i.e., biased vs. unbiased), Wang
et al. [44] showed that decision subjects’ fairness perceptions of
an AI system are predominately affected by whether the system
makes a decision that is in their favor, although holding all else
equal, decision subjects also perceive a system that exhibits unbi-
ased treatment across different groups as fairer. On the other hand,
from system developers’ perspectives, factors used and processes in-
volved in algorithmic decision making of an AI system are essential
for them to judge the system’s fairness level [21].

Compared to the prior work, in this paper, we aim to re-examine
decision subjects’ fairness perceptions and retention in AI-based
decision systems as they interact with these systems repeatedly.
This perspective of repeated/long-term interactions has been taken
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in more theoretical examinations of fairness in AI, in which re-
searchers often argue that an AI model that makes one-shot fair
decisions by enforcing static fairness constraints may not lead to
long-term well-being of those groups it aims to protect. This is
because the decisions that an AI model makes on people, in the
long run, can also reshape people, including changing the qual-
ification distributions of different groups [24, 51], changing the
group representation over time [50], affecting people’s willingness
to invest in their qualification [25], and causing different levels of
precarity to people [32]. Our work complements this theoretical
line of work from two perspectives: First, we extend the discussions
from decision subjects’ well-being in repeated interactions to their
fairness perceptions in repeated interactions, and we suspect these
perceptions may also be different from those perceptions in one-
shot interactions. For example, the impact of an AI model being
unfair across groups on decision subjects’ fairness perceptions of
the model may either be strengthened in the repeated interactions
due to people’s repeated exposure to the model’s biased treatment,
or be weakened as some people see the possibility to “exploit” such
biased treatment to optimize their own utility. Second, as many the-
oretical studies use simulated models to capture the long-term user
dynamics [8, 50], our investigation into decision subjects’ retention
in repeated interactions with an AI model could provide empirical
evidence for characterizing the user dynamics more realistically.

3 STUDY 1
In our first study, to understand decision subjects’ fairness per-
ceptions and retention in an AI-based decision system as they re-
peatedly interact with the system, we conducted a randomized
human-subject experiment. In particular, we ask:
• RQ1: How are decision subjects’ fairness perceptions and their
willingness to participate in the AI-based decision system af-
fected by properties of the decision outcomes, such as the AI
system’s fairness level across groups (i.e., whether the AI system
treats decision subjects of different groups equally), and the AI
system’s tendency to favor the subject’s own group?

• RQ2: What role does a decision subject’s qualification level play
in influencing her fairness perceptions and retention in the AI
system, both on its own and as a potential moderator of the
impacts of the AI system’s decision outcomes on the subject?

• RQ3: What role does a decision subject’s sensitivity level to fair-
ness play in influencing her fairness perceptions and retention
in the AI system, both on its own and as a potential moderator of
the impacts of the AI system’s decision outcomes on the subject?

3.1 Experimental Design
3.1.1 Experimental Tasks. We recruited human subjects to play a
game in our experiment, in which each subject was asked to play as
a small business owner, and would interact with a bank repeatedly
by applying loans from it to support her business. Subjects were
told that this bank uses an AI model to make lending decisions,
and they could decide whether to keep applying for loans from
this bank of their own volition. The main interface of this game is
shown in Figure 1. More specifically, upon arrival at the game, each
subject was assigned with a loan applicant profile that represents
her throughout this game (Figure 1A), which included 5 features:

• Group: the applicant’s group identity, with two possible values—
red or blue.

• Credit score range: a 30-point range of the applicant’s credit
score, which can be one of the 12 possible ranges in the set {480–
510, · · · , 630–660, 660–690, · · · , 810–840}. Subjects were told
that their precise credit score varies over time, but it typically
falls into the range on their profile. They were also told that a
credit score above 660 is generally considered to be “high,” and
the higher their credit scores are, the more they could hope to
get their loans approved.

• Credit history: the number of years that the applicant has a
credit history, which takes a value between 10 and 20.

• Home ownership: the ownership of the applicant’s home, with
two possible values—rent or own.

• Small business industry: The type of industry the applicant’s
small business belongs to, which can be one of the five values—
software and IT services, advertising and marketing, food and
accommodation service, healthcare service, and construction.
The subject’s loan applicant profile was created by uniformly ran-

domly sampling a value from the set of possible values for each of
the 5 features. Note that for the applicant’s group identity, we chose
to not bind it with a particular definition of socio-demographic
groups (e.g., gender, race) to avoid the possible noisy data resulted
from a mismatch between a subject’s group identity in the real
world and in the game. In addition, the credit score range of a sub-
ject was used to reflect the subject’s “qualification level,” i.e., to what
extent the subject deserves a favorable decision (i.e., getting the
loan)—the higher the credit score of a subject, the more “qualified”
she was for receiving a loan. Finally, the last 3 features were added
into the subject’s profile to make the profile more realistic.

Beyond the loan applicant profile, the subject was also given
an “account” with an initial balance of 600 “coins.” The subject
then needed to interact with the bank for at most 10 rounds. In
each round, the subject was asked to decide whether she’d like
to continue to apply for a loan from the bank (Figure 1B). If yes,
50 coins would be deducted from her account as the application
fee. The bank’s lending decision, which was decided by the AI
model, would then be revealed to her (Figure 1C)—if the AI model
approved her loan application, the subject would receive a reward
of 100 coins; otherwise the subject would receive nothing. The
subject would also be able to view the summary information of
the AI model’s decisions on all applicants in this round—broken
down by the applicant’s group—before moving on to the next round
(Figure 1D; see Section 3.1.2 for details). However, in one round,
if the subject decided not to continue to apply for a loan from the
bank, she would immediately leave the game and be re-directed to
the end of the experiment.

Overall, this game was designed to closely reflect the real-world
scenario that decision subjects can freely decide whether they are
willing to “stay in the system” to take part in AI-based decision
making (i.e., whether they want to be subject to a particular AI sys-
tem’s decisions) as they repeatedly interact with the system. These
participation decisions are often made as the decision subjects—
with some knowledge of their own qualification levels—observe
the AI system’s decisions on themselves and on others over time.
Moreover, while the decision to participate is often costly (i.e., the
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Figure 1: The main interface of the game. The loan applicant profile assigned to the subject is presented on the interface (Part
A). In each round, the subject needed to decide whether to continue to apply loans from the bank (Part B). If the subject decided
to apply for a loan in one round, the AI model’s lending decision on the subject would be revealed to her (Part C), and the
subject could also get a summary of the AI model’s decisions on all applicants in this round (Part D).

participate decision in the game is associated with a “fee” of 50
coins), decision subjects could benefit from such participation when
the AI system grants a favorable decision to them (i.e., a favorable
decision is associated with a “reward” of 100 coins in the game).
Note that in this game, we assume the AI model is not updated
over time, and the model’s decisions do not result in changes in the
decision subjects’ qualification levels that are significant enough to
affect the model’s future decisions on them. Understanding decision
subjects’ fairness perceptions and retention in repeated interactions
with the AI-based decision systems after relaxing these assumptions
will be an interesting future work.

3.1.2 Experimental Treatments. We created two treatments by vary-
ing properties of the bank’s AI model:
• “Fair” model: In this treatment, the bank’s AI model treats
applicants from different groups equally. Specifically, this AI
model makes a stochastic lending decision based on a “decision
matrix,” as shown in Table 1a. According to this matrix, regardless
of the group identity of the applicant, the chance for this AI model
to approve the loan for an applicant with a high credit score (i.e.,
score ≥ 660) is 70%, while the chance to approve the loan for an
applicant with a low credit score (i.e., score < 660) is 30%.

• “Unfair”model: In this treatment, the bank’s AI model is unfair
as it is systematically in favor of applicants from the red group.
Specifically, for applicants of the red group, the AI model makes
its stochastic lending decision based on the decision matrix as
shown in Table 1b—the probabilities for the AI model to approve
the loan for a red group applicant with a high or low credit score
are 90% or 40%, respectively. In contrast, for applicants of the
blue group, the AI model makes its stochastic lending decision
based on the matrix as shown in Table 1c—the probabilities for

the AI model to approve the loan for a blue group applicant with
a high or low credit score are 50% or 20%, respectively.
Specifically, in one round of the game, if the subject decided to

apply for a loan from the bank, the bank’s lending decision on her
would be made by the AI model of the subject’s assigned treatment—
Given the decision matrices of the AI model, the subject’s group
identity and credit score range would be used to determine the
probability of loan approval, and then the AI model would ran-
domly realize its lending decision on the subject according to this
probability. Moreover, to allow the subject to get a sense of the AI
model’s overall decisions on applicants of different groups, we told
the subject that many other people had also applied loans from
the bank in the same time period, and we showed the summary
information of the AI model’s decisions on all these applicants to
the subject1. In particular, in each round, we simulated another 𝑁
loan applicants where 𝑁 is an integer uniformly randomly drawn
from the interval of [1000, 1200]. Again, for each of these 𝑁 appli-
cants, we randomly generated her profile (i.e., each feature value
was uniformly randomly sampled from the set of possible values)
and determined the lending decision for her using the AI model
of the subject’s assigned treatment. Finally, we displayed the AI
model’s decisions on all these 𝑁 applicants to the subject through
flowcharts (Figure 1D)2, with decisions on red group applicants
and blue group applicants shown in separate flowcharts. We also
provided textual explanations along with the flowcharts to help
subjects better interpret information in the flowcharts.

1In reality, decision subjects may get access to such summary information of the AI
model’s decisions on decision subjects of different groups due to media coverage or
scientific investigation of the AI model, such as [2, 5].
2We chose to use flowcharts since previous study suggested that flowcharts could best
support laypeople’s understanding of the performance of algorithmic models [39].
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Credit/Decision Approve Deny

≥ 660 70% 30%

< 660 30% 70%

(a) Fair model: Red/Blue group

Credit/Decision Approve Deny

≥ 660 90% 10%

< 660 40% 60%

(b) Unfair model: Red group

Credit/Decision Approve Deny

≥ 660 50% 50%

< 660 20% 80%

(c) Unfair model: Blue group
Table 1: The decision matrices used by the AI model in different treatments of Study 1 on loan applicants of different groups.
Number in each cell represents the probability for the AI model to approve/deny an applicant when the applicant’s credit score
falls into the range as specified in the corresponding row.

We note that if we consider each loan applicant’s qualification
level (i.e., their credit score range) as the “ground truth” for the
lending decision, the decision matrices in Table 1 are effectively
the AI models’ confusion matrices. Since each loan applicant’s pro-
file was generated uniformly randomly, when considering the AI
model’s overall performance regardless of the group identity of the
decision subjects, the fair AI model and the unfair AI model had
exactly the same expected performance with respect to a range
of metrics such as accuracy, positive prediction rate (PPR), false
positive rate (FPR), and false negative rate (FNR)3. However, while
the fair AI model treats decision subjects of different groups equally,
the unfair model is in favor of decision subjects from the red group
according to all these metrics—it had a higher accuracy, a higher
PPR, a higher FPR, and a lower FNR, on red group applicants.

3.1.3 Experimental Procedure. Our experiment was posted as a Hu-
man Intelligence Task (HIT) on AmazonMechanical Turk (MTurk)4.
This HIT was open to U.S. workers only, and each worker was al-
lowed to take the HIT only once.

Upon arrival at the HIT, the subject was asked to create a nick-
name and select an avatar to represent herself in the game. She
would then be presented with the instruction of the game. In partic-
ular, we used an interactive tutorial to explain to her the meaning
of all the information shown in her assigned, randomly generated,
loan applicant profile, the interface of the game (e.g., how to read
the flowcharts), as well as the rules of the game. At the end of the
instruction, we prepared 4 questions to test the subject’s under-
standing of the game. The subject was only qualified to proceed to
the actual game after correctly answering all these questions.

Once qualified, the subject would be randomly assigned to one
of the two experimental treatments and start to play the game. As
explained in Section 3.1.1, in each round of the game, the subject
decidedwhether to continue to apply for a loan from the bank. If yes,
the bank’s lending decision on her, as well as on all applicants in this
round, would then be revealed to the subject5. The subject’s account
balance would also be updated based on the lending decision she
received. To make sure that the subject at least had some interaction
with the AI system, we required each subject to apply for a loan in
the first round. After that, the subject could continue to apply for
loans for a maximum of 9 more rounds, but she could also decide not
to apply for loans anymore in any round, which would immediately
redirect the subject to the end of the game.

3We considered the decision of approving the loan as the positive decision. On expec-
tation, both the fair model and the unfair model had an accuracy of 70%, a positive
prediction rate of 50%, a FPR of 30%, and a FNR of 30%, across all decision subjects.
4All of our experiments were approved by the IRB of the authors’ institution.
5On the interface, we used a light yellow background to highlight the AI model’s
decisions on applicants coming from the subject’s own group to allow subjects better
contrast the model’s performance on different groups.

At the end of the game, the subject was asked to answer a few
exit-survey questions. In particular, the subject first reported some
demographic information (e.g., gender, age). Then, the subject was
asked to indicate how fair she perceived the bank’s AI system was—
We adapted a set of six fairness perception statements from those
used in [44] (e.g., “The bank’s AI system is fair to manage loan
applications.”), and the subject evaluated how much she agreed
with each statement on a 5-point Likert scale from 1 (strongly
disagree) to 5 (strongly agree). The subject could also comment on
her perceived fairness of the AI system via free text. To quantify
the subject’s sensitivity to fairness (i.e., to what extent the subject
values fairness), we created another set of 4 statements as below:
• It is very important to me that an AI system making decisions
about people is fair (i.e., it treats everyone fairly and does not
discriminate).

• I would only use an AI system if it is fair to everyone.
• I would stop using an AI system if it is unfair, even if it tends to
be in favor of me.

• When I decide whether to use an AI system or not, I seldom
think about whether the system is fair. (Negative)6

Finally, we conjectured that a decision subject’s fairness perceptions
and retention in an AI-based decision system might be influenced
by the subject’s risk attitude (i.e., how much the subject is willing
to take risks). We thus included another set of statements created
in previous studies [19] to measure the subject’s risk attitude (e.g.,
“I prefer friends who are exciting and unpredictable.”). Again, for
statements related to both fairness sensitivity and risk attitude,
the subject rated how much she agreed with each statement on a
5-point Likert scale from 1 (strongly disagree) to 5 (strongly agree).

After completing the exit-survey, we would reveal to the sub-
ject the amount of bonus payment she received in this game—We
converted the amount left in the subject’s account to her bonus
payment using a rate of 500 coins to $1.5. Thus, together with the
base payment of $1.5 of this HIT, the subject could earn a maximum
of $4.8 from this game7.

3.2 Analysis Methods
We adopted two main dependent variables in our analysis: (1) the
decision subject’s perceived fairness level of the AI system, which
was the sum of the subject’s ratings on those statements in the exit-
survey regarding her fairness perceptions of the AI system—the
higher the total rating, the fairer the subject found the AI system to
be; (2) the decision subject’s retention in the AI system, which was
quantified through the number of rounds that the subject decided

6We reversed the rating for negative statements.
7The median value of time that subjects spent on our HIT was 20 minutes, and the
median payment to subjects was $3.3, leading to an effective hourly wage of $9.9.
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to apply for a loan from the bank—the larger the number, the more
the decision subject was willing to stay in the AI system.

We then fit our experimental data into regression models to an-
swer our research questions. More specifically, for RQ1, we first
defined a binary variable “biased treatment” to indicate whether the
AI system treats decision subjects of different groups in a biased
way (i.e., the fair model: 0; the unfair model: 1). Using this vari-
able as the independent variable, we constructed linear regression
models to analyze how the AI system’s fairness level across groups
affects decision subjects’ fairness perceptions and retention in the
AI system, while the subject’s risk attitude was included in the
regression models as a covariate8.

Similarly, to see how decision subjects’ fairness perceptions and
retention in the AI system are affected by the system’s tendency
to favor the group that the subject belongs to, we created two
other binary variables—“advantaged” and “disadvantaged,” which
reflects whether the AI system placed the subject’s group at an
advantaged or disadvantaged position, respectively, compared to
the other group, with respect to receiving the favorable decisions
(i.e., fair model: advantaged=disadvantaged=0; unfair model, red
group: advantaged=1, disadvantaged=0; unfair model, blue group:
advantaged=0, disadvantaged=1). Again, regression models were
built using these two variables as the independent variables while
controlling for the subject’s risk attitude.

Next, to examine the role that a decision subject’s qualification
level plays in influencing the subject’s fairness perceptions and
retention in the AI-based decision system (RQ2), we mapped each
subject’s credit score range into a value between 0 and 11 (higher
credit score ranges were mapped into larger values). We then incor-
porated this credit score level into the set of regression models that
we previously had for RQ1—For each regression model, we first
included only the subject’s credit score level as a covariate. Then,
we further included the interaction term(s) between the subject’s
credit score level and the independent variable(s), which allowed us
to understand whether the subject’s qualification level moderates
the impacts of the AI system’s decision outcomes on the subject.

Finally, for RQ3, we computed each subject’s fairness sensitivity
score based on her responses on the relevant statements in the exit-
survey—the higher the score, the more the subject values fairness.
Again, we constructed a new set of regressionmodels on the basis of
what we previously had for RQ1 by adding the fairness sensitivity
score as well as its interaction(s) with the independent variable(s)
into them subsequently. However, since subjects’ fairness sensitivity
scores were found to be highly correlated with their risk attitude,
we removed the subject’s risk attitude from this set of regression
models to avoid the multicollinearity problems.

3.3 Results
In total, 809 subjects participated in our experiment. In the follow-
ing, we analyzed the data that we collected from these subjects to
answer our research questions.

3.3.1 RQ1: The impacts of the AI system’s decision outcomes. We
start by examining whether the AI system’s fairness level across

8The subject’s risk attitude was computed by summing up her ratings on the relevant
statements in the exit-survey; higher total ratings imply more risk-seeking subjects.

Perceived Fairness Retention
Model 1 Model 2 Model 3 Model 4

Biased treatment -0.12
(0.28)

-0.12
(0.26)

Advantaged 0.57
(0.35)

0.58†
(0.32)

Disadvantaged -0.68*
(0.33)

-0.69*
(0.30)

Risk attitude 0.33***
(0.03)

0.34***
(0.03)

0.18***
(0.03)

0.18***
(0.03)

Constant 9.15***
(0.50)

9.09***
(0.51)

4.03***
(0.46)

3.97***
(0.46)

Table 2: Regression models predicting decision subjects’ per-
ceived levels of fairness and retention in the AI system, based
on properties of the AI system’s decision outcomes. Coeffi-
cients and standard errors are reported. †, *, and *** represent
significance levels of 0.1, 0.05, and 0.001, respectively.

groups influences decision subjects’ fairness perceptions and re-
tention. Results are shown in Table 2 (Models 1 and 3). We find
that whether the AI system treats decision subjects of different
groups equally does not significantly affect either decision subjects’
perceived levels of fairness of the AI system (Model 1) or their
willingness to participate in the system (Model 3). Indeed, as shown
in Figure 2a, regardless of whether the AI system treats decision
subjects of different groups in a biased way or not, overall, subjects
in the two treatments departed from the AI system at a similar rate.

In contrast, whether the AI system is in favor of the group that
the decision subject belongs to affects both the subject’s fairness
perception and retention (Models 2 and 4). When a decision sub-
ject’s group is favored by the AI system in receiving the preferable
decision, the decision subject seems to perceive the model as fairer
(Model 2, though not significant), and has a marginally higher level
of willingness to stay in the AI-based decision system (Model 4,
𝑝 = 0.075)—As shown in Figure 2b, subjects who were assigned
to the treatment with the unfair AI model and the red group (i.e.,
the group being favored by the unfair model) tended to apply for
loans from the bank for more rounds. However, when a decision
subject’s group is disfavored by the AI system, the decision subject
significantly decreases her perceived fairness level of the system
(Model 2, 𝑝 = 0.039), as well as her retention in the system (Model 4,
𝑝 = 0.023; also see the blue solid line in Figure 2b). Notably, we also
find that decision subjects’ risk attitude is significantly correlated
with their fairness perceptions and retention in the AI system—the
more risk-seeking the decision subject is, the fairer she perceives
the AI system to be and the more she is willing to stay in the system.

3.3.2 RQ2: The role of decision subjects’ qualification levels. To first
see how a decision subject’s qualification level, by itself, correlates
with her fairness perceptions and retention in an AI-based decision
system, we simply add the qualification level as a covariate into
each of the four regression models that we have constructed for
RQ1. Results are reported as Models 1, 3, 5, 7 in Table 3, which con-
sistently indicate that a decision subject with a higher qualification
level is significantly more likely to participate in the AI-based deci-
sion system (𝑝 < 0.001 for both Models 5 and 7), but her perceived
fairness level of the AI system is not significantly different.

Next, we explore whether a decision subject’s qualification level
moderates the impacts of the AI system’s decision outcomes on the
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Perceived Fairness Retention
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8

Biased treatment -0.12 (0.28) 0.86† (0.52) -0.14 (0.25) 0.37 (0.48)
Advantaged 0.57 (0.36) 1.98** (0.67) 0.58† (0.32) 0.64 (0.60)

Disadvantaged -0.68* (0.33) -0.08 (0.62) -0.73* (0.30) 0.05 (0.56)
Qualification 0.00 (0.04) 0.09 (0.06) 0.01 (0.04) 0.09 (0.06) 0.19*** (0.04) 0.23*** (0.05) 0.19*** (0.04) 0.23*** (0.05)

Qualification × Biased treatment -0.18* (0.08) -0.09 (0.07)
Qualification × Advantaged -0.26* (0.11) -0.01 (0.10)

Qualification × Disadvantaged -0.11 (0.09) -0.14† (0.09)
Risk attitude 0.34*** (0.03) 0.34*** (0.03) 0.32*** (0.03) 0.35*** (0.03) 0.18*** (0.03) 0.18*** (0.03) 0.18*** (0.03) 0.18*** (0.03)
Constant 9.13*** (0.55) 8.64*** (0.59) 9.06*** (0.54) 8.54*** (0.59) 3.04*** (0.49) 2.78*** (0.54) 2.96*** (0.49) 2.76*** (0.53)

Table 3: Regression models predicting decision subjects’ perceived levels of fairness and retention in the AI system, based on
properties of the AI system’s decision outcomes and subjects’ qualification levels. Coefficients and standard errors are reported.
†, *, **, and *** represent significance levels of 0.1, 0.05, 0.01, and 0.001, respectively.

(a) Aggregate across groups (b) Broken down by groups
Figure 2: Survival curves showing the fraction of subjects
who continued to apply for a loan from the bank after the
X-th round in the two experimental treatments. In Figure 2b,
“U” (“F”) represents the treatment with unfair (fair) model.

subject’s fairness perceptions and retention. We do so by including
the interaction term(s) between the subject’s qualification level
and the independent variable(s) representing properties of the AI
system’s decision outcomes into the regression models. Results are
reported as Models 2, 4, 6, 8 in Table 3. For example, consider the im-
pacts of the AI system’s fairness level across groups on subjects—In
Model 2, we find that while decision subjects with lower qualifi-
cation levels perceive the unfair AI system to be marginally fairer
than the fair AI system (𝑝 = 0.099 for “Biased treatment”), decision
subjects with higher qualification levels significantly decrease their
perceived fairness level of the AI system when the AI system is un-
fair across groups (Model 2, 𝑝 = 0.027 for the interaction). However,
such decrease does not result in any significant different change in
highly-qualified subjects’ retention in the AI system as compared
to low-qualified subjects (Model 6). When it comes to the impacts
of the AI system’s tendency to favor a subject’s own group on the
subject, we detect a significantly negative interaction (Model 4,
𝑝 = 0.014) between the qualification level and the independent vari-
able of “advantaged” when examining subjects’ fairness perceptions
of the AI system. This means that highly-qualified subjects increase
their perceived fairness level of the AI system to a smaller degree
compared to low-qualified subjects when the AI system favors the
group that they belong to. Finally, we detect a marginally negative
interaction between the qualification level and independent vari-
able of “disadvantaged” in influencing subjects’ retention in the
AI system (Model 8, 𝑝 = 0.099), suggesting that highly-qualified
subjects decrease their retention in the system to a slightly larger
extent compared to low-qualified subjects when their own group is
placed at the disadvantaged position by the system.

Perceived Fairness Retention
Model 1 Model 2 Model 3 Model 4

Biased treatment -0.16
(0.30)

-0.14
(0.26)

Advantaged 0.43
(0.38)

0.51
(0.33)

Disadvantaged -0.65†
(0.35)

-0.66*
(0.31)

Fairness sensitivity -0.18*
(0.07)

-0.18*
(0.07)

-0.13*
(0.06)

-0.13*
(0.06)

Constant 16.50***
(0.75)

16.52***
(0.75)

8.25***
(0.66)

8.28***
(0.65)

Table 4: Regression models predicting decision subjects’ per-
ceived levels of fairness and retention in the AI system, based
on properties of the AI system’s decision outcomes and deci-
sion subjects’ sensitivity to fairness. Coefficients and stan-
dard errors are reported. †, *, and *** represent significance
levels of 0.1, 0.05, and 0.001, respectively.

3.3.3 RQ3: The role of decision subjects’ sensitivity to fairness. Fi-
nally, we examine the role that a decision subject’s sensitivity to
fairness plays in influencing her fairness perceptions and retention
in the AI-based decision system. Similar as our analyses in Sec-
tion 3.3.2, we first include the subject’s fairness sensitivity score
as a covariate into our regression models, and results are shown in
Table 4. In all these models, we consistently find that the decision
subject’s sensitivity to fairness is significantly negatively correlated
with the subject’s fairness perceptions and retention in the AI sys-
tem (𝑝 < 0.05). In other words, the more the decision subject values
fairness, the more unfair she perceives the AI system to be, and
the less she is willing to participate in the system. We next add
the interaction term(s) between the subject’s fairness sensitivity
score and the independent variable(s) into each of the regression
models, but we do not detect any significant interactions in all these
models, suggesting that subjects’ sensitivity to fairness do not seem
to moderate the impacts of the AI system’s decision outcomes on
subjects’ fairness perceptions and retention.

4 STUDY 2
In Study 1, we found that, overall, as decision subjects interact with
an AI-based decision system repeatedly, their fairness perceptions
and retention in the system are mainly influenced by the system’s
tendency to favor the subject’s own group, rather than the system’s
fairness level across groups. However, it is still unclear what the
cause underlying such behavior is:
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Credit/Decision Approve Deny

≥ 660 70% 30%

< 660 30% 70%

(a) Red group (all) & Blue group (“Unbiased”)

Credit/Decision Approve Deny

≥ 660 50% 50%

< 660 20% 80%

(b) Blue group (“Red advantaged”)

Credit/Decision Approve Deny

≥ 660 90% 10%

< 660 40% 60%

(c) Blue group (“Red disadvantaged”)
Table 5: The decision matrices used by the AI model in different treatments of Study 2 on loan applicants of different groups.
Number in each cell represents the probability for the AI model to approve/deny an applicant when the applicant’s credit score
falls into the range as specified in the corresponding row.

• RQ4: Are the changes in subjects’ fairness perceptions and re-
tention in the AI system when the system favors (disfavors) their
own group caused by subjects’ own prospects of receiving the
favorable decision, or the relative advantage (disadvantage) that
the AI system grants to the subject’s group over other groups?

Study 1 does not provide a direct answer to this question, since in
Study 1, whenever the AI system is in favor of a subject’s group,
the AI system places the subject’s group at the advantaged position
by providing a higher prospect of the favorable decision to the
subject’ group. Therefore, to answer RQ4, we conducted a second
randomized human subject experiment.

4.1 Experimental Design
We again recruited human subjects to play the same game of loan
application as that in Study 1, with only one key difference—In
this experiment, all subjects were assigned to the red group. We
then created three experimental treatments by varying how the
AI system treats the red group applicants in relative to blue group
applicants, while controlling the prospects of the favorable decision
for red group applicants. Specifically, in all three treatments, the AI
system makes its stochastic lending decisions to applicants of the
red group based on the same decision matrix as shown in Table 5a
(i.e., approve the loan for a red group applicant with a high or low
credit score with a probability of 70% or 30%, respectively). However,
the AI system makes lending decisions to the blue group applicants
in different treatments based on different decision matrices:
• Unbiased: In this treatment, the bank’s AI systemmakes lending
decisions on blue group applicants based on the same decision
matrix as that for the red group (i.e., Table 5a). Thus, the bank
places applicants in neither group at the advantaged position.

• Red advantaged: In this treatment, the bank’s AI system uses
the decision matrix as shown in Table 5b to make its lending
decisions on blue group applicants (i.e., approve the loan for
a blue group applicant with a high or low credit score with a
probability of 50% or 20%, respectively). Thus, the bank places
applicants from the red group at the advantaged position.

• Red disadvantaged: In this treatment, the bank’s AI system
uses the decision matrix as shown in Table 5c to make its lending
decisions on blue group applicants (i.e., approve the loan for a
blue group applicant with a high or low credit score with a proba-
bility of 90% or 40%, respectively). Thus, the bank systematically
discriminates against applicants from the red group.
This design may allow us to determine that when the AI system

is in favor of a subject’s group, whether the subject increases her
fairness perceptions and retention in the system simply due to
the higher prospect of receiving the favorable decision from the
system—If yes, we expect to see minimal differences across the

(a) Perceived Fairness (b) Retention
Figure 3: The fairness perceptions and retention for subjects
in Study 2. (3a): Subject’s average perceived levels of fairness
of the AI system; error bars represent the standard errors
of the mean. (3b): Survival curves showing the fraction of
subjects who continued to apply for a loan from the bank
after the X-th round in the three treatments of Study 2.

three treatments on subjects’ fairness perceptions and retention;
otherwise, we expect to see some differences across treatments.

Again, we posted this experiment as a HIT on MTurk to U.S.
workers only, where it had an identical procedure as the experiment
in Study 1 (see Section 3.1.3) except for the following differences:
(1) Workers who had participated in the experiment in Study 1
were not allowed to participate in this experiment; (2) workers were
randomly assigned to one of the three treatments as defined above.

4.2 Experimental Results
In total, we collected data from 636 subjects for Study 2. We adopted
the same dependent variables as those used in Study 1 in the analy-
ses, while the main independent variables we used were “advan-
taged” and “disadvantaged,” indicating whether the subject’s group
was placed at the advantaged or disadvantaged position in receiv-
ing the favorable decision as compared to the other group (i.e.,
“Unbiased”: advantaged=disadvantaged=0; “Red advantaged”: ad-
vantaged=1, disadvantaged=0; “Red disadvantaged”: advantaged=0,
disadvantaged=1). To answer RQ4, we visualize our experimental
data, and then fit them into regression models to see whether the
AI system’s tendency to favor/disfavor a subject’s group still has
any impact on the subject’s fairness perceptions and retention, after
fixing the subject’s prospect of receiving the favorable decision.

Figure 3a compares subjects’ perceived level of fairness of the
AI system across the three treatments, and Figure 3b shows the
subjects’ survival curves in the three treatments. In Figure 3b, we
observe minimal differences across the three treatments regarding
subjects’ willingness to stay in the AI system. This seems to sug-
gest that changes in subjects’ retention in an AI system is mainly
driven by subjects’ own prospects of receiving the favorable deci-
sion, rather than the relative advantage or disadvantage for sub-
jects’ group to receive the favorable decision over the other group.
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Perceived Fairness Retention
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

Advantaged 0.92** (0.30) 0.87** (0.30) 0.89** (0.29) 0.04 (0.29) 0.08 (0.28) 0.00 (0.28)
Disadvantaged -0.30 (0.28) -0.26 (0.28) -0.25 (0.27) -0.01 (0.27) -0.04 (0.27) 0.02 (0.26)

Observed favorable decision prob. 0.81 (0.51) 0.85† (0.51) 0.84† (0.50) 3.74*** (0.48) 3.72*** (0.48) 3.78*** (0.48)
Observed PPR 10.49** (3.62) 0.36 (3.45)
Observed TPR 7.06** (2.67) 0.83 (2.55)
Observed FPR 14.72** (4.91) -0.89 (4.69)
Risk attitude 0.37*** (0.02) 0.37*** (0.02) 0.37*** (0.02) 0.16*** (0.02) 0.16*** (0.02) 0.16*** (0.02)

Study 2 -0.12 (0.21) -0.11 (0.21) -0.12 (0.21) -0.48* (0.20) -0.48* (0.20) -0.48* (0.20)
Constant 2.76 (1.81) 3.05 (1.87) 3.57* (1.49) 2.30 (1.73) 1.91 (1.79) 2.74† (1.43)

Table 6: Regression models predicting decision subjects’ perceived levels of fairness and retention in the AI system, based on
properties of the AI model’s decision outcomes, after combining data from Studies 1 and 2. Coefficients and standard errors are
reported. †, *, **, and *** represent significance levels of 0.1, 0.05, 0.01, and 0.001, respectively.

However, in Figure 3a, we notice a surprising trend in subjects’
perceived fairness perceptions of the AI system—According to our
regression results, compared to subjects in the “Unbiased” treat-
ment, subjects in both the “Red advantaged” treatment and the
“Red disadvantaged” treatment increased their perceived level of
fairness of the AI system, either marginally or significantly (e.g., red
advantaged vs. unbiased: 𝑝 = 0.066, red disadvantaged vs. unbiased:
𝑝 = 0.011). This clearly indicates that subjects’ fairness perceptions
of the AI system are not solely determined by their own prospects
of receiving the favorable decision. Moreover, the fact that subjects
reported the highest perceived level of fairness to the AI system
which actually places them at a disadvantaged position in receiving
the favorable decision also seems to suggest that there are more
factors beyond the relative advantage/disadvantage over the other
group that substantially influence subjects’ fairness perceptions.

To explore what these additional factors could be, we look into
the free-text comments that subjects in the “Red disadvantaged”
treatment left in the exit-survey explaining why they felt the AI
system was fair. Interestingly, we find that some subjects related
their perceptions of the AI system’s fairness to the system’s overall
tendency of granting the favorable decision, both among highly-
qualified applicants and low-qualified applicants. For example:
• “Majority of those with high credit score were getting their loans
approved which is fair.”

• “I thought this system was fair since I think it was based on
credit scores, and it was still possible for people with low credit
scores to be approved.”
These comments suggest that subjects’ perceived fairness level

of an AI system may also be influenced by the system’s overall
positive prediction rate (PPR), true positive rate (TPR), and/or false
positive rate (FPR), regardless of the applicant’s group identity. To
see how the three factors—a subject’s own prospect of the favorable
decision, the relative advantage or disadvantage of the subject’s
group over the other group in receiving the favorable decision,
and the AI system’s overall tendency in granting the favorable
decision—together, may influence the subject’s fairness perceptions
and retention in the AI system, we conduct an exploratory analysis
by combining the data we obtained from both Study 1 and 2 and fit-
ting them into regression models9. Specifically, we continue to use
the two independent variables “advantaged” and “disadvantaged”

9We were not able to conduct this exploratory analysis on the data of either study
alone due to multicollinearity problems.

to represent whether a subject’s group has relative advantages or
disadvantages over the other group in receiving the favorable deci-
sion from the AI system. Then, for each subject, we checked the AI
system’s decision outcome flowcharts for all the rounds in which
she decided to apply for a loan, and we defined her “observed fa-
vorable decision probability” as the AI system’s average probability
of approving the loans, across all these rounds, for applicants who
had both the same group and the same credit score category (i.e., ≥
660 or <660) as her. We then included it into our regression models
to reflect the subject’s prospect of receiving the favorable decision.
Using a similar approach, we can also compute, for each subject,
her observed PPR, TPR, and FPR of the AI (regardless of applicants’
group identity), and they are each incorporated in separate regres-
sion models to reflect the AI system’s tendency of granting the
favorable decision. Finally, we include the subject’s risk attitude
in the regression as a covariate. To account for the possible sys-
tematic differences between subjects of the two studies, we also
include in the regression models an indicator variable “Study 2” to
differentiate subjects of the two studies.

Results of our regression models are reported in Table 6. Regard-
ing subjects’ perceived fairness level of the AI system (Models 1–3),
we consistently find that an AI system that grants more favorable
decisions is perceived as fairer by subjects10. Moreover, the relative
advantage of a subject’s group over the other group in receiving
the favorable outcome is also a driver of the subject’s increases in
her perceived fairness level of an AI system when the system is in
favor of her group. In contrast, we find that the subject’s prospect
in receiving the favorable decision seems to be the sole driver for
the changes in her retention in an AI system (Models 4–6).

5 CONCLUSIONS AND DISCUSSIONS
In this paper, via two experiments, we examined how decision sub-
jects’ fairness perception and retention in an AI-based decision
system might be influenced by various factors, as they repeatedly
interact with the system. Our results suggest that on average, a
subject’s fairness perceptions and retention in an AI-based deci-
sion system is significantly affected by the system’s tendency to

10The designs of our experimental treatments in both studies imply that the AI system’s
PPR, TPR and FPR are correlated, so we can not separate the impacts of these three
metrics using our data. We also fit regression models in which the observed AI system’s
accuracy is included as a covariate rather than its PPR, TPR, or FPR. Despite in our
experiment, an AI system’s accuracy is correlated with the system’s PPR, TPR, and
FPR, our regression results suggest that an AI system’s accuracy is not significantly
correlated with subjects’ fairness perceptions of it.
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favor/disfavor the subject’s group, but not the system’s fairness
level across groups, although we also detect individual differences
between subjects with different qualification levels. Further investi-
gations suggest that while decision subjects’ fairness perceptions of
an AI system may be influenced by the system’s treatment on them-
selves and on others in a complex way, their retention in the system
seems to be mostly driven by their own prospects of receiving the
favorable decision from the system.

We now reflect on our findings, provide implications of our study,
and discuss the limitations of our work.
On the impact of the AI system’s biased treatment across
groups on decision subject’s fairness perceptions. Our finding
of that the AI system’s biased/unbiased treatment across group
does not seem to affect subjects’ average level of fairness percep-
tions of the system in repeated interactions is different from the
results reported in Wang et al. [44], when decision subjects can
only engage in a one-shot interaction with the AI system. One
possible reason for this discrepancy is that in our experiments, we
did not associate the group identity of loan applicants with specific
socio-demographic features like race and gender, which may come
with their unique social and historical contexts that can heighten
people’s sensitivity to inequality across groups. On the other hand,
these results could also reflect the differences in decision subjects’
fairness perceptions in repeated vs. one-shot interactions with AI
systems. In particular, when decision subjects repeatedly interact
with a biased AI system, the ones who are placed at the advantaged
position by the system may realize that they could “materialize” the
advantages by keeping interacting with the system, while those
who are placed at the disadvantaged position can actively choose to
“boycott” the system. This possibility for decision subjects to strate-
gically interact with the AI-based decision system in the long run
may shift the focus of their fairness perceptions to their own utility,
rather than the equality across groups. Our investigation in Sec-
tion 3.3.2 on the moderating role of decision subjects’ qualification
levels provides further nuanced results—It turns out that highly-
qualified subjects will still significantly decrease their perceived
fairness levels when the AI system exhibits biased treatment across
groups. However, the low-qualified subjects actually perceive the
biased AI system to be slightly fairer, and this is mainly caused by
those low-qualified subjects who belong to the group that the AI
system is in favor of. In other words, it is those decision subjects
who do not deserve a favorable decision yet still be favored by the
AI system, who substantially increase their fairness perception of
the system, despite it being biased.
On the complexity of fairness perceptions. Our analysis in
Study 2 suggests that in decision subjects’ mind, the perception of
“fairness” might be multifaceted. Fairness is partly about “me,” i.e.,
how frequently I can get the favorable decision from the AI sys-
tem. Fairness is also about “me vs. others,” especially with respect
to whether I get an advantage in receiving a favorable decision
from the AI system in relative to people in the other groups. While
this may appear to be directly contradicting to the classical group
fairness definition (i.e., fairness is equality across groups), we sus-
pect that decision subjects may utilize this cross-group contrast to
gauge whether the AI system is fair to me, rather than whether the
AI system is fair across different groups. In other words, decision

subjects may not have a fixed standard when evaluating whether
the AI system is fair to themselves, and they may need to rely on
the comparison with others to make this call. Finally, fairness may
also be about “us,” e.g., how likely the AI system grants favorable
decisions to people in general, regardless of their group identity.
Our study design does not allow us to identify whether decision
subjects’ fairness perceptions are affected by the AI system’s over-
all PPR, TPR, FPR, or a subset/all of these. It is also possible that
individuals with different characteristics get affected by different
factors—for example, highly-qualified subjects may care about over-
all TPR while low-qualified subjects may care about FPR, and future
studies are needed to advance our understandings on this. It might
also be useful for future studies to explicitly solicit different dimen-
sions of fairness perceptions of AI, and rigorously examine how
they, together, influence people’s overall fairness perceptions of AI.
Group retention in repeated interactions and implications.
While it is often believed that people’s fairness perceptions of an AI
system will influence their adoption of it, our study results suggest
that the relationship between fairness perceptions and usage of the
AI system is not linear, at least for decision subjects. For example,
as shown in Table 3, while highly-qualified subjects were shown
to significantly decrease their fairness perceptions of a biased AI
system, they did not significantly decrease their retention in the
AI system accordingly. In fact, as shown in Table 6, in our studies,
subjects’ retention in the AI system seems to be mainly driven by
their prospects of receiving the favorable decision. This implies
that in the long run, the group of decision subjects who have lower
prospects of receiving the favorable decision might become increas-
ingly under-represented over time, which can further influence
the AI system’s performance on the under-represented group as it
continues to update its training data. This is true even if AI system
is trained with fairness constraints but the factor equalized across
groups by the constraints is not the positive prediction rate [50].
Limitations and future work. Our study was conducted in the
context of AI-based loan lending systems, and we used a specific set
of “parameter” values when designing the game in our experiments
(e.g., the cost associated with the participation in the AI system and
the reward brought up by a favorable decision). Cautions should be
used when generalizing results in this work to different contexts
and settings. For example, it would be interesting to see whether our
results still hold when the reward/cost ratio is significantly larger
or when the decision subjects have more “skin in the game.” In addi-
tion, our study assumes that decision subjects have full knowledge
of the AI system’s performance on different groups. In practice,
people may only obtain partial knowledge about the AI system’s
performance on others through, for example, their own social con-
nections, who might be “similar” to themselves on some aspects
due to homophily. It’s therefore interesting to explore in these
cases, how decision subjects’ partial knowledge of the AI system’s
performance affect their fairness perceptions and retention.
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