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Abstract

Mahlmann and Schindelhaue [24] proposed the following simple process, called flip-chain,
for transforming any given connected d-regular graph into a d-regular expander: In each step, a
random 3-path abcd is selected, and edges ab and cd are replaced by two new edges ac and bd,
provided that ac and bd do not exist already. A motivation for the study of the flip-chain arises
in the design of overlay networks, where it is common practice that adjacent nodes periodically
exchange random neighbors, to maintain good connectivity properties. It is known that the flip-
chain converges to the uniform distribution over connected d-regular graphs, and it is conjectured
that an expander graph is obtained after O(nd log n) steps, w.h.p., where n is the number of
vertices. However, the best known upper bound on the number of steps is O(n2d2

√
log n) [1],

and the best bound on the mixing time of the chain is O(n16d36 log n) [11, 6].
We provide a new analysis of a natural flip-chain instantiation, which shows that start-

ing from any connected d-regular graph, for d = Ω(log2 n), an expander is obtained after
O(nd log2 n) steps, w.h.p. This result is tight within logarithmic factors, and almost matches
the conjectured bound. Moreover, it justifies the use of edge flip operations in practice: for any
d-regular graph with d = poly(log n), an expander is reached after each vertex participates in
at most poly(log n) operations, w.h.p. Our analysis is arguably more elementary than previous
approaches. It uses the novel notion of the strain of a cut, a value that depends both on the
crossing edges and their adjacent edges. By keeping track of the cut strains, we form a recursive
argument that bounds the time before all sets of a given size have large expansion, after all
smaller sets have already attained large expansion.

1 Introduction

In [24], Mahlmann and Schindelhaue proposed a very simple and elegant process to transform any
given connected d-regular graph into a d-regular expander.1 This process consists of a sequence
of flip operations. A flip operation on graph G = (V,E) chooses a 3-path abcd of G u.a.r., and if
neither of the edges ac and bd exist already, then edges ab and cd are removed, and are replaced
by edges ac and bd; otherwise, the operation does not modify the graph.

A flip operation does not change the degrees of vertices, and does not disconnect a connected
graph. Moreover, it is a very local operation, as it affects only four vertices, at distance at most
three apart. This is minimal, in the sense that no edge switching operation involving fewer than
four vertices preserves the degrees, and the only shallower subgraph than a 3-path is the 3-star, for
which there are no degree-preserving operations [6].

The Markov chain
(
Gt = (V,Et)

)
t∈N0

induced by a sequence of flip operations is called a flip-
chain, and it converges to the uniform distribution over all connected d-regular graphs on V , if

1Both the input and output graphs, and also all graphs we consider throughout the paper, are simple, i.e., they
have no loops or parallel edges. All graphs are also unweighted and undirected.
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the initial graph G0 = (V,E0) is connected and d-regular [24]. Moreover, based on experimental
evidence, it has been conjectured that t = O(nd log n) operations suffice to ensure that graph Gt is
an expander w.h.p. [24, 23].

A motivation for the study of flip-chains arises in the design of unstructured overlay networks
(or peer-to-peer networks). Overlay networks should typically have low degree, small diameter
and good connectivity, and should maintain these properties in the face of node arrivals and de-
partures. Regular expanders, and in particular random regular graphs, possess all these desired
properties [32]. Several unstructured overlay network designs have been proposed that build and
maintain (near) regular expander graphs [30, 21, 12, 25, 13]. Some of these designs specifically aim
at generating topologies that converge to random regular graphs [24, 5]. Random unstructured
networks are also used in practical overlay libraries such as JXTA [29], where randomized edge
swap operations between adjacent nodes are supported and commonly used to maintain a random
topology [18, 11]. The analysis of flip-chains can thus provide some theoretical foundation for the
heuristics used in practical unstructured overlays.

The flip-chain is a local variant of another well-known process, the switch-chain, proposed by
McKay [26]. A switch operation chooses a pair of non-adjacent edges ab and cd u.a.r., and then,
similarly to a flip operation, it replaces edges ab and cd by edges ac and bd, as long as ac and
bd do not exist already. When started from a (not-necessarily connected) d-regular graph, the
switch-chain converges to the uniform distribution over all d-regular graphs (on the same set of
vertices). Thus, the switch-chain provides a natural process for generating a random d-regular
graph. However, it is not suitable for the construction of overlay networks in a decentralized
setting, because sampling a random pair of edges is a highly non-local operation, and, moreover, a
switch operation can potentially disconnect a connected graph.

Both the switch-chain and the flip-chain have been studied extensively, for various families of
graphs. Here, we focus on results for d-regular (undirected) graphs; for results on graphs with
general degree sequences and directed graphs see [14, 10, 15, 2, 8, 9, 11, 27]. A restriction of the
switch-chain on regular bipartite graphs was first analyzed in [19], using a canonical path argument.
Very recently, in [31], a mixing time bound of O((nd)2 log n) was shown for d-regular bipartite
graphs, and a bound of O(n log2 n) for the case of constant d, using a Markov chain comparison
argument with the configuration model. For general d-regular graphs, a bound of O(n9d24 log n)
was shown for the mixing time of the switch-chain [5, 4], using the canonical path method. Also, a
sharp bound of O(nd) was show in [1] for the time until an expander graph is obtained w.h.p. This
result uses spectral techniques, in particular, it relies on the analysis of a potential function based
on the Laplacian matrix exponential.

For the flip-chain on d-regular graphs, it was first shown that it is rapidly-mixing in [11], where
an upper bound of O(n53d64 log n) was derived for the mixing time, using a comparison argument
with the switch-chain, and the result from [5]. Subsequently, an improved bound of O(n16d36 log n)
was shown in [7, 6], using a more refined canonical path argument. Also, [1] showed a bound of
O(n2d2

√
log n) for the time until and expander is obtained w.h.p., using spectral techniques.

All the above results, with the exception of the O(n log2 n) bound shown in [31] and the O(nd)
bound shown in [1], are likely to be far from tight. For the flip-chain, in particular, even the best
known bound of O(n2d2

√
log n) until an expander is obtained, is almost quadratically larger than

O(nd log n), which is generally believed to be the true bound.
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1.1 Our Contribution

We show the first quasilinear2 upper bound on the number of steps until an expander is obtained
w.h.p., in a flip-chain starting from any connected d-regular graph, for d = Ω(log2 n). We consider
the version of the flip operation analyzed in [1], which is slightly different than the original definition
of [24], as explained below. The formal statement of the result is as follows.

Theorem 1. Let
(
Gt

)
t≥0

be a flip-chain, where G0 is a connected d-regular graph with n vertices,

and d ≥ 90 log2 n. Then, for any t ≥ 150nd log2 n, the conductance of graph Gt satisfies that

Pr [ϕ(Gt) ≥ 1/32] = 1−O(1/n2).

This is a significant improvement over the previous best known bound of O(n2d2
√
log n) [1].3

This is clear in the context of distributed overlay networks: Theorem 1 implies that an expander
graph is obtained after each vertex participates in O(d log2 n) flip operations, which is poly(log n)
if d = poly(log n) (as is often the case in overlay networks). The previous bound, just ensures that
the number of operations per vertex is at most Õ(nd2) = poly(n). Therefore, our result is the first
to support that the flip-chain provides an efficient mechanism for distributed overlay construction
of expander networks, and thus justifies the use of flip operations in practice.

The O(nd log2 n) bound of Theorem 1 is nearly tight: In the ring-of-cliques graph [23], all the
Θ(n/d) edges between cliques, except possibly for one, must be selected at least once by some flip
operation, otherwise two unselected edges will form a cut-set of size 2 (see related Definition 13
and Lemma 14). And Ω(nd log(n/d)) many operation are needed for all those edges to be selected.

Note also that the bound is just by a factor O(log2 n) larger than the O(nd) bound for the switch-
chain, which is not a local process. Moreover, it is comparable to time bounds for more structured
distributed constructions of expanders, such as the skip graph construction in [16], which converts
any connected n-vertex graph into one that contains a constant-degree expander as a subgraph [3],
in O(log2 n) parallel rounds. However, such structured constructions are significantly more involved.

As mentioned above, we assume a slightly different version of the flip process, used also in [1].
In the original flip operation, the selection process can be described as: first choose a random edge
bc, then a random neighbor a of b, and a random neighbor d of c. In the variant we consider,
edge bc and vertex a are chosen as before, but then, if a is not adjacent to c, vertex d is chosen
at random among the neighbors of c not adjacent to b (if a is adjacent to c, the operation has no
effect, as before). (See also Definition 11.) This modification may increase the probability that the
operation succeeds to modify the graph, by at most a factor equal to the degree d (precisely, given
bc, the success probability is the square-root of the original flip’s). To implement the modified flip
operation in a distributed system, we can either use multiple rounds of communication between
vertices b and c, as proposed in [1], or have b send all its neighbors to c in a single round. It is easy
to see that the first approach requires just a constant expected number of communication rounds.
For the second approach, we remark that it is common in practice that adjacent nodes in an overlay
network periodically send to each other their full list of neighbors, for maintenance purposes [18].

Our choice to adopt the above flip variant was driven by the computation of the expected strain
change of a cut during a flip, in Lemma 17. (We define the strain of a cut below.) If one obtains
a similar lemma for the original flip definition, then the rest of the analysis carries over with no
changes.

The analysis of [1] requires that d = Ω(log n), whereas we need that d = Ω(log2 n). As explained
in Section 1.2, this is only necessary for the first part of the analysis, which bounds the number

2Quasilinear in the number of edges m = nd/2.
3However, the bound of [1] applies for d = Ω(logn) rather than just for d = Ω(log2 n).
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of steps until we obtain a graph with edge-connectivity Ω(d). This part of the analysis is also
responsible for one of the two logarithmic factors in the time bound. Thus, if one could show that
edge-connectivity Ω(d) is achieved in O(nd log n) steps for d = Ω(log n), then our current analysis
would yield the same result for the time until an expander is obtained. Obtaining similar bounds
for the case of d = O(1) is an important open problem.

Theorem 1 does not directly imply any bound on the mixing time of the flip-chain. It would be
interesting to see whether it can be combined with existing analyses for the mixing time, to obtain
better mixing-time bounds.

1.2 Techniques and Analysis Overview

Our analysis is different than previous analyses, which either use Markov chain comparison argu-
ments and canonical path arguments [11, 6], or use techniques from linear algebra [1]. We use just
elementary combinatorial/probabilistic tools.

A key element of our analysis is the novel definition of the strain of a cut. The strain of a
vertex u with respect to a given cut is a value in the range [0, 1/4], which is larger the more evenly
the neighbors of u are distributed among the two sides of the cut.4 The strain of the cut is then
the sum of the strains over all vertices. Precisely, for a cut {S, S̄} in graph G = (V,E), where
S̄ = V \ S, the strain of the cut is σ(S) =

∑
u∈V αu(1− αu), where αu is the fraction of neighbors

of u in S. It is easy to see that if G is d-regular then σ(S) ≤ 2c(S)/d, where c(S) = |E(S, S̄)| is
the cut size (Lemma 4). However, it is possible that σ(S) is much smaller than 2c(S)/d, e.g., it is
zero if G is a bipartite graph with parts S and S̄.

Before we describe how we use this new quantity, let us see what a most natural attempt to prove
Theorem 1 would be. One would hope that it suffices to track the size of a given low-conductance
cut {S, S̄}, show that c(S) increases in expectation in each step (at a sufficient rate), then show
that c(S) reaches Ω(d · |S|) and remains high, with a probability sufficiently large that allows us to
apply a union bound over all possible cuts. This simple plan fails for two reasons:

(1) The cut size c(S) does not always increase in expectation at each step; it may decrease even
if its conductance is small (as already pointed out in [1]).

(2) The total number of cuts is too large for a naively applied union bound to work.

Tracking the strain of a cut (instead of its size) will help us overcome issue (1). For issue (2), we
will devise smarter ways to apply union bounds, over small enough sets of cuts.

Our proof consists of two parts, discussed next. The first part bounds the time until the min-cut
size becomes at least d/2; the second part bounds the additional time until the graph conductance
becomes at least 1/32.

Edge-Connectivity Analysis. In this part, issue (1) above does not apply: We show that for
any cut {S, S̄}, if c(S) ≤ 3d/4 (in general, at most d − ϵ), then the expected increase of c(S) in a
step is sufficiently large (Lemma 16). This allows us to show that in O(nd log n) steps the cut size
becomes 3d/4 and remains at least 3d/4− λ, where λ = Θ(log n), for poly(n) many rounds, w.h.p.
(Lemmas 29 and 30).

Clearly, issue (2) does apply: we cannot just use a union bound over all the up to nΘ(d) cuts of
size at most O(d). Instead, we show a basic structural lemma stating that if there are no sets S
with |S| ≤ s and c(S) ≤ k, then there are at most n sets T with |T | ≤ 2s and c(T ) ≤ k (Lemma 8).
This allows us to use a union bound over just poly(n) many sets (at most n new sets at each step),

4Intuitively, having neighbors on both sides of a cut is perceived as a source of (psychological) strain for the vertex.
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to argue about all sets of size between s and 2s, once we have dealt with sets of size smaller than s
(Lemma 31).

Since we need to iterate the above argument logarithmically many times, the total time bound
we obtain is O(nd log2 n). Moreover, to be able to afford losing one term of λ = Θ(log n) from 3d/4
with each iteration, we need that d = Ω(log2 n). (See Lemma 28.)

Expansion Analysis. As soon as the size of a cut becomes at least d, issue (1) crops up. Then,
rather than analyzing the cut size directly, we analyze its strain. The expected increase in a step
of the strain σ(S) of cut {S, S̄} consists of two terms: the first term is positive and is roughly 5

(4/md) ·
∑

{u,v}∈E

(au − av)
2;

the second term is negative but is negligible for the setting we will apply the result (key Lemma 17).
We apply this result to graphs that are (s, φ)-expanders, for some constant φ, i.e., for every cut
{S, S̄} of the graph, c(S) ≥ φd · min{|S|, |S̄|, s}. (In particular, this implies that if |S| ≤ s then
the conductance of the cut is at least φ.) For such graphs, we show that the sum above is Ω(c(S)),
thus the expected increase in the strain is Ω(c(S)/md) (see key Lemmas 23 and 27).

With this result in hand, we can analyze the evolution of the strain of a single cut, similarly
to the size of a single cut in the Edge-Connectivity Analysis part. Roughly, as long as the graph
remains an (s, φ)-expander, each the following holds with probability 1− e−Ω(sd), for any given cut
{S, S̄} with s ≤ |S| ≤ n/2: (i) the cut strain σ(S) becomes at least s/4 in O(m) steps; (ii) once
that happens, the cut strain remains at least s/8 for poly(n) steps; and (iii) if the cut size is at
least γsd, for a large constant γ, then the cut strain becomes at least s/4 before the cut size drops
to sd (Lemmas 33 to 35). Recall that a lower bound on a cut strain immediately yields a lower
bound for the cut size (and thus for the cut conductance), since always σ(S) ≤ 2c(S)/d.

To deal with issue (2), we use a classic result by Karger [20], which bounds by O(n2a) the
number of cuts of size at most a times larger than the minimal (Theorem 10). We stress that the
sole purpose of the preceding Edge-Connectivity Analysis part, which ensures that the min-cut size
is Ω(d), is to allow us to use Karger’s result with exponent O(k/d), rather than O(k), for cuts of
size k. Indeed, the total number of cuts of size O(sd) is then nO(s). Since the probability of our
lemmas for a single cut is 1− e−Ω(sd), we can afford to use a union bound over nO(s) cuts, as long
as d = Ω(log n). The reason we just need to consider cuts of size c(S) = O(sd) is result (iii) we
saw above. Without that, we would have to bound the number of all cuts of strain σ(S) ≤ s/4, so
we could not apply Karger’s result directly (or even indirectly, as cuts of large size may still have
a small strain).

We can then argue about multiple cuts, simultaneously, using union bounds (Lemma 36), and
we finally obtain that, after achieving edge-connectivity Ω(d), the total number of steps to achieve
constant conductance is O(nd log n), w.h.p. (Lemma 32).

Unlike the Edge-Connectivity Analysis part, the analysis of this part does not lose a logarithmic
factor, and it only requires that d = Ω(log n). However, the constant factors involved are large.

2 Definitions and Notation

For any graph G = (V,E) and vertex u ∈ V , we denote by ΓG(u) the set of vertices adjacent to u
in G, i.e., ΓG(u) = {v : {u, v} ∈ E}. We also define Γ+

G(u) = ΓG(u)∪{u}. If ΓG(u) ̸= ∅ (i.e., vertex

5Recall that au is the fraction of neighbors of u in set S. Also m = nd/2 is the number of edges.
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u is not isolated), then for any set S ⊆ V we denote by αG,u(S) the fraction of u’s neighbors that
belong S, i.e.,

αG,u(S) = |S ∩ ΓG(u)|/|ΓG(u)|.

For any two sets S, T ⊆ V , we let EG(S, T ) be the set of edges {{u, v} : {u, v} ∈ E, u ∈ S, v ∈ T}.
We will often omit subscript G from the notations above, when there is not danger of confusion.

Throughout the paper, n will denote the number of vertices of the graph considered, and m the
number of edges. E.g., if the graph is G = (V,E), then n = |V | and m = |E|. If the graph is
d-regular then m = nd/2, and we define δ = 1/d.

2.1 Cut-Related Definitions

Recall that a cut of graph G = (V,E) is a bipartition {S, S̄} of the set of vertices V , where both
sets S and S̄ = V \ S are non-empty.

Definition 2 (Cut Size). The size of cut {S, S̄} in graph G = (V,E) is the number of edges
crossing the cut, and is denoted cG(S), i.e.,

cG(S) = |EG(S, S̄)|.

The minimum cut size over all cuts of G is denoted c(G), and is called the edge-connectivity of G.

We introduce the related notion of the strain of a cut.

Definition 3 (Cut Strain). The strain σG(S) of cut {S, S̄} in graph G = (V,E) is

σG(S) =
∑
u∈V

αG,u(S) · αG,u(S̄).

Note that cG(S) = cG(S̄) and σG(S) = σG(S̄). The following simple relation holds between the
two quantities.

Lemma 4. If G = (V,E) is a d-regular graph then, for any cut {S, S̄}, σG(S) ≤ 2cG(S)/d.

Proof. We have

σG(S) ≤
∑
u∈S

αu(S̄) +
∑
u∈S̄

αu(S) = 2cG(S)/d.

Definition 5 (Conductance). The conductance of cut {S, S̄} in d-regular graph G = (V,E) is

ϕG(S) = cG(S)/
(
d ·min{|S|, |S̄|}

)
.

The conductance of graph G is ϕ(G) = min{ϕG(S) : ∅ ⊂ S ⊂ V }.

We will need also the following definitions for the analysis.

Definition 6 (c(G, s) and CG(s, k)). For any graph G = (V,E),

c(G, s) = min{cG(S) : S ⊆ V, 1 ≤ |S| ≤ s}
CG(s, k) = {S : S ⊆ V, 1 ≤ |S| ≤ s, cG(S) ≤ k}.

Note that c(G, s) = min{k : CG(s, k) ̸= ∅}, and c(G, s) = c(G) if s ≥ ⌊n/2⌋.
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Definition 7 ((s, φ)-Expander). A d-regular graph G = (V,E) is an (s, φ)-expander if for every
cut {S, S̄}, where |S| ≤ |S̄|,

cG(S) ≥ φd ·min{|S|, s}.

The set of all (s, φ)-expander graphs is denoted Gs,φ.

Our definition of an (s, φ)-expander is stronger than the common definition of an (s, φ)-small-
set expander, which only requires that cG(S) ≥ φd · |S| if |S| ≤ s, and allows for the cut size to be
arbitrary small if s < |S| ≤ n/2.

The following simple facts hold for any d-regular graph G. If G is an (s, φ)-expander, then
c(G) ≥ φd. If c(G) ≥ k, then G is a (1, k/d)-expander. If G is an (s, φ)-expander and s ≥ ⌊n/2⌋,
then the graph conductance is ϕ(G) ≥ φ.

3 Upper Bounds on the Number of Cuts

In this section, we provide upper bounds on the number of cuts whose size is at most equal to a
given value.

The next structural lemma bounds the cardinality of the set CG(2s+1, k) when c(G, s) > k (or,
equivalently, when CG(s, k) = ∅).

Lemma 8. For any regular graph G = (V,E), if c(G, s) > k then |CG(2s+ 1, k)| ≤ n.

Proof. Let s′ = 2s + 1. Let M denote the set containing all minimal sets S ∈ CG(s′, k). (S is
minimal if it is not a proper subset of another set S′ ∈ CG(s′, k).)
Claim 8.1. If S1, S2 ∈ M and S1 ̸= S2, then S1 ∩ S2 = ∅.

Proof of Claim 8.1. Suppose, for contradiction that S1 ∩ S2 ̸= ∅. Then, since S1, S2 ∈ M and
S1 ̸= S2, it follows that S1\S2 ̸= ∅ and S2\S1 ̸= ∅. Let k1 = |E(S1, S2\S1)| and k2 = |E(S2, S1\S2)|,
and w.l.o.g. suppose that k1 ≤ k2. Then cG(S2 \ S1) = cG(S2) − k2 + k1 ≤ cG(S2) ≤ k, thus
S2 \ S1 ∈ CG(s′, k). We thus conclude that set S2 is not minimal – a contradiction.

Claim 8.2. If S1, S2, T ∈ CG(s′, k), and T ⊆ S1 ∩ S2, then S1 ⊆ S2 or S2 ⊆ S1.

Proof of Claim 8.2. Suppose, for contradiction, that S1 ⊈ S2 and S2 ⊈ S1. Then S1 \ S2 ̸= ∅ and
S2 \S1 ̸= ∅. As in the proof of Claim 8.1, we let k1 = |E(S1, S2 \S1)| and k2 = |E(S2, S1 \S2)|, and
assume k1 ≤ k2 to obtain S2 \ S1 ∈ CG(s′, k). From that and lemma’s assumption c(G, s) > k, it
follows |S2\S1| ≥ s+1. Also, |S1∩S2| ≥ |T | ≥ s+1. Hence, |S2| = |S2\S1|+|S1∩S2| ≥ 2(s+1) > s′,
which contradicts that S2 ∈ CG(s′, k).

Claim 8.3. If S ∈ CG(s′, k) \M then there is a set T ∈ M such that T ⊂ S.

Proof of Claim 8.3. By definition, a non-minimal set has a proper subset in CG(s′, k). By iterating
this argument at most s times, we obtain that S has a proper minimal subset.

From Claim 8.1 and assumption c(G, s) > k, we have that the number of minimal sets is
|M | ≤ n/(s+ 1). From Claim 8.2, it follows that for each minimal set T ∈ M , the total number of
non-minimal sets S ∈ CG(s′, k) \M that contain T as a subset is at most s′−|T | ≤ s′− (s+1) ≤ s.
Since, from Claim 8.3, each non-minimal set must contain a minimal set, we conclude that

|CG(s′, k)| ≤ |M | · (1 + s) ≤ n

s+ 1
· (1 + s) = n.
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The condition of Lemma 8, that c(G, s) > k, is always true for s = d and k = d− 1:

Lemma 9. For any d-regular graph G, c(G, d) ≥ d.

Proof. The statement follows from the fact that if |S| ≤ d then each u ∈ S has at least d− |S|+ 1
neighbors in S̄.

We will also need the following standard result. An a-minimal cut is a cut of size within a
multiplicative factor of a of the minimum.

Theorem 10 ([20]). In any graph, the number of a-minimal cuts is O
(
n⌊2a⌋), for any real a ≥ 1.

4 Flip Operations

We define a flip operation as follows. (This definition is equivalent to that of a random-flip trans-
formation from [1].)

Definition 11 (Flip Operation). A flip operation on graph G = (V,E) consists of the following
steps:

1. Choose an (ordered) pair of adjacent vertices a, b ∈ V u.a.r.

2. Choose a vertex a′ ∈ ΓG(a) u.a.r. (possibly, a
′ = b).

3. If the following two conditions hold:6

a′ ∈ ΓG(a) \ Γ+
G(b) and ΓG(b) \ Γ+

G(a) ̸= ∅, (1)

3.1. Choose a vertex b′ ∈ ΓG(b) \ Γ+
G(a) u.a.r.

3.2. Output graph
(
V, (E \ {e1, e2})∪ {e′1, e′2}

)
, where e1 = {a, a′}, e2 = {b, b′}, e′1 = {a, b′},

and e′2 = {b, a′}, i.e., replace edges e1 and e2 of G with the new edges e′1 and e′2.

4. Else (i.e., if (1) does not hold), output G.

We denote by Flip(G) the output graph. We say the flip operation is good if (1) holds.

Flip operations do not change the degree of vertices, and do not disconnect a connected graph
(more generally, they do not change the set of connected components of the graph).

The first step of a flip operation is equivalent to sampling an edge from E u.a.r., and then
choosing a random order of its endpoints. In general, the order chosen does affect the distribution
of the outcome, but in the case of regular graphs it does not, as shown in the next lemma.

Lemma 12 (Symmetry Lemma). If G = (V,E) is a regular graph, then for any edge {u, v} ∈ E
and vertices u′ ∈ ΓG(u) \ Γ+

G(v) and v′ ∈ ΓG(v) \ Γ+
G(u),

Pr[(a, b, a′, b′) = (u, v, u′, v′)] = Pr[(a, b, a′, b′) = (v, u, v′, u′)].

Proof. Let d be the degree of G. Then Pr[(a, b, a′, b′) = (u, v, u′, v′)] equals

1

nd
· 1
d
· 1

|ΓG(v) \ Γ+
G(u)|

=
1

nd
· 1
d
· 1

|ΓG(u) \ Γ+
G(v)|

,

which is equal to Pr[(a, b, a′, b′) = (v, u, v′, u′)].

6If G is regular, then the first condition in (1) implies the second, because |ΓG(a) \ Γ+
G(b)| = |ΓG(b) \ Γ+

G(a)|.
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A flip operation is pertinent to cut {S, S̄} if at least one of the edges {a, b}, {a, a′}, and {b, b′}
crosses the cut. The formal definition is as follows.

Definition 13 (Pertinent Flip). A flip operation on G = (V,E) is pertinent to cut {S, S̄}, if
{a, b} ∈ E(S, S̄), or {a, a′} ∈ E(S, S̄), or the flip is good and {b, b′} ∈ E(S, S̄).

If a flip is not pertinent to a given cut, then the operation does not change the set of crossing
edges of the cut, thus it does not change the cut’s size or strain.

Lemma 14. If G = (V,E) is a regular graph then, for any cut {S, S̄}, the probability of the event
PS that a flip is pertinent to the cut is

Pr [PS ] ≤ 3cG(S)/m.

Proof. From the definition of a flip, it is immediate that Pr[{a, b} ∈ E(S, S̄)] = cG(S)/m and
Pr[{a, a′} ∈ E(S, S̄)] = cG(S)/m. Also, if E is the event that the flip is good then, from Lemma 12,

Pr
[
E ∩

{
{b, b′} ∈ E(S, S̄)]

}]
= Pr

[
E ∩

{
{a, a′} ∈ E(S, S̄)]

}]
≤ Pr[{a, a′} ∈ E(S, S̄)] = cG(S)/m.

We complete the proof by combining the above three equations using a union bound.

A flip-chain is a Markov chain over graphs, with transitions corresponding to a single flip
operation.

Definition 15 (Flip-Chain). A flip-chain is a Markov chain
(
Gt = (V,Et)

)
t≥0

, where Gt =

Flip(Gt−1), for each t ≥ 1. We call the chain an (n, d)-flip-chain if |V | = n and G0 is a con-
nected d-regular graph (thus all graphs Gt are connected and d-regular).

We only consider (n, d)-flip-chains in this paper. In our analysis of flip-chains, in Sections 6
and 7, we replace subscripts Gt in all notations by t, e.g., we write ct(S) and σt(S) instead of cGt(S)
and σGt(S), respectively. For t ≥ 1, we denote by flipt the flip operation on Gt−1 that yields Gt,
and by at, bt, a

′
t, b

′
t the vertices selected in that operation (where b′t is defined only if flipt is a good

operation).

5 Expected Cut Size and Strain After a Single Flip

5.1 Additional Notation

For a connected graph G = (V,E), recall that αG,u(S) = |S ∩ ΓG(u)|/|ΓG(u)|, and for any edge
{u, v} ∈ E, let

αG,u,v(S) = |S ∩ Γ(u) ∩ Γ(v)|/|Γ(u)|
βG,u,v(S) = |S ∩ Γ(u) \ Γ+(v)|/|Γ(u)|

ρG,u,v = |Γ(u) \ Γ+(v)|/|Γ(u)|.

In this section, we consider just a pair of graphs G,G′, where G is given and G′ = Flip(G). The
set S is also fixed and given. We thus use the following shortcut notation throughout Section 5,

αu = αG,u(S), ᾱu = αG,u(S̄), αu,v = αG,u,v(S), ᾱu,v = αG,u,v(S̄),

βu,v = βG,u,v(S), β̄u,v = βG,u,v(S̄), ρu,v = ρG,v,u.

Also, Γ(u) = ΓG(u) and Γ+(u) = Γ+
G(u). We use primed notation to denote the same quantities in

G′, e.g., ᾱ′
u = αG′,u(S̄) and Γ′(u) = ΓG′(u).
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We will frequently use the following simple equations,7

αu + ᾱu = 1, βu,v = αu − αu,v − 1v∈S/|Γ(u)|, β̄u,v = ᾱu − ᾱu,v − 1v∈S̄/|Γ(u)|
ρu,v = 1− αu,v − ᾱu,v − 1/|Γ(u)| = βu,v + β̄u,v.

Since G will be a d-regular graph, we also have that αu,v = αv,u, ᾱu,v = ᾱv,u, ρu,v = ρv,u, and
ρu,v = 0 if and only if Γ+(u) = Γ+(v).

Here are some examples that use the above notation. Suppose that (a, b) = (u, v) in a flip
operation. Then, the probability the flip is good is ρu,v = ρv,u. The probability the flip is good and
a′ ∈ S is βu,v. The probability the flip is good and a′ ∈ S̄ is β̄u,v. The probability the flip is good
and a′, b′ ∈ S is βu,v · (βv,u/ρv,u) = βu,vβv,u/ρu,v.

5.2 Expected Size of a Small Cut After a Flip

We give a simple lower bound on the expected increase in the size of a given cut {S, S̄}, after a single
flip operation is applied to d-regular graph G. The bound is useful only if the initial size of the cut
is small, namely, cG(S) ≤ d. Note that the cut size does not change unless {a, b} ∈ EG(S, S̄), thus
we condition the expectation on the event {a, b} = {u, v} ∈ EG(S, S̄). Recall that δ = 1/d.

Lemma 16. Let G = (V,E) be a d-regular graph, let {S, S̄} be any cut, and let {u, v} ∈ EG(S, S̄).
If G′ = Flip(G) then

E[cG′(S) | {a, b} = {u, v}] ≥ cG(S) + 2(1− δcG(S)).

Proof. Suppose w.l.o.g. that u ∈ S and v ∈ S̄. If (a, b) = (u, v) then: cG′(S) − cG(S) = 2 when
the flip is good and a′ ∈ S, b′ ∈ S̄, which happen with probability βu,vβ̄v,u/ρu,v; cG′(S)− cG(S) =
−2 when the flip is good and a′ ∈ S̄, b′ ∈ S, which happen with probability β̄u,vβv,u/ρu,v; and
cG′(S)− cG(S) = 0 in all other cases. Then,

E[cG′(S) | (a, b) = (u, v)]− cG(S) = 2βu,vβ̄v,u/ρu,v − 2β̄u,vβv,u/ρu,v

= 2βu,v(ρu,v − βv,u)/ρu,v − 2(ρu,v − βu,v)βv,u/ρu,v

= 2(βu,v − βv,u)

= 2(αu − αv + δ)

= 2(1− (ᾱu + αv − δ))

≥ 2(1− δcG(S)).

Also, from Lemma 12, it follows E[cG′(S) | (a, b) = (v, u)] = E[cG′(S) | (a, b) = (u, v)].

5.3 Expected Cut Strain After a Flip

In this section, we compute the expected change in the strain of a given cut {S, S̄}, after a single
flip operation is applied to d-regular graph G. Recall δ = 1/d.

Lemma 17. If G = (V,E) is a d-regular graph and G′ = Flip(G), then for any cut {S, S̄},

E[σG′(S)] = σG(S) + 4δm−1
∑

{u,v}∈E

(βu,v − βv,u)
2 − δ2m−1

∑
{u,v}∈E

γG,{u,v}(S),

7By 1E we denote the indicator function that is 1 if E holds and is 0 otherwise.
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where γG,{u,v}(S) = 0 if Γ+(u) = Γ+(v), otherwise

γG,{u,v}(S) =


β̄u,v + β̄v,u + 2(βu,vβ̄v,u + β̄u,vβv,u)/ρu,v if u, v ∈ S

βu,v + βv,u + 2(βu,vβ̄v,u + β̄u,vβv,u)/ρu,v if u, v ∈ S̄

βu,v + β̄v,u + 4βu,vβ̄v,u/ρu,v if u ∈ S, v ∈ S̄.

For each vertex u ∈ V , let
yu = α′

uᾱ
′
u − αuᾱu.

Then, σG′(S) − σG(S) =
∑

u∈V yu. If the flip operation is good and u ∈ {a, b, a′, b′}, then the
sets Γ(u) and Γ′(u) differ in exactly one element; otherwise Γ(u) = Γ′(u). Hence, if α′

u < αu then
α′
u = αu − δ and ᾱ′

u = ᾱu + δ; and if α′
u > αu then α′

u = αu + δ and ᾱ′
u = ᾱu − δ. It is then easy

to compute

yu =


δ(αu − ᾱu)− δ2 if α′

u < αu

δ(ᾱu − αu)− δ2 if α′
u > αu

0 otherwise.

(2)

In the following subsections, we compute the expected values of ya, yb, ya′ , and yb′ , and then
combine these results to compute the expected value of σG′(S)− σG(S).

It is convenient to divide γG,{u,v}(S) into two parts. For any {u, v} ∈ E, let

η{u,v} =


β̄u,v + β̄v,u if u, v ∈ S

βu,v + βv,u if u, v ∈ S̄

βu,v + β̄v,u if u ∈ S, v ∈ S̄

, ζ{u,v} =

{
2(βu,vβ̄v,u + β̄u,vβv,u)/ρu,v if u, v ∈ S or S̄

4βu,vβ̄v,u/ρu,v if u ∈ S, v ∈ S̄.

Then γG,{u,v}(S) = η{u,v} + ζ{u,v}.

5.3.1 Expected Value of ya + yb

First, we consider the case where {a, b} ∈ EG(S, S̄).

Lemma 18. For any edge {u, v} ∈ E, where u ∈ S, v ∈ S̄, and Γ+(u) ̸= Γ+(v),

E[ya + yb | {a, b} = {u, v}] = 2δ(βu,v − βv,u)
2 − δ2ζ{u,v}.

Proof. When (a, b) = (u, v), the values of ya and yb are non-zero only if (i) the flip is good and
a′ ∈ S, b′ ∈ S̄, or (ii) the flip is good and a′ ∈ S̄, b′ ∈ S. By (2), if (i) holds then ya = δ(2αu−1)−δ2

and yb = δ(1−2αv)−δ2; while if (ii) holds then ya = δ(1−2αu)−δ2 and yb = δ(2αv−1)−δ2. Also,
given (a, b) = (u, v), the probability that (i) holds is βu,vβ̄v,u/ρu,v; while the probability that (ii)
holds is β̄u,vβv,u/ρu,v. Then,

E[ya + yb | (a, b) = (u, v)] = [δ(2αu − 1)− δ2 + δ(1− 2αv)− δ2] · βu,vβ̄v,u/ρu,v
+ [δ(1− 2αu)− δ2 + δ(2αv − 1)− δ2] · β̄u,vβv,u/ρu,v
= [2δ(βu,v − βv,u)− 4δ2] · βu,vβ̄v,u/ρu,v
+ [2δ(βv,u − βu,v)] · β̄u,vβv,u/ρu,v
= 2δ(βu,v − βv,u)

2 − 4δ2βu,vβ̄v,u/ρu,v,

where for the last equation we used ρu,v = βu,v + β̄u,v = βv,u + β̄v,u. Also, from Lemma 12, it
follows E[ya + yb | (a, b) = (v, u)] = E[ya + yb | (a, b) = (u, v)].
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Next, we prove a similar result for the case where {a, b} ∈ E \ EG(S, S̄). (Recall that the
definition of ζ{u,v} is different in this case.)

Lemma 19. For any edge {u, v} ∈ E, where either u, v ∈ S or u, v ∈ S̄, and Γ+(u) ̸= Γ+(v),

E[ya + yb | {a, b} = {u, v}] = 2δ(βu,v − βv,u)
2 − δ2ζ{u,v}.

Proof. The proof is similar to that of Lemma 18. By the same reasoning, we have

E[ya + yb | (a, b) = (u, v)] = [δ(2αu − 1)− δ2 + δ(1− 2αv)− δ2] · βu,vβ̄v,u/ρu,v
+ [δ(1− 2αu)− δ2 + δ(2αv − 1)− δ2] · β̄u,vβv,u/ρu,v
= [2δ(βu,v − βv,u)− 2δ2] · βu,vβ̄v,u/ρu,v
+ [2δ(βv,u − βu,v)− 2δ2] · β̄u,vβv,u/ρu,v
= 2δ(βu,v − βv,u)

2 − 2δ2(βu,vβ̄v,u + β̄u,vβv,u)/ρu,v.

Also, E[ya + yb | (a, b) = (v, u)] = E[ya + yb | (a, b) = (u, v)], since the formula in the last line is
symmetric for u and v.

5.3.2 Expected Values of ya′ and yb′

We first compute the expected value of ya′ conditionally on a′ = u, and then remove the condition.

Lemma 20. For any vertex u ∈ V ,

E[ya′ | a′ = u] = δ2
∑

v∈Γ(u)

Yu,v − δ3
∑

v∈Γ(u)∩S

β̄v,u − δ3
∑

v∈Γ(u)∩S̄

βv,u,

where

Yu,v =

{
(αu − ᾱu)(ᾱv − δ · 1u∈S̄) if v ∈ S

(ᾱu − αu)(αv − δ · 1u∈S) if v ∈ S̄.

Proof. For any vertex v ∈ Γ(u) ∩ S, we have

E[ya′ | (a′, a) = (u, v)] = [δ(αu − ᾱu)− δ2] · β̄v,u,

because ya′ = δ(αu − ᾱu) − δ2 if the flip is good and b ∈ S̄ as α′
u < αu in this case, and ya′ = 0

otherwise; and, given (a′, a) = (u, v), the event that the flip is good and b ∈ S̄ is the same as the
event that b ∈ S̄ \ Γ+(u), whose probability is β̄v,u. Similarly, we obtain that for any v ∈ Γ(u)∩ S̄,

E[ya′ | (a′, a) = (u, v)] = [δ(ᾱu − αu)− δ2] · βv,u.

It follows that

E[ya′ | a′ = u] =
∑

v∈Γ(u)∩S

[δ2(αu − ᾱu)− δ3] · β̄v,u

+
∑

v∈Γ(u)∩S̄

[δ2(ᾱu − αu)− δ3] · βv,u

= δ2
∑

v∈Γ(u)∩S

(αu − ᾱu)(ᾱv − ᾱu,v − δ · 1u∈S̄)− δ3
∑

v∈Γ(u)∩S

β̄v,u

+ δ2
∑

v∈Γ(u)∩S̄

(ᾱu − αu)(αv − αu,v − δ · 1u∈S)− δ3
∑

v∈Γ(u)∩S̄

βv,u.
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Finally, the terms ᾱu,v and αu,v in the last two lines get cancelled, as it is easy to check that∑
v∈Γ(u)∩S

ᾱu,v =
∑

v∈Γ(u)∩S̄

αu,v.

Lemma 21. E[ya′ ] = δm−1
∑

{u,v}∈E

(βu,v − βv,u)
2 − δ2m−1

∑
{u,v}∈E

η{u,v}/2.

Proof. From Lemma 20,

E[ya′ ] = n−1
∑
u∈V

δ2
∑

v∈Γ(u)

Yu,v − δ3
∑

v∈Γ(u)∩S

β̄v,u − δ3
∑

v∈Γ(u)∩S̄

βv,u

 .

We have ∑
u∈V

∑
v∈Γ(u)

Yu,v =
∑

{u,v}∈E

(Yu,v + Yv,u).

We now compute the sum Yu,v + Yv,u, for each edge {u, v} ∈ E. We have the following three cases:
If u, v ∈ S,

Yu,v + Yv,u = (αu − ᾱu)ᾱv + (αv − ᾱv)ᾱu

= (αu − ᾱu)(ᾱu + (ᾱv − ᾱu)) + (αv − ᾱv)(ᾱv + (ᾱu − ᾱv))

= (αu − ᾱu)ᾱu + (αv − ᾱv)ᾱv + 2(βu,v − βv,u)
2.

If u, v ∈ S̄, we obtain similarly

Yu,v + Yv,u = (ᾱu − αu)αu + (ᾱv − αv)αv + 2(βu,v − βv,u)
2.

Last, if u ∈ S and v ∈ S̄, we get

Yu,v + Yv,u = (ᾱu − αu)(αv − δ) + (αv − ᾱv)(ᾱu − δ)

= (ᾱu − αu)αu + (αv − ᾱv)ᾱv + 2(βu,v − βv,u)
2 − 2δ(βu,v − βv,u).

Summing over all {u, v} ∈ E, results in the cancellation of all terms (αx − ᾱx)ᾱx and (ᾱx −αx)αx,
for x ∈ {u, v}, and we obtain∑

{u,v}∈E

(Yu,v + Yv,u) =
∑

{u,v}∈E

2(βu,v − βv,u)
2 −

∑
u∈S

∑
v∈Γ(v)∩S̄

2δ(βu,v − βv,u).

It follows that

E[ya′ ] = n−1

(
2δ2

∑
{u,v}∈E

(βu,v − βv,u)
2 − δ3

∑
u∈S

∑
v∈Γ(v)∩S̄

2(βu,v − βv,u)

− δ3
∑
v∈S

∑
u∈Γ(v)∩S̄

β̄v,u − δ3
∑
v∈S

∑
u∈Γ(v)∩S

β̄v,u

− δ3
∑
v∈S̄

∑
u∈Γ(v)∩S

βv,u − δ3
∑
v∈S̄

∑
u∈Γ(v)∩S̄

βv,u

)

= n−1

(
2δ2

∑
{u,v}∈E

(βu,v − βv,u)
2 − δ3

∑
{u,v}∈E

η{u,v}

)
.

Substituting n = 2mδ concludes the proof.
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By symmetry, the expected value of yb′ is the same as that of ya′ .

Lemma 22. Define yb′ = 0 if the flip operation is not good. Then E[yb′ ] = E[ya′ ].

Proof. It follows from Lemma 12.

5.3.3 Proof of Lemma 17

We have σG′(S) − σG(S) = ya + yb + ya′ + yb′ , where we set yb′ = 0 if the flip is not good. Then,
from Lemmas 18, 19, 21 and 22,

E[σG′(S)]− σG(S) = E[ya + yb] + 2E[ya′ ]

= 2δm−1
∑

{u,v}∈EG(S,S̄)

(βu,v − βv,u)
2 − δ2m−1

∑
{u,v}∈EG(S,S̄)

ζ{u,v}

+ 2δm−1
∑

{u,v}∈E\EG(S,S̄)

(βu,v − βv,u)
2 − δ2m−1

∑
{u,v}∈E\EG(S,S̄)

ζ{u,v}

+ 2δm−1
∑

{u,v}∈E

(βu,v − βv,u)
2 − δ2m−1

∑
{u,v}∈E

η{u,v}

= 4δm−1
∑

{u,v}∈E

(βu,v − βv,u)
2 − δ2m−1

∑
{u,v}∈E

γG,{u,v}(S).

5.4 Expected Cut Strain After a Flip in an (s, φ)-Expander

In this section, we apply Lemma 17 to show the following statement for (s, φ)-expanders.

Lemma 23. Let G = (V,E) be a d-regular (s, φ)-expander, where φ ≤ 1/2 and d ≥ 15/φ, and let
{S, S̄} be any cut such that s ≤ |S| ≤ n/2 and σG(S) ≤ s/4. If G′ = Flip(G), then

E[σG′(S)] ≥ σG(S) +
(
(3φ/7) · (φ/15− δ)2 − 12δ

)
· δm−1cG(S).

Before we prove Lemma 23, we state a simple corollary of it and of Lemma 14.

Corollary 24. For the same assumptions as in Lemma 23, the conditional expectation of σG′(S)
given the event PS that the flip is pertinent to cut {S, S̄} is

E[σG′(S) | PS ] ≥ σG(S) +
(
(φ/7) · (φ/15− δ)2 − 4δ

)
· δ.

Note that if φ is a positive constant and d is at least a large enough constant, then the above
inequality becomes E[σG′(S) | PS ] ≥ σG(S) + ε · δ, for some positive constant ε.

Proof of Corollary 24. Since operations non-pertinent to {S, S̄} do not change the strain of the cut,

E[σG′(S)− σG(S)] = E[σG′(S)− σG(S) | PS ] · Pr[PS ].

Substituting the bounds on Pr[PS ] and E[σG′(S) − σG(S)] from Lemmas 14 and 23, respectively,
completes the proof.

We divide the proof of Lemma 23 into three lemmas. The first bounds the sum of all γG,{u,v}(S).

Lemma 25. For any d-regular graph G = (V,E) and cut {S, S̄},∑
{u,v}∈E

γG,{u,v}(S) ≤ 12cG(S).

14



Proof. Let {u, v} ∈ E. If u ∈ S and v ∈ S̄, then γG,{u,v}(S) = βu,v + β̄v,u + 4βu,vβ̄v,u/ρu,v ≤ 6. If
u, v ∈ S, then γG,{u,v}(S) = β̄u,v + β̄v,u + 2(βu,vβ̄v,u + β̄u,vβv,u)/ρu,v ≤ 3β̄u,v + 3β̄v,u ≤ 3ᾱu + 3ᾱv.
Similarly, if u, v ∈ S̄, then γG,{u,v}(S) ≤ 3αu + 3αv. Combining the three cases, we obtain∑

{u,v}∈E

γG,{u,v}(S) ≤ 6cG(S) +
∑
u∈S

(3ᾱu · d) +
∑
v∈S̄

(3αv · d) = 12cG(S).

The next lemma lower bounds the sum of all terms (βu,v − βv,u)
2, when the cut size cG(S) is

relatively large. In this case, it suffices to consider just the edges {u, v} that cross the cut.

Lemma 26. For any d-regular graph G = (V,E) and cut {S, S̄}, such that cG(S) ≥ dσG(S)/(1− ϵ)
and δ ≤ ϵ < 1, ∑

{u,v}∈E

(βu,v − βv,u)
2 ≥ (ϵ− δ)2 · cG(S).

Proof. We have∑
{u,v}∈E

(βu,v − βv,u)
2 ≥

∑
u∈S

∑
v∈Γ(u)∩S̄

(βu,v − βv,u)
2 =

∑
u∈S

∑
v∈Γ(u)∩S̄

(αu + ᾱv − (1− δ))2. (3)

Also, ∑
u∈S

∑
v∈Γ(u)∩S̄

(αu + ᾱv) = dσG(S) ≤ (1− δ) · cG(S) =
∑
u∈S

∑
v∈Γ(u)∩S̄

(1− δ),

where the first equation holds because for each u ∈ S, αu appears in d · ᾱu terms of the double sum,
and for each v ∈ S̄, ᾱv appears in d · αv terms. It follows that the double sum in (3) is minimized
when all the cG(S) many terms (au + āv) are equal, thus∑

{u,v}∈E

(βu,v − βv,u)
2 ≥ cG(S) ·

(
dσG(S)

cG(S)
− (1− δ)

)2

≥ cG(S) · (ϵ− δ)2.

Next we lower bound the sum of all terms (βu,v − βv,u)
2, when the cut size cG(S) is relatively

small. This case is more involved as it does not suffice to consider just the crossing edges.

Lemma 27. Let G = (V,E) be a d-regular (s, φ)-expander, where φ ≤ 1/2 and d ≥ 15/φ, and let
{S, S̄} be a cut such that s ≤ |S| ≤ n/2 and cG(S) ≤ 7sd/27. Then∑

{u,v}∈E

(βu,v − βv,u)
2 ≥ (3φ/28) · (φ/15− δ)2 · cG(S).

Proof. For real numbers 0 ≤ x ≤ y ≤ 1, let Rx = {u : au ≥ x} and Dx,y = Rx \Ry.

Claim 27.1. For any 0 ≤ x ≤ 1,

|S| − δ · cG(S)/(1− x) ≤ |Rx| ≤ |S|+ δ · cG(S)/x.

Proof of Claim 27.1. We have |Rx| ≥ |Rx ∩ S| = |S| − |S \Rx|, and

δ · cG(S) =
∑
u∈S

āu ≥
∑

u∈S\Rx

āu ≥ |S \Rx| · (1− x).

Thus, |Rx| ≥ |S| − δ · cG(S)/(1− x). Similarly, |Rx| ≤ |S|+ |Rx ∩ S̄|, and

δ · cG(S) =
∑
v∈S̄

av ≥
∑

v∈Rx∩S̄

av ≥ |Rx ∩ S̄| · x.

Thus |Rx| ≤ |S|+ δ · cG(S)/x.
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Claim 27.2. For any 0 < a < b < 1 and 0 < ϵ < (b− a)/2, there exists x ∈ [a+ ϵ, b− ϵ] such that

|E(Dx−ϵ,x, Dx,x+ϵ)| ≤
1

⌊(b− a− ϵ)/ϵ⌋
· 1
2

(
1

a
+

1

1− b

)
cG(S).

Proof of Claim 27.2. The volume of Da,b is at most
(
1
a + 1

1−b

)
cG(S), and |E(Da,b, Da,b)| is at most

half that volume. The claim follows by observing |E(Da,b, Da,b)| ≥
∑

x=a+iϵ |E(Dx−ϵ,x, Dx,x+ϵ)|,
where the range of i in the summation is 1 ≤ i ≤ (b− a− ϵ)/ϵ.

Let 1/3 < x < 2/3. Since cG(S) ≤ 7sd/27, Claim 27.1 gives |S| − 7s/9 ≤ |Rx| ≤ |S| + 7s/9.
And since s ≤ |S| ≤ n/2, we get 2s/9 ≤ |Rx| ≤ n−2s/9. Then, by the fact G is an (s, φ)-expander,

cG(Rx) ≥ 2φsd/9.

Fix the value of x such that it satisfies Claim 27.2, for a = 1/3, b = 2/3, and ϵ = φ/15. Then,

|E(Dx−ϵ,x, Dx,x+ϵ)| ≤
3cG(S)

4/φ
≤ 3 · 7sd/27

4/φ
= 7φsd/36,

where in the first inequality we used φ ≤ 1/2. It follows that at most 7φsd/36 of the cG(Rx) ≥
2φsd/9 edges {u, v} that cross the cut {Rx, V \ Rx} satisfy |αu − αv| ≤ ϵ. Thus |αu − αv| > ϵ for
at least 2φsd/9− 7φsd/36 = φsd/36 edges. And since |αu − αv| > ϵ implies |βu,v − βv,u| > ϵ− δ,∑

{u,v}∈E

(βu,v − βv,u)
2 ≥ (φsd/36) · (ϵ− δ)2 ≥ (3φ · cG(S)/28) · (φ/15− δ)2.

Proof of Lemma 23. From Lemma 17,

E[σG′(S)] = σG(S) + 4δm−1
∑

{u,v}∈E

(βu,v − βv,u)
2 − δ2m−1

∑
{u,v}∈E

γG,{u,v}(S).

We use Lemma 25 to upper bound the sum of γG,{u,v}(S), and Lemmas 26 and 27 to lower bound
the sum of (βu,v − βv,u)

2 when cG(S) ≥ (28d/27) · σG(S) and cG(S) ≤ (28d/27) · σG(S) ≤ 7sd/27,
respectively.

6 Edge-Connectivity Analysis

In this section, we prove the follow lemma for an (n, d)-flip-chain, which states that after rc =
O(nd log2 n) operations, the min-cut size c(Gt) becomes at least d/2, and then remains at lease d/2
for a polynomial number of operations, w.h.p. The lemma requires that d = Ω(log2 n).

Lemma 28 (Edge-Connectivity Lower Bound). Let
(
Gt = (V,Et)

)
t≥0

be an (n, d)-flip-chain, and

let τc = min{t : t ≥ rc, c(Gt) < d/2}, where rc = 292nd ln2 n. For all ℓ > rc,

Pr [τc ≥ ℓ] = 1−O
(
n−3d log n+ (3/5)d/(8 logn) ℓ2n log n

)
.
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6.1 Analysis of a Single Cut

We first study how the size of a single fixed cut {S, S̄} evolves. Recall that we replace subscript Gt

in all notations by t, e.g., we write ct(S) and σt(S) instead of cGt(S) and σGt(S), respectively.

Lemma 29. If d ≥ 171 lnn then, for any cut {S, S̄}, the time τ = min{t : ct(S) ≥ 3d/4} satisfies

Pr [τ ≤ 292nd lnn] ≥ 1− 3dn−4.

Proof. We call the t-th operation, flipt, significant if {at, bt} ∈ Et−1(S, S̄).
8 Observe that non-

significant operations do not change the size of cut {S, S̄}. Let ti denote the time of the ith
significant operation for i ≥ 1, and let t0 = 0.

We will bound the number ρ of significant operations until time τ , and the time between
successive significant operations. Let ρ = min{i : cti(S) ≥ 3d/4}, thus tρ = τ . For i ≥ 0, let

Xi =

{
cti(S)− i/2 if 0 ≤ i ≤ ρ

Xρ if i > ρ.

From Lemma 16, it follows that X0, X1, . . . is a submartingale. Also, −5/2 ≤ Xi+1 −Xi ≤ 3/2, for
any i ≥ 0. Then from Azuma’s inequality (see, e.g., [28]), we obtain that for all i ≥ 1 and λ ≥ 0,

Pr [Xi −X0 > −λ] ≥ 1− e−2λ2/(42i).

Substituting the definition of Xi, we get

Pr [{cti > i/2− λ} ∪ {i > ρ}] ≥ 1− e−2λ2/(42i).

For i ≥ i∗ := 512 lnn and λ =
√
4 · 8i lnn, we have i ≥ 4λ, and the above inequality gives

Pr [{cti(S) > i/4} ∪ {i > ρ}] ≥ 1− n−4.

For i = 3d ≥ 3 · 171 lnn > i∗, the event {cti(S) > i/4} ∪ {i > ρ} implies ρ ≤ 3d. It follows

Pr

{ρ ≤ 3d} ∩
⋂

i∗≤i<ρ

{cti(S) > i/4}

 ≥ Pr

 ⋂
i∗≤i≤3d

{cti(S) > i/4} ∪ {i > ρ}


≥ 1− (3d− i∗ + 1) · n−4.

The event
⋂

i∗≤i<ρ{cti(S) > i/4} above implies that if i∗ ≤ i < ρ, then ct(S) > i/4 for
ti ≤ t < ti+1. Also, ct(S) ≥ 1 for t < ti∗ , since Gt is connected. We use these observations to bound
the time between successive significant operations. For i ≥ 1, let

Yi =

{
ti − ti−1 if 1 ≤ i ≤ ρ and either i ≤ i∗ or cti−1(S) > (i− 1)/4

0 otherwise.

Let Y =
∑

1≤i≤3d Yi. It is easy to see that Y is dominated by the sum of 3d independent geometric

random variables, Y ′
1 , . . . , Y

′
3d, where Y ′

i has success probability 1
m if i ≤ i∗ and i−1

4m if i > i∗. Thus,

E[Y ] ≤ i∗ ·m+
∑

i∗<i≤3d

4m

i− 1
≤ m (i∗ + 4 ln d) ≤ 516m lnn =: ȳ.

8Significant operations are a subset of the operations pertinent to cut {S, S̄}, described in Definition 13.
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Then, by a tail bound on the sum of independent geometric random variables [17], for any λ ≥ 1,

Pr[Y < λȳ] ≥ 1− e−(1/m)ȳ(λ−1−lnλ).

Setting λ = 1.13 yields
Pr[Y < λȳ] ≥ 1− n−4.

Finally, by a union bound,

Pr

{Y < λȳ} ∩ {ρ ≤ 3d} ∩
⋂

i∗≤i<ρ

{cti(S) > i/4}

 ≥ 1− 3dn−4.

The event on the left implies tρ ≤ λȳ < 584m lnn. Since tρ = τ , the proof is completed.

Lemma 30. For any cut {S, S̄} of initial size c0(S) ≤ 3d/4, and any even integer 0 < λ < c0(S),
the time τ = min{t : ct(S) ≤ c0(S)− λ} satisfies the next inequality, for all ℓ ≥ 0,

Pr [τ > ℓ] ≥ 1− ℓ · (3/5)λ/2.

Proof. We call operation flipt effective if it changes the size of cut {S, S̄}, i.e., ct(S) ̸= ct−1(S).
9

Each effective operation changes the cut size by ±2. Let k = c0(S) ≤ 3d/4.
We only consider effective operations flipt for which it holds k−λ < ct−1(S) ≤ k. It follows from

Lemma 16, that for each of those effective operations, the probability that the cut size increases by 2
is at least p = 2−δk

2 , and the probability it decreases by 2 is at most q = δk
2 , since 2p−2q = 2(1−δk).

Then, the probability that the cut size decreases to k−λ, before it increases to k+2, when the initial
cut size is k, is bounded from below by the probability that a biased nearest-neighbor random walk
on the integers hits the (left) point l = 0 before hitting the (right) point r = λ/2+1, when it starts
from point λ/2, and in each step moves to the right or left with probability p and q, respectively.
The above random walk probability is (see, e.g., [22])

1− (q/p)r−l−1

1− (q/p)r−l
≥ 1− (q/p)r−l−1 ≥ 1− (3/5)λ/2.

Then, the probability than we need to repeat the random walk more than ℓ times before it hits l
is at least 1− ℓ · (3/5)λ/2.

6.2 Analysis of Multiple Cuts

We combine the results for a single cut from the previous section, with the upper bound on the
number of cuts in Lemma 8, to argue about multiple cuts simultaneously.

Lemma 31. Let 1 ≤ s < n/2 and 0 < λ < k ≤ 3d/4, where λ is an even integer. If d ≥ 171 lnn
then the times τ = min{t : c(Gt, s) ≤ k} and τ ′ = min{t : t ≥ r, c(Gt, 2s) ≤ k − λ}, where r =
⌊292nd lnn⌋, satisfy the following equation, for all ℓ ≥ r,

Pr
[
{τ ′ > ℓ} ∪ {τ ≤ ℓ}

]
= 1−O(dn−3 + nℓ2 · (3/5)λ/2).

9Effective operations are a subset of the set of significant operations, defined in the proof of Lemma 29.

18



Proof. For t ≥ 0, let

At =

{
C0(2s, k) if t = 0

Ct(2s, k) \ Ct(2s, k − 2) if t ≥ 1.

For any S ⊆ V and t ≥ 0, let

pS,t = min{t′ : t′ ≥ t, ct′(S) ≤ k − λ}.

If S ∈ A0, then from Lemmas 29 and 30 it follows

Pr[pS,r > ℓ] = 1−O
(
dn−4 + ℓ · (3/5)λ/2

)
.

Similarly, for any t ≥ 1, if we are given Gt = G, then for every S ∈ At, Lemma 30 yields

Pr[pS,t > ℓ | Gt = G] = 1−O
(
ℓ · (3/5)λ/2

)
.

We can assume that c(G0, s) > k (otherwise τ = 0, and Pr[{τ ′ > ℓ} ∪ {τ < ℓ}] = 1). Then, from
Lemma 8, we have |A0| = |C0(2s, k)| ≤ n, and by a union bound

Pr

 ⋂
S∈A0

{pS,r > ℓ}

 = 1−O
(
dn−3 + nℓ · (3/5)λ/2

)
.

Similarly, for t ≥ 1, if c(Gt, s) > k then |At| ≤ |Ct(2s, k)| ≤ n. And since τ > t implies c(Gt, s) > k

Pr

[
{τ ≤ t} ∪

⋂
S∈At

{pS,t > ℓ}

]
= 1−O

(
nℓ · (3/5)λ/2

)
.

Then, by a union bound,

Pr

 ⋂
S∈A0

{pS,r > ℓ} ∩
⋂

S∈At,1≤t≤ℓ

{pS,t > ℓ}

 ∪ {τ ≤ ℓ}

 = 1−O
(
dn−3 + nℓ2 · (3/5)λ/2

)
.

We conclude the proof by observing that the event on the left side inside the parenthesis implies
τ ′ > ℓ. Indeed, τ ′ > ℓ if and only if pS,r > ℓ for all sets S of size 1 ≤ |S| ≤ 2s; and for any such set
S, if pS,r ≤ ℓ then S must belong to at least one set At, for 0 ≤ t ≤ ℓ.

Proof of Lemma 28. Let imax = ⌊log(n/d)⌋, r = ⌊292nd lnn⌋, and let λ ≤ d
4imax

be an even positive

integer. For 0 ≤ i ≤ imax, let si = 2id, ki = ⌊3d/4⌋ − λi, and define

τi = max{t : t ≥ ir, c(Gt, si) ≤ ki}.

Note that n/2 < simax ≤ n, and kimax ≥ ⌊3d/4⌋ − d/4. We apply Lemma 31, for s = si and k = ki,
to obtain that for all 0 ≤ i < imax and ℓ ≥ (i+ 1) · r,

Pr [{τi+1 > ℓ} ∪ {τi ≤ ℓ}] = 1−O
(
dn−3 + nℓ2 · (3/5)λ/2

)
.

It follows that, for any ℓ ≥ imaxr,

Pr [τimax > ℓ] = Pr [{τimax > ℓ} ∪ {τ0 ≤ ℓ}] ≥ 1− imax ·O
(
dn−3 + nℓ2 · (3/5)λ/2

)
,

where the first equation holds because Pr[τ0 ≤ ℓ] = 0, by Lemma 9. To complete the proof, we use
that imax ≤ lnn, we set λ to be the largest even integer λ ≤ d

4 lnn , and we observe that τimax > ℓ
implies ct(Gt) ≥ kimax + 1 ≥ d/2 for all imaxr ≤ t ≤ ℓ.
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7 Expansion Analysis

In this section we prove the following lemma for an (n, d)-flip-chain. Roughly speaking, it states
that as long as the min-cut size is at least d/2, the graph conductance becomes ϕ(Gt) ≥ 1/32
after re = O(nd log n) flip operations, and then remains at lease 1/32 for a polynomial number of
operations, w.h.p. The lemma requires that d = Ω(log n).

Lemma 32 (Expansion Lower Bound). Let
(
Gt = (V,Et)

)
t≥0

be an (n, d)-flip-chain, where d ≥
26880 lnn/ν3e and νe = (1/224) · (1/480 − δ)2 − 4δ. Let τh = min{t : c(Gt) < d/2} and τe =
min{t : t ≥ re, ϕ(Gt) < 1/32}, where re = 48nd log n/νe. For all ℓ ≥ re,

Pr [{τe > ℓ} ∪ {τh ≤ ℓ}] = 1−O
(
ℓ2 · e−ν2ed/2240

)
.

7.1 Analysis of a Single Cut

We first study how the strain of a single given cut evolves. The next three lemmas show that, roughly
speaking, as long as the graph Gt remains an (s, φ)-expander, each the following statements holds
with probability 1− e−Ω(sd), for any given cut {S, S̄} with s ≤ |S| ≤ n/2: (1) the strain of the cut
exceeds s/4 after at most O(m) operation; (2) if the cut size is at least γsd, for a large enough
constant γ, then the cut strain exceeds s/4 before the cut size drops to sd; and, (3) once the cut
strain is at least s/4, it does not drop to s/8 in the next polynomial number of operations.

Lemma 33. Let 1 ≤ s ≤ n/2, 0 < φ ≤ 1/2, and ν = (φ/7) · (φ/15 − δ)2 − 4δ. If ν > 0 then for
any cut {S, S̄} with s ≤ |S| ≤ n/2, the time τ = min{t : σt(S) > s/4 or Gt /∈ Gs,φ}10 satisfies

Pr

[
τ ≤ 3m

φν

]
≥ 1− 2e−νsd/32.

Proof. We will say that operation flipt is pertinent if it is pertinent to cut {S, S̄}, i.e., if {at, bt} ∈
Et−1(S, S̄), or {at, a′t} ∈ Et−1(S, S̄), or if flipt is good and {b, b′} ∈ Et−1(S, S̄). Non-pertinent
operations do not change the set of edges crossing the cut {S, S̄}, thus neither the size nor the
strain of the cut. Let ti denote the time of the ith pertinent operation for i ≥ 1, and let t0 = 0.

We first bound the number of pertinent operations until time τ , similarly to the proof of
Lemma 29. For i ≥ 0, let

Xi =

{
σti(S)− i · νδ if ti ≤ τ

Xi−1 if ti > τ.

From Corollary 24, it follows that the sequence X0, X1, . . . is a submartingale.11 Also, for any i ≥ 1,
−4δ − νδ ≤ Xi −Xi−1 ≤ 4δ − νδ. Then, from Azuma’s inequality [28], for all i ≥ 1 and λ ≥ 0,

Pr [Xi −X0 > −λδ] ≥ 1− e−λ2/(32i).

Substituting the definition of Xi, we obtain

Pr [{σti(S)− σ0(S) > iνδ − λδ} ∪ {ti > τ}] ≥ 1− e−λ2/(32i). (4)

For i = i∗ := ⌈2sd/ν⌉ and λ =
√
νsdi, we have iνδ − λδ ≥ s/4, and (4) gives

Pr[ti∗ ≥ τ ] ≥ 1− e−νsd/32. (5)

10Recall from Definition 7 that Gs,φ is the set of all (s, φ)-expander graphs.
11With respect to the sequence Z0, Z1, . . . , where Zi = (Gti ,1τ<ti+1).
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Next, we bound the time between pertinent operations. For i ≥ 1, let

Yi =

{
ti − ti−1 if ti−1 < τ

0 otherwise.

Let Y =
∑

1≤i≤i∗ Yi. The probability of the event Pt that flipt is pertinent is

Pr[Pt | Gt−1] ≥ Pr[{at, bt} ∈ Et−1(S, S̄) | Gt−1] = ct−1(S)/m.

Using this, and the fact that ct(S) ≥ φsd if t < ti and ti−1 < τ , it is easy to see that Y is dominated
by the sum of i∗ i.i.d. geometric random variables with success probability φsd/m. Applying a tail
bound from [17], gives for any λ ≥ 1,

Pr

[
Y < λ · i

∗m

φsd

]
≥ 1− e−i∗(λ−1−lnλ).

Setting λ = 1.1 and using that i∗ < 3sd/ν, we obtain Pr
[
Y < 3m

φν

]
≥ 1− e−sd. Combining this and

(5), by applying a union bound, yields Pr
[
τ < 3m

φν

]
≥ 1− 2e−νsd/32.

Lemma 34. Let 1 ≤ s ≤ n/2, 0 < φ ≤ 1/2, and define ν as in Lemma 33. If ν > 0 then for any
cut {S, S̄} with s ≤ |S| ≤ n/2 and c0(S) ≥ 5sd/ν, the times τ = min{t : σt(S) > s/4 or Gt /∈ Gs,φ}
and τ ′ = min{t : ct(S) ≤ sd}, satisfy

Pr
[
τ < τ ′

]
≥ 1− e−νsd/32.

Proof. We saw in (5) that, for i∗ = ⌈2sd/ν⌉, the probability that the i∗th pertinent operation does
not occur before time τ is

Pr[ti∗ ≥ τ ] ≥ 1− e−νsd/32.

Since the size of cut {S, S̄} decreases by at most 2 in each pertinent operation, we have that for all
0 ≤ i′ ≤ i∗,

cti′ (S) ≥ c0(S)− 2i∗ > sd.

Thus, τ ′ > ti∗ (w.pr. 1), and Pr[τ ′ > ti∗ ≥ τ ] ≥ 1− n−νsd/32.

Lemma 35. Let 1 ≤ s ≤ n/2, 0 < φ ≤ 1/2, and define ν as in Lemma 33. If ν > 0 and
d ≥ 4225/(νs), then for any cut {S, S̄} with s ≤ |S| ≤ n/2 and s/4 − 4δ < σ0(S) ≤ s/4, times
τ1 = min{t : σt(S) ≤ s/8} and τ2 = min{t : Gt /∈ Gs,φ} satisfy the next inequality, for all ℓ ≥ 0,

Pr [{τ1 > ℓ} ∪ {τ2 ≤ ℓ}] ≥ 1− ℓ · e−ν2sd/1120.

Proof. Let τ3 = min{t : σt(S) > s/4}. We use the same submartingale sequence X0, X1, . . . as in
the proof of Lemma 33, for

τ = min{t : σt(S) > s/4 or Gt /∈ Gs,φ or σt(S) ≤ s/8} = min{τ1, τ2, τ3}.

We will use (4), which we restate here for convenience,

Pr [{σti(S)− σ0(S) > iνδ − λδ} ∪ {ti > τ}] ≥ 1− e−λ2/(32i).

For i = i∗ := ⌊sd/32⌋ − 1 and λ = ν ·
√

sdi/35 ≤ νsd/33, we have

iνδ − λδ ≥ νs/32− 2νδ − νs/33 ≥ 4δ,
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where the last inequality holds because d ≥ 4225
νs . Hence, for these values of i and λ, the event

σt(S)− σ0(S) > νδi− λδ implies that σti(S) > s/4, and thus, that ti ≥ τ3 ≥ τ . Then, (4) yields

Pr[ti∗ ≥ τ ] ≥ 1− e−ν2sd/1120.

Moreover, since the cut strain decreases by at most 4δ in each pertinent operation, we have for all
0 ≤ i′ ≤ i∗,

σti′ (S) ≥ σ0(S)− i′ · 4δ > s/4− 4δ − i∗ · 4δ ≥ s/8.

Therefore, ti∗ < τ1 (w.pr. 1). It follows that

Pr [τ1 > ti∗ ≥ τ = min{τ2, τ3}] ≥ 1− e−ν2sd/1120.

I.e., with probability 1− e−ν2sd/1120, the cut strain exceeds s/4 or the graph becomes a non-(s, φ)-
expander, before the cut strain decreases to s/8. The proof is completed by repeating the argument
ℓ times, or until the graph is not an (s, φ)-expander.

7.2 Analysis of Multiple Cuts

We combine the results for a single cut from the previous section, with the upper bound on the
number of cuts from Theorem 10, to argue about multiple cuts simultaneously. We also use the
simple relation between the strain and size of a cut from Lemma 4.

Lemma 36. Let 1 ≤ s ≤ n/2, φ = 1/32, φ0 = 1/2, and define ν as in Lemma 33. If ν > 0 and
d ≥ 26880 lnn/ν3, then times τ = min{t : Gt /∈ Gs,φ ∪ G1,φ0} and τ ′ = min{t : t ≥ r, Gt /∈ G2s,φ},
where r = ⌊3mφν ⌋, satisfy the next equation, for all ℓ ≥ r,

Pr
[
{τ ′ > ℓ} ∪ {τ ≤ ℓ}

]
= 1−O

(
ℓ2 · e−ν2sd/2240

)
.

Proof. Let
A0 = {S : s ≤ |S| ≤ n/2, σ0(S) ≤ s/4, c0(S) ≤ k},

where k = ⌊6sd/ν⌋, and for t ≥ 1, let

At = {S : s ≤ |S| ≤ n/2, s/4− 4δ < σt(S) ≤ s/4 or k − 1 ≤ ct(S) ≤ k}.

For any S ⊆ V and t ≥ 0, let

pS,t = min{t′ : t′ ≥ t, σt′(S) ≤ s/8, ct′(S) ≤ sd}.

If S ∈ A0, then from Lemmas 33 and 35 it follows that for all ℓ ≥ r,

Pr[{pS,r > ℓ} ∪ {τ ≤ ℓ}] = 1−O
(
ℓ · e−ν2sd/1120

)
.

Similarly, for any t ≥ 1, if we are given Gt = G, then for every S ∈ At,

Pr[{pS,t > ℓ} ∪ {τ ≤ ℓ} | Gt = G] = 1−O
(
ℓ · e−ν2sd/1120

)
,

where the above equation follows from Lemma 35 if s/4− 4δ < σt(S) ≤ s/4, and from Lemmas 34
and 35 if k − 1 ≤ ct(S) ≤ k. Finally, for any t ≥ 0, if Gt ∈ G1,φ0 then Theorem 10 yields

|At| = O
(
nk/(φ0d)

)
= O

(
n12s/ν

)
.
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Combining the above results, using a union bound, we obtain

Pr

 ⋂
S∈A0

{pS,r > ℓ} ∩
⋂

S∈At,1≤t≤ℓ

{pS,t > ℓ}

 ∪ {τ ≤ ℓ}

 = 1−O
(
ℓ2 · e−ν2sd/1120 · n12s/ν

)
= 1−O

(
ℓ2 · e−ν2sd/2240

)
,

where for the last equation we used that d ≥ 26880 lnn/ν3. Observe that, for any set S of size
s ≤ |S| ≤ n/2, if pS,r ≤ ℓ then S must belong to at least one set At, for 0 ≤ t ≤ ℓ. Therefore, the
equation above implies

Pr

 ⋂
S : s≤|S|≤n/2

{pS,r > ℓ} ∪ {τ ≤ ℓ}

 = 1−O
(
ℓ2 · e−ν2sd/2240

)
.

Finally, from Lemma 4, if pS,r > ℓ then for all r ≤ t ≤ ℓ we have ct(S) > sd/16, and thus
ct(S) > φdmin{2s, |S|}. Hence, the left side above is at most equal to Pr [{τ ′ > ℓ} ∪ {τ ≤ ℓ}].

Proof of Lemma 32. Let φ = 1/32, φ0 = 1/2, r = ⌊3mφν ⌋, and imax = ⌊log n⌋. Define the times
τ0 = min{t : Gt /∈ G1,φ0}, and τi = min{t : t ≥ ir, Gt /∈ G2i,φ}, for 1 ≤ i ≤ imax. We apply
Lemma 36, for s = 2i, to obtain that for any 0 ≤ i < imax and ℓ ≥ (i+ 1) · r,

Pr [{τi+1 > ℓ} ∪ {τi ≤ ℓ} ∪ {τ0 ≤ ℓ}] = 1−O
(
ℓ2 · e−ν2sd/2240

)
.

It follows by a union bound that, for all ℓ ≥ imaxr,

Pr [{τimax > ℓ} ∪ {τ0 ≤ ℓ}] = 1−O
(
ℓ2 · e−ν2d/2240

)
.

Observing that τimax ≤ τe, τ0 = τh, and ν = νe for φ = 1/32, completes the proof.

8 Proof of Theorem 1

The theorem follows by combining Lemmas 28 and 32.
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