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tRe
ommender systems apply statisti
al and knowl-edge dis
overy te
hniques to the problem of makingprodu
t re
ommendations during a live 
ustomer in-tera
tion and they are a
hieving widespread su

essin E-Commer
e nowadays. In this paper, we investi-gate several te
hniques for analyzing large-s
ale pur-
hase and preferen
e data for the purpose of produ
-ing useful re
ommendations to 
ustomers. In parti
-ular, we apply a 
olle
tion of algorithms su
h as tra-ditional data mining, nearest-neighbor 
ollaborative�ltering, and dimensionality redu
tion on two di�er-ent data sets. The �rst data set was derived from theweb-pur
hasing transa
tion of a large E-
ommer
e
ompany whereas the se
ond data set was 
olle
tedfrom MovieLens movie re
ommendation site. Forthe experimental purpose, we divide the re
ommen-dation generation pro
ess into three sub pro
esses{representation of input data, neighborhood forma-tion, and re
ommendation generation. We devise dif-ferent te
hniques for di�erent sub pro
esses and ap-ply their 
ombinations on our data sets to 
omparefor re
ommendation quality and performan
e.1 Introdu
tionThe largest E-
ommer
e sites o�er millions of prod-u
ts for sale. Choosing among so many options is
hallenging for 
onsumers. Re
ommender systemshave emerged in response to this problem. A re
om-mender system for an E-
ommer
e site re
eives infor-mation from a 
onsumer about whi
h produ
ts sheis interested in, and re
ommends produ
ts that are

likely to �t her needs. Today, re
ommender systemsare deployed on hundreds of di�erent sites, servingmillions of 
onsumers.One of the earliest and most su

essful re
om-mender te
hnologies is 
ollaborative �ltering [21, 28,15, 17℄. Collaborative �ltering works by building adatabase of preferen
es for produ
ts by 
onsumers. Anew 
onsumer, Neo, is mat
hed against the databaseto dis
over neighbors, whi
h are other 
onsumers whohave histori
ally had similar taste to Neo. Produ
tsthat the neighbors like are then re
ommended to Neo,as he will probably also like them. Collaborative �l-tering has been very su

essful in both resear
h andpra
ti
e. However, there remain important resear
hquestions in over
oming two fundamental 
hallengesfor 
ollaborative �ltering re
ommender systems.The �rst 
hallenge is to improve the s
alability ofthe 
ollaborative �ltering algorithms. These algo-rithms are able to sear
h tens of thousands of po-tential neighbors in real-time, but the demands ofmodern E-
ommer
e systems are to sear
h tens ofmillions of potential neighbors. Further, existing al-gorithms have performan
e problems with individual
onsumers for whom the site has large amounts ofinformation. For instan
e, if a site is using browsingpatterns as indi
ations of produ
t preferen
e, it mayhave thousands of data points for its most valuable
ustomers. These \long 
ustomer rows" slow downthe number of neighbors that 
an be sear
hed perse
ond, further redu
ing s
alability.The se
ond 
hallenge is to improve the quality ofthe re
ommendations for the 
onsumers. Consumersneed re
ommendations they 
an trust to help them�nd produ
ts they will like. If a 
onsumer trusts are
ommender system, pur
hases a produ
t, and �nds1



out he does not like the produ
t, the 
onsumer willbe unlikely to use the re
ommender system again.Re
ommender systems, like other sear
h systems,have two types of 
hara
teristi
 errors: false nega-tives, whi
h are produ
ts that are not re
ommended,though the 
onsumer would like them, and false pos-itives, whi
h are produ
ts that are re
ommended,though the 
onsumer does not like them. In the E-
ommer
e domain the most important errors to avoidare false positives, sin
e these errors will lead to angry
onsumers, and sin
e there are usually many produ
tson an E-
ommer
e site that a 
onsumer will like topur
hase, so there is no reason to risk re
ommendingone she will not like.In some ways these two 
hallenges are in 
on
i
t,sin
e the less time an algorithm spends sear
hing forneighbors, the more s
alable it will be, and the worseits quality. For this reason, it is important to treat thetwo 
hallenges simultaneously so the solutions dis
ov-ered are both useful and pra
ti
al.1.1 Problem StatementIn this paper, we resear
h these two 
hallenges to-gether, by studying new and existing algorithms thathave the potential to improve both s
alability andquality of re
ommender systems. There has been lit-tle work on experimental validation of re
ommendersystems against a set of real-world datasets (with thenotable ex
eption of [7℄). More experimental vali-dation is needed against real-world datasets, and itis important that these datasets in
lude E-
ommer
edata as well as 
ontent data.The fo
us of this paper is two-fold. First, we pro-vide a systemati
 experimental evaluation of di�erentte
hniques for re
ommender systems, and se
ond, wepresent new algorithms that are parti
ularly suitedfor sparse data sets, su
h as those that are 
ommonin E-
ommer
e appli
ations of re
ommender te
hnol-ogy. These algorithms have 
hara
teristi
s that makethem likely to be faster in online performan
e thanmany previously studied algorithms, and we seek toinvestigate how the quality of their re
ommendations
ompares to other algorithms under di�erent pra
ti-
al 
ir
umstan
es.In performing our experimental validation, we usetwo datasets. First, we use data from a large E-
ommer
e 
ompany, Fingerhut Corporations. Fin-gerhut sells a wide variety of heterogeneous prod-u
ts, ranging in pri
e from around ten dollars to sev-eral hundred dollars. Se
ond, we use data from our

own re
ommender system resear
h site, MovieLens(www.movielens.umn.edu). Though MovieLens is a
ontent data site, the items it re
ommends are prod-u
ts that 
onsumers are seeking to pur
hase, so wefeel the MovieLens analysis is also relevant to an E-
ommer
e audien
e.1.2 ContributionsThis paper has three primary resear
h 
ontributions:1. An analysis of the e�e
tiveness of re
ommendersystems on a
tual 
ustomer data from an e-
ommer
e site.2. A 
omparison of the performan
e of several dif-ferent re
ommender algorithms, in
luding origi-nal 
ollaborative �ltering algorithms, algorithmsbased on dimensionality redu
tion, and 
lassi
aldata mining algorithms.3. A new approa
h to forming re
ommendationsthat has online eÆ
ien
y advantages versus pre-viously studied algorithms, and that also hasquality advantages in the presen
e of very sparsedatasets, su
h as is 
ommon with E-
ommer
epur
hase data.1.3 OrganizationThe rest of the paper is organized as follows. Thenext se
tion provides a brief overview of some re-lated resear
h work. The se
tion following that pro-vides detailed analysis of di�erent re
ommender sys-tem tasks and formulates some possible re
ommenda-tion algorithms by using di�erent 
ombinations of thetasks. Se
tion 4 des
ribes our experimental work. Itprovides details of our data sets, evaluation metri
s,methodology and results of di�erent experiments anddis
ussion of the results. The �nal se
tion providessome 
on
luding remarks and dire
tions for future re-sear
h.2 Related WorkIn this se
tion we brie
y review some of the resear
hliterature related to our work.Re
ommender Systems Tapestry [11℄ is one ofthe earliest implementations of 
ollaborative �lteringbased re
ommender systems. This system relied on2



the expli
it opinions of people from a 
lose-knit 
om-munity, su
h as an oÆ
e workgroup. However, re
om-mender system for large 
ommunities 
an not dependon ea
h person knowing the others. Later on severalratings-based automated re
ommender systems weredeveloped. The GroupLens resear
h system [21, 17℄provides a pseudonymous 
ollaborative �ltering so-lution for Usenet news and movies. Ringo [28℄ andVideo Re
ommender [15℄ are email and web-basedsystems that generate re
ommendations on musi
 andmovies respe
tively. A spe
ial issue of Communi
a-tions of the ACM [22℄ presents a number of di�er-ent re
ommender systems. Although these systemshave been su

essful in the past, their widespreaduse has exposed some of their limitations su
h as theproblems of sparsity in the data set, problems asso-
iated with high dimensionality and so on. Sparsityproblem in re
ommender system has been addressedin [25, 12℄. The problems asso
iated with high di-mensionality in re
ommender systems have been dis-
ussed in [5℄, and appli
ation of dimensionality re-du
tion te
hniques to address these issues has beeninvestigated in [26℄.Personalization in E-Commer
e In re
entyears, with the advent of E-Commer
e the need forpersonalized servi
es has been emphasized. Businessresear
hers have advo
ated the need for one-to-onemarketing [20℄. One-to-one marketing attempts toimprove the nature of marketing by using te
hnologyto assist businesses in treating ea
h 
ustomer indi-vidually. To be su

essful in in
reasingly 
ompeti-tive Internet marketpla
e, resear
hers have stressedthe need for 
apturing 
ustomer loyalty [23℄. Re
-ommender systems 
an use businesses a
hieve thesegoals. S
hafer et al., [27℄ present a detailed taxon-omy and examples of re
ommender systems used inE-
ommer
e and how they 
an provide one-to-onepersonalization and at the same 
an 
apture 
ustomerloyalty.Knowledge Dis
overy in Databases (KDD)KDD te
hniques [10℄, also known as data mining,usually refer to extra
tion of impli
it but useful in-formation from databases. Two main goals of thesete
hniques are to save money by dis
overing the po-tential for eÆ
ien
ies, or to make more money by dis-
overing ways to sell more produ
ts to 
ustomers.For instan
e, 
ompanies are using data mining todis
over whi
h produ
ts sell well at whi
h times ofyear, so they 
an manage their retail store inven-

tory more eÆ
iently, potentially saving millions ofdollars a year [6℄. Other 
ompanies are using KDDto dis
over whi
h 
ustomers will be most interestedin a spe
ial o�er, redu
ing the 
osts of dire
t mail oroutbound telephone 
ampaigns by hundreds of thou-sands of dollars a year [3, 18℄. These appli
ationstypi
ally involve using data mining to dis
over a newmodel, and the an analyst apply the model to the ap-pli
ation. However, the most dire
t bene�t of thesete
hniques is in
reasing sales of existing produ
ts bymat
hing 
ustomers to the produ
ts they will be mostlikely to pur
hase. In re
ommender systems, one ofthe best known data mining te
hniques is the dis
ov-ery of asso
iation rules. The main goal of these rulesis to �nd asso
iation between two sets of produ
tsin the transa
tion database su
h that the presen
eof produ
ts in one set implies the presen
e of theprodu
ts from the other set. Apriori [2℄, DHP [19℄,Tree Proje
tion algorithms [1℄ and the FP-tree [13℄algorithms are some of the well-known algorithms for�nding asso
iation rules from databases.Dimensionality Redu
tion There have beensubstantial resear
h work done in the area of dimen-sionality redu
tion. Several methods have been de-vised to redu
e the dimensionality of data sets. Prin-
ipal Component analysis [8℄ is a widely used te
h-nique that 
omputes the eigenvalues of the 
ustomer-
ustomer or produ
t-produ
t similarity matrix andreturns k eigenve
tors 
orresponding to k largesteigenvalues as the prin
ipal axes of k dimensionalspa
e. Latent semanti
 indexing (LSI) [9, 4℄ is an-other type of dimensionality redu
tion te
hnique thathas been widely used in information retrieval 
ommu-nity. LSI uses singular value de
omposition to fa
torthe original spa
e into three matri
es and the pro
essof dimensionality redu
tion is performed by redu
ingthe singular matrix.3 Re
ommender SystemsRe
ommender systems have evolved in the extremelyintera
tive environment of the web. They apply dataanalysis te
hniques to the problem of helping 
us-tomers �nd whi
h produ
ts they would like to pur-
hase at E-Commer
e sites by produ
ing a list of top{N re
ommended produ
ts for a given 
ustomer. Inthis se
tion we dis
uss some traditional data min-ing te
hniques, parti
ularly, we dis
uss the asso
ia-tion rule te
hnique and how this te
hnique 
an be3



e�e
tively utilized to produ
e top{N re
ommenda-tions. Then we fo
us on 
ollaborative �ltering basedre
ommender system and divide the whole task ofre
ommendation generation into three sub tasks anddis
uss them in detail.3.1 Traditional Data Mining: Asso
i-ation RulesKnowledge Dis
overy in Databases (KDD) 
ommu-nity has long been interested in devising methodsfor making produ
t re
ommendations to 
ustomersbased on di�erent te
hniques. One of the most 
om-monly used data mining te
hniques for E-
ommer
eis �nding asso
iation rules between a set of 
o-pur
hased produ
ts. Essentially, these te
hniques are
on
erned with dis
overing asso
iation between twosets of produ
ts su
h that the presen
e of some prod-u
ts in a parti
ular transa
tion implies that produ
tsfrom the other set are also present in the same trans-a
tion. More formally, let us denote a 
olle
tion ofm produ
ts fP1; P2; : : : ; Pmg by P . A transa
tionT � P is de�ned to be a set of produ
ts that arepur
hased together. An asso
iation rule between twosets of produ
ts X and Y , su
h that X;Y � P andX \ Y = ;, states that the presen
e of produ
ts inthe set X in the transa
tion T indi
ates a strong like-lihood that produ
ts from the set Y are also presentin T . Su
h an asso
iation rule is often denoted byX ) Y .The quality of asso
iation rules is 
ommonly evalu-ated by looking at their support and 
on�den
e. Thesupport s, of a rule measures the o

urren
e fre-quen
y of the pattern in the rule while the 
on�den
e
, is the measure of the strength of impli
ation. For arule X ) Y , the support is measured by the fra
tionof transa
tions that 
ontains both X and Y . Moreformally,s = number of transa
tions 
ontaining X [ Ynumber of transa
tions ;In other words, support indi
ates that s% of trans-a
tions 
ontain X [ Y . For a rule X ) Y , the 
on-�den
e 
 states that 
% of transa
tions that 
ontainX also 
ontains Y . More formally,
 = number of transa
tions 
ontaining X [ Ynumber of transa
tions 
ontaining X ;whi
h is nothing but the 
onditional probability ofseeing Y , given that we have seen X . With asso
ia-tion rules it is 
ommon to �nd rules having support

and 
on�den
e higher than a user-de�ned minimum.A rule that has a high 
on�den
e level is often veryimportant, be
ause it provides an a

urate predi
tionof the out
ome in question. The support of a ruleis also important, sin
e rules with very low support(i.e., very infrequent) are often uninteresting, sin
ethey do not des
ribe suÆ
iently large populations,and may be artifa
ts.Asso
iation rules 
an be used to develop top-N re
-ommender systems in the following way. For ea
h oneof the n 
ustomers we 
reate a transa
tion 
ontain-ing all the produ
ts that they have pur
hased in thepast. We then use an asso
iation rule dis
overy algo-rithm to �nd all the rules that satisfy given minimumsupport and minimum 
on�den
e 
onstraints. Now,for ea
h 
ustomer u that we will like to �nd his/hertop-N re
ommended produ
ts we pro
eed as follows.First, we �nd all the rules that are supported by the
ustomer (i.e., the 
ustomer has pur
hased all theprodu
ts that are in the left-hand-side of the rule).Let Pu be the set of unique produ
ts that are beingpredi
ted by all these rules and have not yet been pur-
hased by 
ustomer u. Next, we sort these produ
tsbased on the 
on�den
e of the rules that were usedto predi
t them, so that produ
ts predi
ted by rulesthat have a higher 
on�den
e are ranked �rst. Notethat if a parti
ular produ
t is predi
ted by multiplerules, we use the rule that has the highest 
on�den
e.Finally, we sele
t the �rst N highest ranked produ
tsas the re
ommended set.3.2 Re
ommender Systems Based onCollaborative FilteringCollaborative �ltering (CF) [21, 17℄ is the most su
-
essful re
ommender system te
hnology to date, andis used in many of the most su

essful re
ommendersystems on the Web. CF systems re
ommend prod-u
ts to a target 
ustomer based on the opinions ofother 
ustomers. These systems employ statisti
alte
hniques to �nd a set of 
ustomers known as neigh-bors, that have a history of agreeing with the targetuser (i.e., they either rate di�erent produ
ts simi-larly or they tend to buy similar set of produ
ts).On
e a neighborhood of users is formed, these sys-tems use several algorithms to produ
e re
ommen-dations. In this paper, we divide the entire pro
essof CF-based re
ommendation generation into threesub-tasks namely, representation, neighborhood for-mation, and re
ommendation generation as shown inFigure 1. The \representation" task deals with the4



s
heme used to model the produ
ts that have alreadybeen pur
hased by a 
ustomer. The \neighborhoodformation" task fo
uses on the problem of how toidentify the other neighboring 
ustomers. Finally,the \re
ommendation generation" task fo
uses on theproblem of �nding the top-N re
ommended produ
tsfrom the neighborhood of 
ustomers. In the rest ofthe se
tion, we des
ribe some possible ways of per-forming these tasks.3.2.1 RepresentationIn a typi
al CF-based re
ommender system, the in-put data is a 
olle
tion of histori
al pur
hasing trans-a
tions of n 
ustomers on m produ
ts. It is usuallyrepresented as an m�n 
ustomer-produ
t matrix, R,su
h that ri;j is one if the ith 
ustomer has pur
hasedthe jth produ
t, and zero, otherwise. We term thism � n representation of the input data set as orig-inal representation. This representation, although
on
eptually very simple, may potentially pose someproblems for nearest-neighbor re
ommender systems,su
h as:� Sparsity In pra
ti
e, many 
ommer
ial re
om-mender systems are used to evaluate large prod-u
t sets (e.g., Amazon.
om re
ommends booksand CDnow.
om re
ommends musi
 albums). Inthese systems, even a
tive 
ustomers may havepur
hased well under 1% of the produ
ts (1%of 2 million books is 20; 000 books). A

ord-ingly, a re
ommender system based on nearestneighbor algorithms may be unable to make anyprodu
t re
ommendations for a parti
ular user.This problem is known as redu
ed 
overage. Fur-thermore, the a

ura
y of re
ommendations maybe poor. An example of a missed opportunity forquality is the loss of neighbor transitivity. If 
us-tomers Paul and Sue 
orrelate highly, and Suealso 
orrelates highly with Mike, it is not ne
es-sarily true that Paul and Mike will 
orrelate asthey may have pur
hased too few 
ommon prod-u
ts.� S
alability Nearest neighbor algorithms re-quire 
omputation that grows with both thenumber of 
ustomers and the number of prod-u
ts. With millions of 
ustomers and produ
ts, atypi
al web-based re
ommender system runningexisting algorithms will su�er serious s
alabilityproblems.

� Synonymy In real life s
enario, di�erent prod-u
t names 
an refer to the similar obje
ts. Corre-lation based re
ommender systems 
an't �nd thislatent asso
iation and treat these produ
ts di�er-ently. For example, let us 
onsider two 
ustomersone of them pur
hases 10 di�erent re
y
led letterpad produ
ts as and another 
ustomer pur
hases10 di�erent re
y
led memo pad produ
ts. Corre-lation based re
ommender systems would see nomat
h between produ
t sets to 
ompute 
orrela-tion and would be unable to dis
over the latentasso
iation that both of them like re
y
led oÆ
eprodu
t.These weaknesses of the original data representa-tion led us to explore alternate methods for represent-ing the input data. A natural way of representingsparse data sets is to 
ompute a lower dimensionalrepresentation using LSI. Essentially, this approa
htakes the n � m 
ustomer-produ
t matrix and usesa trun
ated singular value de
omposition to obtaina rank-k approximation of the original matrix. Wewill refer to this as the redu
ed dimensional represen-tation. This representation has a number of advan-tages. First, it alleviates the sparsity problem as allthe entries in the n � k matrix are nonzero, whi
hmeans that all n 
ustomers now have their opinionson the k meta-produ
ts. Se
ond, the s
alability prob-lem also gets better as k << n, the pro
essing timeand storage requirement both improve dramati
ally.Third, this redu
ed representation 
aptures latent as-so
iation between 
ustomers and produ
ts in the re-du
ed feature spa
e and thus 
an potentially removethe synonymy problem.Apart from the high dimensional or low dimen-sional representation of input data, we also 
onsidertwo di�erent s
hemes of normalizing the 
ustomerve
tors in the feature spa
e. In the a
tual s
heme,ve
tors are not normalized and are kept in their orig-inal format. In the other s
heme ea
h ve
tor is nor-malized to have unit length. The motivations behindthis normalization is to develop a 
ommon frameworkby whi
h to treat 
ustomers that have pur
hased dif-ferent number of produ
ts.3.2.2 Neighborhood FormationThe most important step in CF-based re
ommendersystems is that of 
omputing the similarity between
ustomers as it is used to form a proximity-basedneighborhood between a target 
ustomer and a num-ber of like-minded 
ustomers. The neighborhood for-5
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Figure 1: Three main parts of a Re
ommender System.mation pro
ess is in fa
t the model-building or learn-ing pro
ess for a re
ommender system algorithm. Themain goal of neighborhood formation is to �nd, forea
h 
ustomer u, an ordered list of l 
ustomers N=fN1; N2; : : : ; Nlg su
h that u 62 N and sim(u;N1) ismaximum, sim(u;N2) is the next maximum and soon. We now present two di�erent aspe
ts of neigh-borhood formation, the proximity measure and neigh-borhood formation algorithm.Proximity Measure The proximity between two
ustomers is usually measured using either the 
orre-lation or the 
osine measure.� Correlation In this 
ase proximity betweentwo users a and b is measured by 
omputing thePearson 
orrelation 
orrab, whi
h is given by
orrab = Pi(rai � �ra)(rbi � �rb)pPi(rai � �ra)2Pi(rbi � �rb)2 :.� Cosine In this 
ase two 
ustomers a and bare thought of as two ve
tors in the m dimen-sional produ
t-spa
e (or the k-dimensional spa
ein 
ase of redu
ed representation). The prox-imity between them is measured by 
omputingthe 
osine of the angle between the two ve
tors,whi
h is given by
os(~a;~b) = ~a �~bk~ak2 � k~bk2 ;where \�" denotes the dot-produ
t of the two ve
-tors.

Using the desired proximity measure, for n 
us-tomers, an n� n similarity matrix S is 
omputed.Di�erent Neighborhood Types After 
omput-ing the all-to-all proximity between 
ustomers, thenext task is to a
tually form the neighborhood.There are several s
hemes for neighborhood forma-tion. Here we dis
uss two s
hemes.� Center-based s
heme forms a neighborhoodof size k, for a parti
ular 
ustomer 
, by simplysele
ting the l nearest other 
ustomers.� Aggregate Neighborhood s
heme forms aneighborhood of size l, for a 
ustomer 
, by �rstpi
king the 
losest neighbor to 
. Then the restl� 1 neighbors are sele
ted as follows. Let, at a
ertain point there are j neighbors in the neigh-borhood N , where j < l. The algorithm then
omputes the 
entroid of the neighborhood. The
entroid of N is de�ned as ~C and is 
omputedas ~C = 1j P~V 2N ~V . A 
ustomer w, su
h thatw 62 N is sele
ted as the j + 1-st neighbor onlyif, w is 
losest to the 
entroid ~C. Then the 
en-troid is re
omputed for j + 1 neighbors and thepro
ess 
ontinues until jN j = l. Basi
ally, thisalgorithm allows the nearest neighbors to a�e
tthe formation of the neighborhood and it 
an bebene�
ial for very sparse data sets.Neighborhood Formed in Low-dimensionalSpa
e The fa
t that the low dimensional spa
e isless sparse than its high dimensional 
ounterpart led6



us to form the neighborhood in redu
ed spa
e. We�rst use a dimensionality redu
tion te
hnique (e.g.,Singular Value De
omposition (SVD)) to produ
e alow dimensional representation, then we use ve
torsimilarity (
osine) to 
ompute the proximity between
ustomers and hen
e to form the neighborhood.3.2.3 Generation of Re
ommendationThe �nal step of a CF-based re
ommender system isto derive the top-N re
ommendations from the neigh-borhood of 
ustomers. We present two di�erent te
h-nique for performing the task.� Most-frequent Item Re
-ommendation looks into the neighborhood Nand for ea
h neighbor s
ans through his/her pur-
hase data and performs a frequen
y 
ount of theprodu
ts. After all neighbors are a

ounted for,the system sorts the produ
ts a

ording to theirfrequen
y 
ount and simply returns the N mostfrequent produ
ts as re
ommendation that havenot yet been pur
hased by the a
tive user.� Asso
iation Rule-based Re
ommendationis based on the asso
iation rule-based top-N re
-ommendation te
hnique des
ribed in se
tion 3:1However, instead of using the entire popula-tion of 
ustomers to generate rules, this te
h-nique only 
onsiders the l neighbors while gen-erating the rules. Note that 
onsidering only afew neighbors may not generate strong enoughasso
iation rules in pra
ti
e, whi
h as a 
onse-quen
e, may result in insuÆ
ient produ
ts tore
ommend. This 
an be augmented by usinga s
heme where the rest of the produ
ts, if ne
-essary, are 
omputed by using the most frequentitem algorithm.4 Experimental Evaluation4.1 Data setsWe used two di�erent data sets to evaluate the di�er-ent re
ommendation algorithms dis
ussed in se
tion3. The details of the data sets are the following:� Movie data: We used data from our MovieLensre
ommender system, MovieLens is a web-basedresear
h re
ommender system that debuted inFall 1997. Ea
h week hundreds of users visitMovieLens to rate and re
eive re
ommendations

for movies. The site now has over 35000 userswho have expressed opinions on 3000+ di�erentmovies. We randomly sele
ted enough users toobtain 100; 000 ratings from the database (weonly 
onsidered users that had rated 20 or moremovies). We divided the database into 80%training set and 20% test set. The data set was
onverted into a binary user-movie matrixR thathad 943 rows (i.e., 943 users) and 1682 
olumns(i.e., 1682 movies that were rated by at least oneof the users). For our experiments, we also takeanother fa
tor into 
onsideration, sparsity levelof data sets. For the data matrix R This is de-�ned as 1 � nonzero entriestotal entries . The sparsity levelof the Movie data set is, therefore, 1� 100;000943�1682 ,whi
h is 0:9369. Throughout the paper we termthis data set as ML.� E-Commer
e data In addition to the abovemovie data, we use histori
al e-
ommer
e pur-
hase data from Fingerhut In
., a large e-
ommer
e 
ompany. This data set 
ontains pur-
hase information of 6; 502 
ustomers on 23; 554
atalog produ
ts. In total, this data set 
ontains97; 045 pur
hase re
ords. As before, we dividedthe data set into a train set and a test set by us-ing the same 80%=20% train/test ratio. We also
ompute the sparsity level for this data set andfound it to be 0:9994. We term this data set ECfor the rest of the paper.4.2 Evaluation Metri
sTo evaluate top-N re
ommendation we use two met-ri
s widely used in the information retrieval (IR) 
om-munity namely, re
all and pre
ision [16℄ . However,we slightly modify the de�nition of re
all and pre
i-sion as our experiment is di�erent from standard IRin the sense that we have a �xed number of re
om-mended items. We started by dividing our data setsinto two parts{the training set and the test set. Ouralgorithms worked on the training set, and generateda set of re
ommendations, we 
all the top-N set. Ourmain goal is to look into the test set (i.e., the hiddenportion of the pur
hase data) and mat
h produ
tswith our top-N set. Produ
ts that appear in bothsets are members of a spe
ial set, we 
all the hit set.We now de�ne re
all and pre
ision in our 
ontext.� Re
all. For re
ommender system experiments weare interested in , we de�ne re
all as the ratioof hit set size to the test set size, i.e., re
all =7



size of hit setsize of test set whi
h 
an be written as re
all =jtestT top�Njjtestj .� Pre
ision. In the 
ontext of the re
ommendersystem is de�ned as the ratio of hit set size to thetop-N set size, i.e., pre
ision = size of hit setsize of top-N setwhi
h 
an be written as re
all = jtestT top�NjN .These two measures are, however, often 
on
i
t-ing in nature. For instan
e, in
reasing the numberN tends to in
rease re
all but de
reases pre
ision.The fa
t that both are 
riti
al for the quality judg-ment leads us to use a 
ombination of the two. Inparti
ular, we use the standard F1 metri
 [29℄ thatgives equal weight to them both and is 
omputed asF1 = 2�re
all�pre
isionre
all+pre
ision . We 
ompute F1 for ea
h in-dividual 
ustomer and 
al
ulate the average value touse as our metri
.4.3 Experimental ResultsIn this se
tion we present a detailed experimentalevaluation of the di�erent algorithmi
 
hoi
es forthe steps of the CF-based re
ommender systems and
ompare its performan
e to that a
hieved by tradi-tional asso
iation-rule based approa
hes. Our maingoal is to explore the possibilities of 
ombining dif-ferent subtasks to formulate an eÆ
ient re
ommen-dation algorithm. As the 
ombination of di�erentparameters and tasks is enormous, we experimen-tally evaluate ea
h parameter by making reasonable
hoi
es for the rest.In all the CF-based experiments the proximity be-tween 
ustomers was measured by using 
osine metri
and ea
h 
ustomer ve
tor was normalized to be of unitlength. The 
osine metri
 was sele
ted be
ause it isappli
able both in original and lower dimensional rep-resentations. The unit length normalization was per-formed so that 
ustomers that have pur
hased manyitems will not dominate both the aggregate neighbor-hoods as well as the singular value de
omposition.Finally, in all our experiments we �xed the numberof re
ommendations at 10 (i.e., top-10).4.3.1 Experiments with neighborhood size.The size of the neighborhood has signi�
ant impa
ton the re
ommendation quality [14℄. To determinethe e�e
t of neighborhood size, we performed an ex-periment where we varied the neighborhood size to
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Figure 2: Impa
t of neighborhood size on re
ommen-dation quality. The experiment was done by splittingthe entire data set into 80% train and 20% test data.
Neighborhood sensitivity study (train data set only)
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Figure 3: Impa
t of neighborhood size on re
ommen-dation quality. This experiment was done by furthersplitting the train data set into 80%� 20% train andvalidation data.determine the e�e
tiveness of the re
ommendationsby 
omputing the F1 metri
. We ran our tests onboth datasets using both high dimensional and lowdimensional representations. In 
ase of low dimen-sional representation of input data, we use a �xednumber of dimensions. Our results are shown in Fig-ure 2.As we 
an see from Figure 2, the size of the neigh-borhood does a�e
t the quality of top-10 re
ommen-dation. In general, the quality in
reases as we in-
rease the number of neighbors. However, after a 
er-tain point, the improvement gains diminish and thequality be
omes worse. An interesting observationfrom Figure 2 is that the optimal number of neigh-bors is data set dependent. In 
ase of ML it rea
hes8



Dimension sensitivity study (ML data set)
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Figure 4: Impa
t of the number of dimension (MLdata set)its peak somewhere in the range of 80{120, whereasin 
ase of EC the peak is rea
hed in the range of170{220.Given that the optimal number of nearest neigh-bors is di�erent for di�erent data sets, it is impor-tant to see if we 
an a

urately estimate the optimalnumber of neighbors using the training data set alone.One way of doing this is to further split the trainingdata set into a train and validation portion and thenuse the train data to produ
e top-N re
ommendationand validation data to 
ompute F1 values to deter-mine the optimal value of neighbors.We performed these experiments and the resultsare presented in Figure 3. Comparing Figure 2 andFigure 3 we see that the sensitivity on the number ofneighbors is the same for both the 
ases (even thoughdue to in
reased level of sparsity the se
ond experi-ment leads to lower quality). Furthermore, the rangeof optimal number of neighbors in the se
ond exper-iment is the same as the �rst. Consequently, the op-timal number of nearest neighbors 
an be 
orre
tlylearnt from the training set alone. Also the perfor-man
e di�eren
e remains quite similar over a widerange of neighborhood sizes. For the rest of the ex-periments we used a neighborhood of size 90 for theML and that of 200 for the EC data set.4.3.2 Experiments with number of dimen-sion.As dis
ussed in [9, 4℄ the number of dimension is
riti
al for the e�e
tiveness of the low dimensionalrepresentation. We are interested in determining thenumber of dimensions that is large enough to 
apture

Dimension sensitivity study (EC data set)
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Figure 5: Impa
t of the number of dimension (ECdata set)all the latent relationships in the matrix yet smallenough to avoid over-�tting errors. Unfortunatelythere is no dire
t analyti
al method to determinethe value of the optimal number of dimensions [9℄ sothe optimal value has to be experimentally evaluated.Furthermore, the optimal value of the lower dimen-sional spa
e (i.e., the optimal rank of the 
ustomer-produ
t matrix) is di�erent for di�erent data sets.Determination of the optimal value of dimension 
anbe done by using similar te
hnique used to determinethe optimal value of nearest neighbors. We performedan experiment where we divided the data set intoa train and test portion �rst and further divide thetrain data set into a train and validation portion. Werepeated the experiment for di�erent number of di-mensions and noted the impa
t on the F1 metri
 andfrom the plot we determined optimum number of di-mensions. To show that this approa
h leads to the
orre
t estimation of the optimal value of dimension,we 
ondu
ted another experiment where we separatethe entire data set into train and test data only anddetermine the sensitivity of dimensions on F1 metri
.Figure 4 shows the plot for the ML data set and we
an observe that both 
ases provide plots of similarshape. Figure 5 shows the 
hart for the EC data set.Here also we observe similar shapes of both the plots.Looking into the results shown in Figure 4 and Fig-ure 5, we 
an see that our two data sets exhibit strik-ingly di�erent behavior. In the 
ase of ML, the re
-ommender quality initially improves as we in
reasethe rank of the lower dimensional spa
e, but it qui
klyrea
hes its maximum performan
e and any further in-
reases in the rank of the spa
e leads to worse re
om-mendation results. Note that this behavior is 
onsis-9
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Table 1: Impa
t of re
ommendation algorithm on re
-ommendation quality.
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Table 2: Impa
t of neighborhood formation pro
esson re
ommendation quality.tent with experiments performed by IR resear
hers[4℄. However, in the 
ase of EC, we see that there
ommendation quality 
ontinues to improve all theway up to 800 dimensions. We believe this distin
tlydi�erent behavior is be
ause (i) the original numberof dimensions for the EC is mu
h larger than ML(6502� 23554 vs. 943� 1682) and (ii) EC is signif-i
antly sparser (sparsity level of 0:9994 vs. 0:9369)and a

ordingly has mu
h less dependen
ies. Thiswas evident by observing the magnitude of the sin-gular values whi
h did not suÆ
iently de
rease.However, an important observation is that the rela-tive performan
e di�eren
es were fairly small for bothEC and ML data sets. This is parti
ularly importantas lower dimensional spa
es 
an be indexed using ef-�
ient te
hniques e.g., R-Trees greatly in
reasing thes
alability of the nearest neighbor 
al
ulations. Forthe rest of the experiments we �xed the number ofdimensions to 20 for the ML and 300 for the EC dataset.

Different Recommendation Algorithms
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Figure 6: Di�erent personalized re
ommendation al-gorithms vs. non-personalized algorithm (Movie dataset)4.3.3 Experiments with the re
ommendationgeneration pro
ess.To 
ompare the relative performan
e of the most fre-quent item re
ommendation and the asso
iation rulebased re
ommendation algorithmwe performed an ex-periment, in whi
h we set all of our parameters to a�xed value and apply these two di�erent methods ofre
ommendation generation on the data sets. We alsoperform the experiments in both high and low dimen-sional settings. Table 1 summarizes the 
omparativeresults obtained from these two s
hemes. Lookinginto the results of this table we 
an see that thereis very little performan
e di�eren
e between the twos
hemes; as both s
hemes tend to perform similar re
-ommendations. Given the simpli
ity and speed ofmost frequent item approa
h we believe that shouldbe preferred over the neighborhood asso
iation rule.4.3.4 Experiments with the neighborhoodformation pro
essIn the previous se
tion we dis
ussed two di�erentneighborhood formation pro
ess, namely 
enter-basedand aggregate neighborhood methods. We designedan experiment to evaluate these two methods. Theresults of these experiments are shown in Table 2using both the original as well as the lower dimen-sional representation. As we 
an see from this table,the 
enter-based neighborhood formation algorithmoutperforms the aggregate-based method, espe
iallyfor the EC data set. This was a surprising resultas we were expe
ting that the very sparse nature ofthis data set will prevent the 
enter-based s
heme for10
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Figure 7: Di�erent personalized re
ommendationalgorithms vs. non-personalized algorithm (E-Commer
e data set)building suÆ
iently large and high quality neighbor-hoods. We are 
arefully investigating this result.4.3.5 Density Sensitivity AnalysisIn the previous se
tions we evaluated the perfor-man
e of di�erent algorithmi
 
hoi
es for ea
h of thethree sub-tasks involved in CF-based re
ommendersystems. In this se
tion, we fo
us on evaluating theperforman
e of CF-based and traditional asso
iationrule-based re
ommender systems and also evaluatetheir sensitivity on the density of the data sets.Figure 6 and Figure 7 shows the re
ommenda-tion performan
e (as measured by F1 metri
) of twoCF-based re
ommendation algorithms and the tradi-tional asso
iation rule-based algorithms dis
ussed inSe
tion 3.1 for di�erent levels of density. The two CF-based algorithms use the 
enter-based neighborhoodformation and most frequent s
heme for re
ommen-dation generation but one operates on the originalspa
e and the other on the lower dimensional spa
e.The di�erent levels of density were obtained as fol-lows. After dividing the data sets into training andtest portions, we retained 100%; 80%; 60%; 40% and20% of the non-zero entries in training to obtain �vedi�erent density levels. The traditional asso
iationrule based results were obtained using a 
on�den
eof 20% and a support of 0:1% for EC and 2% for ML.A number of interesting observations 
an be madeby looking into the results of Figure 6 and Figure 7.First, the CF-based te
hniques do better than thetraditional rule-based approa
h and for 
ertain den-sity levels the di�eren
e is dramati
. Se
ond, as was

expe
ted, as the density de
reases the quality of there
ommendation de
reases as well. Third, the lowerdimensional representations does better for ML, butworse for EC 
ompared to the CF-based s
hemes thatuse the original representations. We believe this isdue to the observations dis
ussed in Se
tion 4.3.2.5 Con
lusionRe
ommender systems are a powerful new te
hnologyfor extra
ting additional value for a business from its
ustomer databases. These systems help 
ustomers�nd produ
ts they want to buy from a business.Re
ommender systems bene�t 
ustomers by enablingthem to �nd produ
ts they like. Conversely, theyhelp the business by generating more sales. Re
om-mender systems are rapidly be
oming a 
ru
ial tool inE-
ommer
e on the Web. Re
ommender systems arebeing stressed by the huge volume of 
ustomer datain existing 
orporate databases, and will be stressedeven more by the in
reasing volume of 
ustomer dataavailable on the Web. New te
hnologies are neededthat 
an dramati
ally improve the s
alability of re
-ommender systems.In this paper we presented and experimentally eval-uate various algorithmi
 
hoi
es for CF-based re
om-mender systems. Our results show that dimensional-ity redu
tion te
hniques hold the promise of allowingCF-based algorithms to s
ale to large data sets andat the same time produ
e high-quality re
ommenda-tions. Future work is required to understand exa
tlywhy low dimensional representation works well forsome re
ommender appli
ations, and less well for oth-ers.6 A
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