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Abstract

Recommender systems apply statistical and knowl-
edge discovery techniques to the problem of making
product recommendations during a live customer in-
teraction and they are achieving widespread success
in E-Commerce nowadays. In this paper, we investi-
gate several techniques for analyzing large-scale pur-
chase and preference data for the purpose of produc-
ing useful recommendations to customers. In partic-
ular, we apply a collection of algorithms such as tra-
ditional data mining, nearest-neighbor collaborative
filtering, and dimensionality reduction on two differ-
ent data sets. The first data set was derived from the
web-purchasing transaction of a large E-commerce
company whereas the second data set was collected
from MovieLens movie recommendation site. For
the experimental purpose, we divide the recommen-
dation generation process into three sub processes
representation of input data, neighborhood forma-
tion, and recommendation generation. We devise dif-
ferent techniques for different sub processes and ap-
ply their combinations on our data sets to compare
for recommendation quality and performance.

1 Introduction

The largest E-commerce sites offer millions of prod-
ucts for sale. Choosing among so many options is
challenging for consumers. Recommender systems
have emerged in response to this problem. A recom-
mender system for an E-commerce site receives infor-
mation from a consumer about which products she
is interested in, and recommends products that are

likely to fit her needs. Today, recommender systems
are deployed on hundreds of different sites, serving
millions of consumers.

One of the earliest and most successful recom-
mender technologies is collaborative filtering [21, 28,
15, 17]. Collaborative filtering works by building a
database of preferences for products by consumers. A
new consumer, Neo, is matched against the database
to discover neighbors, which are other consumers who
have historically had similar taste to Neo. Products
that the neighbors like are then recommended to Neo,
as he will probably also like them. Collaborative fil-
tering has been very successful in both research and
practice. However, there remain important, research
questions in overcoming two fundamental challenges
for collaborative filtering recommender systems.

The first challenge is to improve the scalability of
the collaborative filtering algorithms. These algo-
rithms are able to search tens of thousands of po-
tential neighbors in real-time, but the demands of
modern E-commerce systems are to search tens of
millions of potential neighbors. Further, existing al-
gorithms have performance problems with individual
consumers for whom the site has large amounts of
information. For instance, if a site is using browsing
patterns as indications of product preference, it may
have thousands of data points for its most valuable
customers. These “long customer rows” slow down
the number of neighbors that can be searched per
second, further reducing scalability.

The second challenge is to improve the quality of
the recommendations for the consumers. Consumers
need recommendations they can trust to help them
find products they will like. If a consumer trusts a
recommender system, purchases a product, and finds



out he does not like the product, the consumer will
be unlikely to use the recommender system again.
Recommender systems, like other search systems,
have two types of characteristic errors: false nega-
tives, which are products that are not recommended,
though the consumer would like them, and false pos-
itives, which are products that are recommended,
though the consumer does not like them. In the E-
commerce domain the most important errors to avoid
are false positives, since these errors will lead to angry
consumers, and since there are usually many products
on an E-commerce site that a consumer will like to
purchase, so there is no reason to risk recommending
one she will not like.

In some ways these two challenges are in conflict,
since the less time an algorithm spends searching for
neighbors, the more scalable it will be, and the worse
its quality. For this reason, it is important to treat the
two challenges simultaneously so the solutions discov-
ered are both useful and practical.

1.1 Problem Statement

In this paper, we research these two challenges to-
gether, by studying new and existing algorithms that
have the potential to improve both scalability and
quality of recommender systems. There has been lit-
tle work on experimental validation of recommender
systems against a set of real-world datasets (with the
notable exception of [7]). More experimental vali-
dation is needed against real-world datasets, and it
is important that these datasets include E-commerce
data as well as content data.

The focus of this paper is two-fold. First, we pro-
vide a systematic experimental evaluation of different
techniques for recommender systems, and second, we
present new algorithms that are particularly suited
for sparse data sets, such as those that are common
in E-commerce applications of recommender technol-
ogy. These algorithms have characteristics that make
them likely to be faster in online performance than
many previously studied algorithms, and we seek to
investigate how the quality of their recommendations
compares to other algorithms under different practi-
cal circumstances.

In performing our experimental validation, we use
two datasets. First, we use data from a large E-
commerce company, Fingerhut Corporations. Fin-
gerhut sells a wide variety of heterogeneous prod-
ucts, ranging in price from around ten dollars to sev-
eral hundred dollars. Second, we use data from our

own recommender system research site, MovieLens
(www.movielens.umn.edu). Though MovieLens is a
content data site, the items it recommends are prod-
ucts that consumers are seeking to purchase, so we
feel the MovieLens analysis is also relevant to an E-
commerce audience.

1.2 Contributions

This paper has three primary research contributions:

1. An analysis of the effectiveness of recommender
systems on actual customer data from an e-
commerce site.

2. A comparison of the performance of several dif-
ferent recommender algorithms, including origi-
nal collaborative filtering algorithms, algorithms
based on dimensionality reduction, and classical
data mining algorithms.

3. A new approach to forming recommendations
that has online efficiency advantages versus pre-
viously studied algorithms, and that also has
quality advantages in the presence of very sparse
datasets, such as is common with E-commerce
purchase data.

1.3 Organization

The rest of the paper is organized as follows. The
next section provides a brief overview of some re-
lated research work. The section following that pro-
vides detailed analysis of different recommender sys-
tem tasks and formulates some possible recommenda-
tion algorithms by using different combinations of the
tasks. Section 4 describes our experimental work. It
provides details of our data sets, evaluation metrics,
methodology and results of different experiments and
discussion of the results. The final section provides
some concluding remarks and directions for future re-
search.

2 Related Work

In this section we briefly review some of the research
literature related to our work.

Recommender Systems Tapestry [11] is one of
the earliest implementations of collaborative filtering
based recommender systems. This system relied on



the explicit opinions of people from a close-knit com-
munity, such as an office workgroup. However, recom-
mender system for large communities can not depend
on each person knowing the others. Later on several
ratings-based automated recommender systems were
developed. The GroupLens research system [21, 17]
provides a pseudonymous collaborative filtering so-
lution for Usenet news and movies. Ringo [28] and
Video Recommender [15] are email and web-based
systems that generate recommendations on music and
movies respectively. A special issue of Communica-
tions of the ACM [22] presents a number of differ-
ent recommender systems. Although these systems
have been successful in the past, their widespread
use has exposed some of their limitations such as the
problems of sparsity in the data set, problems asso-
ciated with high dimensionality and so on. Sparsity
problem in recommender system has been addressed
in [25, 12]. The problems associated with high di-
mensionality in recommender systems have been dis-
cussed in [5], and application of dimensionality re-
duction techniques to address these issues has been
investigated in [26].

in E-Commerce In recent
years, with the advent of E-Commerce the need for
personalized services has been emphasized. Business
researchers have advocated the need for one-to-one
marketing [20]. One-to-one marketing attempts to
improve the nature of marketing by using technology
to assist businesses in treating each customer indi-
vidually. To be successful in increasingly competi-
tive Internet marketplace, researchers have stressed
the need for capturing customer loyalty [23]. Rec-
ommender systems can use businesses achieve these
goals. Schafer et al., [27] present a detailed taxon-
omy and examples of recommender systems used in
E-commerce and how they can provide one-to-one
personalization and at the same can capture customer
loyalty.

Personalization

Knowledge Discovery in Databases (KDD)
KDD techniques [10], also known as data mining,
usually refer to extraction of implicit but useful in-
formation from databases. Two main goals of these
techniques are to save money by discovering the po-
tential for efficiencies, or to make more money by dis-
covering ways to sell more products to customers.
For instance, companies are using data mining to
discover which products sell well at which times of
year, so they can manage their retail store inven-

tory more efficiently, potentially saving millions of
dollars a year [6]. Other companies are using KDD
to discover which customers will be most interested
in a special offer, reducing the costs of direct mail or
outbound telephone campaigns by hundreds of thou-
sands of dollars a year [3, 18]. These applications
typically involve using data mining to discover a new
model, and the an analyst apply the model to the ap-
plication. However, the most direct benefit of these
techniques is increasing sales of existing products by
matching customers to the products they will be most
likely to purchase. In recommender systems, one of
the best known data mining techniques is the discov-
ery of association rules. The main goal of these rules
is to find association between two sets of products
in the transaction database such that the presence
of products in one set implies the presence of the
products from the other set. Apriori [2], DHP [19],
Tree Projection algorithms [1] and the FP-tree [13]
algorithms are some of the well-known algorithms for
finding association rules from databases.

Dimensionality Reduction There have been
substantial research work done in the area of dimen-
sionality reduction. Several methods have been de-
vised to reduce the dimensionality of data sets. Prin-
cipal Component analysis [8] is a widely used tech-
nique that computes the eigenvalues of the customer-
customer or product-product similarity matrix and
returns k eigenvectors corresponding to k largest
eigenvalues as the principal axes of k& dimensional
space. Latent semantic indexing (LSI) [9, 4] is an-
other type of dimensionality reduction technique that
has been widely used in information retrieval commu-
nity. LSI uses singular value decomposition to factor
the original space into three matrices and the process
of dimensionality reduction is performed by reducing
the singular matrix.

3 Recommender Systems

Recommender systems have evolved in the extremely
interactive environment of the web. They apply data
analysis techniques to the problem of helping cus-
tomers find which products they would like to pur-
chase at E-Commerce sites by producing a list of top—
N recommended products for a given customer. In
this section we discuss some traditional data min-
ing techniques, particularly, we discuss the associa-
tion rule technique and how this technique can be



effectively utilized to produce top N recommenda-
tions. Then we focus on collaborative filtering based
recommender system and divide the whole task of
recommendation generation into three sub tasks and
discuss them in detail.

3.1 Traditional Data Mining: Associ-

ation Rules

Knowledge Discovery in Databases (KDD) commu-
nity has long been interested in devising methods
for making product recommendations to customers
based on different techniques. One of the most com-
monly used data mining techniques for E-commerce
is finding association rules between a set of co-
purchased products. Essentially, these techniques are
concerned with discovering association between two
sets of products such that the presence of some prod-
ucts in a particular transaction implies that products
from the other set are also present in the same trans-
action. More formally, let us denote a collection of
m products {P, P,...,P,} by P. A transaction
T C P is defined to be a set of products that are
purchased together. An association rule between two
sets of products X and Y, such that X, Y C P and
X NY = (), states that the presence of products in
the set X in the transaction 7" indicates a strong like-
lihood that products from the set Y are also present
in T. Such an association rule is often denoted by
X=Y.

The quality of association rules is commonly evalu-
ated by looking at their support and confidence. The
support s, of a rule measures the occurrence fre-
quency of the pattern in the rule while the confidence
¢, is the measure of the strength of implication. For a
rule X = Y, the support is measured by the fraction
of transactions that contains both X and Y. More
formally,

number of transactions containing X UY

number of transactions ’

In other words, support indicates that s% of trans-
actions contain X UY. For a rule X = Y, the con-
fidence c¢ states that ¢% of transactions that contain
X also contains Y. More formally,

number of transactions containing X UY

number of transactions containing X

which is nothing but the conditional probability of
seeing Y, given that we have seen X. With associa-
tion rules it is common to find rules having support

and confidence higher than a user-defined minimum.
A rule that has a high confidence level is often very
important, because it provides an accurate prediction
of the outcome in question. The support of a rule
is also important, since rules with very low support
(i.e., very infrequent) are often uninteresting, since
they do not describe sufficiently large populations,
and may be artifacts.

Association rules can be used to develop top-N rec-
ommender systems in the following way. For each one
of the n customers we create a transaction contain-
ing all the products that they have purchased in the
past. We then use an association rule discovery algo-
rithm to find all the rules that satisfy given minimum
support and minimum confidence constraints. Now,
for each customer u that we will like to find his/her
top-N recommended products we proceed as follows.
First, we find all the rules that are supported by the
customer (i.e., the customer has purchased all the
products that are in the left-hand-side of the rule).
Let P, be the set of unique products that are being
predicted by all these rules and have not yet been pur-
chased by customer u. Next, we sort these products
based on the confidence of the rules that were used
to predict them, so that products predicted by rules
that have a higher confidence are ranked first. Note
that if a particular product is predicted by multiple
rules, we use the rule that has the highest confidence.
Finally, we select the first N highest ranked products
as the recommended set.

3.2 Recommender Systems Based on
Collaborative Filtering

Collaborative filtering (CF) [21, 17] is the most suc-
cessful recommender system technology to date, and
is used in many of the most successful recommender
systems on the Web. CF systems recommend prod-
ucts to a target customer based on the opinions of
other customers. These systems employ statistical
techniques to find a set of customers known as neigh-
bors, that have a history of agreeing with the target
user (i.e., they either rate different products simi-
larly or they tend to buy similar set of products).
Once a neighborhood of users is formed, these sys-
tems use several algorithms to produce recommen-
dations. In this paper, we divide the entire process
of CF-based recommendation generation into three
sub-tasks namely, representation, neighborhood for-
mation, and recommendation generation as shown in
Figure 1. The “representation” task deals with the



scheme used to model the products that have already
been purchased by a customer. The “neighborhood
formation” task focuses on the problem of how to
identify the other neighboring customers. Finally,
the “recommendation generation” task focuses on the
problem of finding the top-N recommended products
from the neighborhood of customers. In the rest of
the section, we describe some possible ways of per-
forming these tasks.

3.2.1 Representation

In a typical CF-based recommender system, the in-
put data is a collection of historical purchasing trans-
actions of n customers on m products. It is usually
represented as an m x n customer-product matrix, R,
such that r; ; is one if the ith customer has purchased
the jth product, and zero, otherwise. We term this
m X n representation of the input data set as orig-
inal representation. This representation, although
conceptually very simple, may potentially pose some
problems for nearest-neighbor recommender systems,
such as:

e Sparsity In practice, many commercial recom-
mender systems are used to evaluate large prod-
uct sets (e.g., Amazon.com recommends books
and CDnow.com recommends music albums). In
these systems, even active customers may have
purchased well under 1% of the products (1%
of 2 million books is 20,000 books). Accord-
ingly, a recommender system based on nearest
neighbor algorithms may be unable to make any
product recommendations for a particular user.
This problem is known as reduced coverage. Fur-
thermore, the accuracy of recommendations may
be poor. An example of a missed opportunity for
quality is the loss of neighbor transitivity. If cus-
tomers Paul and Sue correlate highly, and Sue
also correlates highly with Mike, it is not neces-
sarily true that Paul and Mike will correlate as
they may have purchased too few common prod-
ucts.

e Scalability  Nearest neighbor algorithms re-
quire computation that grows with both the
number of customers and the number of prod-
ucts. With millions of customers and products, a
typical web-based recommender system running
existing algorithms will suffer serious scalability
problems.

e Synonymy In real life scenario, different prod-
uct names can refer to the similar objects. Corre-
lation based recommender systems can’t find this
latent association and treat these products differ-
ently. For example, let us consider two customers
one of them purchases 10 different recycled letter
pad products as and another customer purchases
10 different recycled memo pad products. Corre-
lation based recommender systems would see no
match between product sets to compute correla-
tion and would be unable to discover the latent
association that both of them like recycled office
product.

These weaknesses of the original data representa-
tion led us to explore alternate methods for represent-
ing the input data. A natural way of representing
sparse data sets is to compute a lower dimensional
representation using LSI. Essentially, this approach
takes the n X m customer-product matrix and uses
a truncated singular value decomposition to obtain
a rank-k approximation of the original matrix. We
will refer to this as the reduced dimensional represen-
tation. This representation has a number of advan-
tages. First, it alleviates the sparsity problem as all
the entries in the n x k matrix are nonzero, which
means that all n customers now have their opinions
on the k meta-products. Second, the scalability prob-
lem also gets better as k << n, the processing time
and storage requirement both improve dramatically.
Third, this reduced representation captures latent as-
sociation between customers and products in the re-
duced feature space and thus can potentially remove
the synonymy problem.

Apart from the high dimensional or low dimen-
sional representation of input data, we also consider
two different schemes of normalizing the customer
vectors in the feature space. In the actual scheme,
vectors are not normalized and are kept in their orig-
inal format. In the other scheme each vector is nor-
malized to have unit length. The motivations behind
this normalization is to develop a common framework
by which to treat customers that have purchased dif-
ferent number of products.

3.2.2 Neighborhood Formation

The most important step in CF-based recommender
systems is that of computing the similarity between
customers as it is used to form a proximity-based
neighborhood between a target customer and a num-
ber of like-minded customers. The neighborhood for-
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Figure 1: Three main parts of a Recommender System.

mation process is in fact the model-building or learn-
ing process for a recommender system algorithm. The
main goal of neighborhood formation is to find, for
each customer u, an ordered list of | customers N =
{N1, Na,...,N;} such that v ¢ N and sim(u, N7) is
maximum, sim(u, Ny) is the next maximum and so
on. We now present, two different aspects of neigh-
borhood formation, the proximity measure and neigh-

borhood formation algorithm.

Proximity Measure The proximity between two
customers is usually measured using either the corre-
lation or the cosine measure.

e Correlation In this case proximity between
two users a and b is measured by computing the
Pearson correlation corr,y, which is given by

Yo i(rai —7a)(rei — 1) |
V2 irai —10)2) i (rei — 1)?

COTTqp =

e Cosine In this case two customers a and b
are thought of as two vectors in the m dimen-
sional product-space (or the k-dimensional space
in case of reduced representation). The prox-
imity between them is measured by computing
the cosine of the angle between the two vectors,
which is given by

@5 - — 0
cos(d,b) = ————,
llls * 151

where “-” denotes the dot-product of the two vec-
tors.

Using the desired proximity measure, for n cus-
tomers, an n X n similarity matrix S is computed.

Different Neighborhood Types After comput-
ing the all-to-all proximity between customers, the
next task is to actually form the neighborhood.
There are several schemes for neighborhood forma-
tion. Here we discuss two schemes.

e Center-based scheme forms a neighborhood
of size k, for a particular customer ¢, by simply
selecting the | nearest other customers.

e Aggregate Neighborhood scheme forms a
neighborhood of size [, for a customer ¢, by first
picking the closest neighbor to ¢. Then the rest
I — 1 neighbors are selected as follows. Let, at a
certain point there are j neighbors in the neigh-
borhood N, where j < I. The algorithm then
computes the centroid of the neighborhood. The
centroid of A is defined as C and is computed
as C = %ZVENV' A customer w, such that
w & N is selected as the j + 1-st neighbor only
if, w is closest to the centroid C. Then the cen-
troid is recomputed for j + 1 neighbors and the
process continues until [N'| = . Basically, this
algorithm allows the nearest neighbors to affect
the formation of the neighborhood and it can be
beneficial for very sparse data sets.

Neighborhood Formed in Low-dimensional
Space The fact that the low dimensional space is
less sparse than its high dimensional counterpart led



us to form the neighborhood in reduced space. We
first use a dimensionality reduction technique (e.g.,
Singular Value Decomposition (SVD)) to produce a
low dimensional representation, then we use vector
similarity (cosine) to compute the proximity between
customers and hence to form the neighborhood.

3.2.3 Generation of Recommendation

The final step of a CF-based recommender system is
to derive the top-N recommendations from the neigh-
borhood of customers. We present two different tech-
nique for performing the task.

e Most-frequent Item Rec-
ommendation looks into the neighborhood N
and for each neighbor scans through his/her pur-
chase data and performs a frequency count of the
products. After all neighbors are accounted for,
the system sorts the products according to their
frequency count and simply returns the N most
frequent products as recommendation that have
not yet been purchased by the active user.

e Association Rule-based Recommendation
is based on the association rule-based top-N rec-
ommendation technique described in section 3.1
However, instead of using the entire popula-
tion of customers to generate rules, this tech-
nique only considers the | neighbors while gen-
erating the rules. Note that considering only a
few neighbors may not generate strong enough
association rules in practice, which as a conse-
quence, may result in insufficient products to
recommend. This can be augmented by using
a scheme where the rest of the products, if nec-
essary, are computed by using the most frequent
item algorithm.

4 Experimental Evaluation

4.1 Data sets

We used two different data sets to evaluate the differ-
ent recommendation algorithms discussed in section
3. The details of the data sets are the following:

e Movie data: We used data from our Movielens
recommender system, MovieLens is a web-based
research recommender system that debuted in
Fall 1997. Each week hundreds of users visit
Movielens to rate and receive recommendations

for movies. The site now has over 35000 users
who have expressed opinions on 3000+ different
movies. We randomly selected enough users to
obtain 100,000 ratings from the database (we
only considered users that had rated 20 or more
movies). We divided the database into 80%
training set and 20% test set. The data set was
converted into a binary user-movie matrix R that
had 943 rows (i.e., 943 users) and 1682 columns
(i.e., 1682 movies that were rated by at least one
of the users). For our experiments, we also take
another factor into consideration, sparsity level
of data sets. For the data matrix R This is de-

__ nonzero entries ;
fined as 1 “total entrics The sparsity level
of the Movie data set is, therefore, 1 — %,

which is 0.9369. Throughout the paper we term
this data set as ML.

e E-Commerce data In addition to the above
movie data, we use historical e-commerce pur-
chase data from Fingerhut Inc., a large e-
commerce company. This data set contains pur-
chase information of 6,502 customers on 23, 554
catalog products. In total, this data set contains
97,045 purchase records. As before, we divided
the data set into a train set and a test set by us-
ing the same 80%/20% train/test ratio. We also
compute the sparsity level for this data set and
found it to be 0.9994. We term this data set EC
for the rest of the paper.

4.2 FEvaluation Metrics

To evaluate top-N recommendation we use two met-
rics widely used in the information retrieval (IR) com-
munity namely, recall and precision [16] . However,
we slightly modify the definition of recall and preci-
sion as our experiment is different from standard IR
in the sense that we have a fixed number of recom-
mended items. We started by dividing our data sets
into two parts—the training set and the test set. Our
algorithms worked on the training set, and generated
a set of recommendations, we call the top-N set. Our
main goal is to look into the test set (i.e., the hidden
portion of the purchase data) and match products
with our top-N set. Products that appear in both
sets are members of a special set, we call the hit set.
We now define recall and precision in our context.

e Recall. For recommender system experiments we
are interested in , we define recall as the ratio
of hit set size to the test set size, i.e., recall =



size of hit set p.h can be written as recall =
size of test set
[test ﬂ top—N|

[test|

e Precision. In the context of the recommender

system is defined as the ratio of hit set size to the
size of hit set
size of top-N set

[test ﬂ top— N|
I —

top-N set size, i.e., precision =
which can be written as recall =

These two measures are, however, often conflict-
ing in nature. For instance, increasing the number
N tends to increase recall but decreases precision.
The fact that both are critical for the quality judg-
ment leads us to use a combination of the two. In
particular, we use the standard FI metric [29] that
gives equal weight to them both and is computed as
F1 = %%. We compute F'1 for each in-

dividual customer and calculate the average value to
use as our metric.

4.3 Experimental Results

In this section we present a detailed experimental
evaluation of the different algorithmic choices for
the steps of the CF-based recommender systems and
compare its performance to that achieved by tradi-
tional association-rule based approaches. Our main
goal is to explore the possibilities of combining dif-
ferent subtasks to formulate an efficient recommen-
dation algorithm. As the combination of different
parameters and tasks is enormous, we experimen-
tally evaluate each parameter by making reasonable
choices for the rest.

In all the CF-based experiments the proximity be-
tween customers was measured by using cosine metric
and each customer vector was normalized to be of unit
length. The cosine metric was selected because it is
applicable both in original and lower dimensional rep-
resentations. The unit length normalization was per-
formed so that customers that have purchased many
items will not dominate both the aggregate neighbor-
hoods as well as the singular value decomposition.
Finally, in all our experiments we fixed the number
of recommendations at 10 (i.e., top-10).

4.3.1 Experiments with neighborhood size.

The size of the neighborhood has significant impact
on the recommendation quality [14]. To determine
the effect of neighborhood size, we performed an ex-
periment, where we varied the neighborhood size to

Neighborhood sensitivity study (entire data set )
0.23
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F1 metric

Neighborhood size
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Figure 2: Impact of neighborhood size on recommen-
dation quality. The experiment was done by splitting
the entire data set into 80% train and 20% test data.
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Figure 3: Impact of neighborhood size on recommen-
dation quality. This experiment was done by further
splitting the train data set into 80% — 20% train and
validation data.

determine the effectiveness of the recommendations
by computing the F'1 metric. We ran our tests on
both datasets using both high dimensional and low
dimensional representations. In case of low dimen-
sional representation of input data, we use a fixed
number of dimensions. Our results are shown in Fig-
ure 2.

As we can see from Figure 2, the size of the neigh-
borhood does affect the quality of top-10 recommen-
dation. In general, the quality increases as we in-
crease the number of neighbors. However, after a cer-
tain point, the improvement gains diminish and the
quality becomes worse. An interesting observation
from Figure 2 is that the optimal number of neigh-
bors is data set dependent. In case of ML it reaches



Dimension sensitivity study (ML data set)
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Figure 4: Impact of the number of dimension (ML
data set)

its peak somewhere in the range of 80-120, whereas
in case of EC the peak is reached in the range of
170 220.

Given that the optimal number of nearest neigh-
bors is different for different data sets, it is impor-
tant to see if we can accurately estimate the optimal
number of neighbors using the training data set alone.
One way of doing this is to further split the training
data set into a train and validation portion and then
use the train data to produce top-N recommendation
and validation data to compute F1 values to deter-
mine the optimal value of neighbors.

We performed these experiments and the results
are presented in Figure 3. Comparing Figure 2 and
Figure 3 we see that the sensitivity on the number of
neighbors is the same for both the cases (even though
due to increased level of sparsity the second experi-
ment leads to lower quality). Furthermore, the range
of optimal number of neighbors in the second exper-
iment is the same as the first. Consequently, the op-
timal number of nearest neighbors can be correctly
learnt from the training set alone. Also the perfor-
mance difference remains quite similar over a wide
range of neighborhood sizes. For the rest of the ex-
periments we used a neighborhood of size 90 for the
ML and that of 200 for the EC data set.

4.3.2 Experiments with number of dimen-
sion.

As discussed in [9, 4] the number of dimension is
critical for the effectiveness of the low dimensional
representation. We are interested in determining the
number of dimensions that is large enough to capture
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Figure 5: Impact of the number of dimension (EC
data set)

all the latent relationships in the matrix yet small
enough to avoid over-fitting errors. Unfortunately
there is no direct analytical method to determine
the value of the optimal number of dimensions [9] so
the optimal value has to be experimentally evaluated.
Furthermore, the optimal value of the lower dimen-
sional space (i.e., the optimal rank of the customer-
product matrix) is different for different data sets.
Determination of the optimal value of dimension can
be done by using similar technique used to determine
the optimal value of nearest neighbors. We performed
an experiment where we divided the data set into
a train and test portion first and further divide the
train data set into a train and validation portion. We
repeated the experiment for different number of di-
mensions and noted the impact on the F'1 metric and
from the plot we determined optimum number of di-
mensions. To show that this approach leads to the
correct estimation of the optimal value of dimension,
we conducted another experiment where we separate
the entire data set into train and test data only and
determine the sensitivity of dimensions on F1 metric.
Figure 4 shows the plot for the ML data set and we
can observe that both cases provide plots of similar
shape. Figure 5 shows the chart for the EC data set.
Here also we observe similar shapes of both the plots.

Looking into the results shown in Figure 4 and Fig-
ure 5, we can see that our two data sets exhibit strik-
ingly different behavior. In the case of ML, the rec-
ommender quality initially improves as we increase
the rank of the lower dimensional space, but it quickly
reaches its maximum performance and any further in-
creases in the rank of the space leads to worse recom-
mendation results. Note that this behavior is consis-



Experimental Representation Most frequent item | Association rule based
data set Center-based Center-based nbrhood
nbrhood (F1 metric) | (F1 metric)

MovieLensdata | High dimensiona 0.21393 0.20711

Low dimensional 0.22009 0.21479

(k = 20)
E-commerce data | High dimensional 0.16654 0.16654

Low dimensional 0.12158 0.13209

(k = 300)

Table 1: Impact of recommendation algorithm on rec-

ommendation quality.

Experimental Representation Most frequent item | Most frequent item
data set Center-based Adggregate nbrhood
nbrhood (F1 metric) | (F1 metric)
MovielLensdata | High dimensional 0.21393 0.18928
Low dimensional 0.22009 0.20211
(k = 20)
E-commerce data | High dimensional 0.16654 0.11726
Low dimensional 0.12158 0.08579
(k = 300)

Table 2: Impact of neighborhood formation process
on recommendation quality.

tent with experiments performed by IR researchers
[4]. However, in the case of EC, we see that the
recommendation quality continues to improve all the
way up to 800 dimensions. We believe this distinctly
different behavior is because (i) the original number
of dimensions for the EC is much larger than ML
(6502 x 23554 vs. 943 x 1682) and (ii) EC is signif-
icantly sparser (sparsity level of 0.9994 vs. 0.9369)
and accordingly has much less dependencies. This
was evident by observing the magnitude of the sin-
gular values which did not sufficiently decrease.

However, an important observation is that the rela-
tive performance differences were fairly small for both
EC and ML data sets. This is particularly important
as lower dimensional spaces can be indexed using ef-
ficient techniques e.g., R-Trees greatly increasing the
scalability of the nearest neighbor calculations. For
the rest of the experiments we fixed the number of
dimensions to 20 for the ML and 300 for the EC data
set.
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Figure 6: Different personalized recommendation al-
gorithms vs. non-personalized algorithm (Movie data
set)

4.3.3 Experiments with the recommendation
generation process.

To compare the relative performance of the most fre-
quent item recommendation and the association rule
based recommendation algorithm we performed an ex-
periment, in which we set all of our parameters to a
fixed value and apply these two different methods of
recommendation generation on the data sets. We also
perform the experiments in both high and low dimen-
sional settings. Table 1 summarizes the comparative
results obtained from these two schemes. Looking
into the results of this table we can see that there
is very little performance difference between the two
schemes; as both schemes tend to perform similar rec-
ommendations. Given the simplicity and speed of
most frequent item approach we believe that should
be preferred over the neighborhood association rule.

4.3.4 Experiments with the neighborhood
formation process

In the previous section we discussed two different
neighborhood formation process, namely center-based
and aggregate neighborhood methods. We designed
an experiment to evaluate these two methods. The
results of these experiments are shown in Table 2
using both the original as well as the lower dimen-
sional representation. As we can see from this table,
the center-based neighborhood formation algorithm
outperforms the aggregate-based method, especially
for the EC data set. This was a surprising result
as we were expecting that the very sparse nature of
this data set will prevent the center-based scheme for
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Figure 7: Different personalized recommendation

algorithms vs. non-personalized algorithm (E-
Commerce data set)

building sufficiently large and high quality neighbor-
hoods. We are carefully investigating this result.

4.3.5 Density Sensitivity Analysis

In the previous sections we evaluated the perfor-
mance of different algorithmic choices for each of the
three sub-tasks involved in CF-based recommender
systems. In this section, we focus on evaluating the
performance of CF-based and traditional association
rule-based recommender systems and also evaluate
their sensitivity on the density of the data sets.
Figure 6 and Figure 7 shows the recommenda-
tion performance (as measured by F1 metric) of two
CF-based recommendation algorithms and the tradi-
tional association rule-based algorithms discussed in
Section 3.1 for different levels of density. The two CF-
based algorithms use the center-based neighborhood
formation and most frequent scheme for recommen-
dation generation but one operates on the original
space and the other on the lower dimensional space.
The different levels of density were obtained as fol-
lows. After dividing the data sets into training and
test portions, we retained 100%, 80%, 60%,40% and
20% of the non-zero entries in training to obtain five
different density levels. The traditional association
rule based results were obtained using a confidence
of 20% and a support of 0.1% for EC and 2% for ML.
A number of interesting observations can be made
by looking into the results of Figure 6 and Figure 7.
First, the CF-based techniques do better than the
traditional rule-based approach and for certain den-
sity levels the difference is dramatic. Second, as was
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expected, as the density decreases the quality of the
recommendation decreases as well. Third, the lower
dimensional representations does better for ML, but
worse for EC compared to the CF-based schemes that
use the original representations. We believe this is
due to the observations discussed in Section 4.3.2.

5 Conclusion

Recommender systems are a powerful new technology
for extracting additional value for a business from its
customer databases. These systems help customers
find products they want to buy from a business.
Recommender systems benefit customers by enabling
them to find products they like. Conversely, they
help the business by generating more sales. Recom-
mender systems are rapidly becoming a crucial tool in
E-commerce on the Web. Recommender systems are
being stressed by the huge volume of customer data
in existing corporate databases, and will be stressed
even more by the increasing volume of customer data
available on the Web. New technologies are needed
that can dramatically improve the scalability of rec-
ommender systems.

In this paper we presented and experimentally eval-
uate various algorithmic choices for CF-based recom-
mender systems. Qur results show that dimensional-
ity reduction techniques hold the promise of allowing
CF-based algorithms to scale to large data sets and
at the same time produce high-quality recommenda-
tions. Future work is required to understand exactly
why low dimensional representation works well for
some recommender applications, and less well for oth-
ers.
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