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ABSTRACT

As large-scale machine learning models become more prevalent
in assistive and pervasive technologies, the research community
has started examining limitations and challenges that arise from
training data, e.g., fairness, bias, and interpretability issues. To
this end, data-centric approaches are increasingly prevailing over
time, showing that high-quality data is a critical component in
many applications. Several studies explore methods to define and
improve data quality, however, no uniform definition exists. In
this work, we present an empirical analysis of the multifaceted
problem of evaluating data quality. Our work aims at identifying
data quality challenges that are most commonly observed by data
users and practitioners. Inspired by the need for generally applicable
methods, we select a representative set of quality indicators, that
covers a broad spectrum of issues, and investigate the utility of these
indicators on a broad range of datasets through inter-annotator
agreement analysis. Our work provides insights and presents open
challenges in designing improved data life cycles.
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» Theory of computation — Incomplete, inconsistent, and
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1 INTRODUCTION

Advances in hardware resources and the availability of large data
quantities have allowed predictive modeling methodologies to be
applied more broadly. The importance of Machine Learning (ML)
and Artificial Intelligence (AI) has been intensified through the
past years, especially after the recent breakthroughs in healthcare,
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genomics, robotics, climate change, etc. [Bhardwaj et al. 2017; Nam-
biappan et al. 2021; Rolnick et al. 2022; Volk et al. 2020]. As a result,
the role of data has been growing rapidly as the foundational basis
for training and evaluating machine learning models.

To produce reliable solutions, supervised machine learning typi-
cally depends on three data-related basic elements: volume, quality
input and a good set of labels for the task at hand. Unsupervised
methods can alleviate some problems related to data quality, how-
ever, they cannot match the effectiveness of supervised methods
in all cases [Kim et al. 2020; Patacchiola and Storkey 2020]. There
is a direct multiplicative relationship between input quality, label
quality and training procedures. Any errors in the input or label
space directly affect the learned model and consequently any de-
rived insights. For example, without appropriate labels, ML models
are unable to capture the task characteristics. In addition, high vari-
ance, data scarcity and noise render accurate modeling challenging
and thus deteriorate the learned model’s predictive performance.
Most importantly, such challenges are highly intertwined with data
curation, annotation and sharing, all of which can inform the kinds
of problems data scientists and researchers often face in model
development.

Data volume has been the driving force of the exponential growth
of AI/ML in academic research. Collecting, cleaning and extracting
useful features from data, however, is a time-consuming process
that typically spreads over several years in order for models to reach
or surpass human performance. For example, ImageNet [Deng et al.
2009] contains more than 1 million examples and spans over 1000
classes, while current language models are trained on terabytes of
text data [Brown et al. 2020]. It is highly unlikely that these large
data quantities can be reached in real-world scenarios in pervasive
technologies, especially in domains with high expertise such as
healthcare and human-robot manipulation where data annotation
can quickly become very costly, or in new domains that are often
faced with a cold-start problem. Even in the best case that unlimited
and unrestricted data annotation is indeed possible, the issue may
remain. Ensuring that labels and input variables are appropriate
for the task at hand, such that incorrect decisions that can cause
high monetary costs and other critical issues are avoided, remains
of critical importance.

There are several research directions that address problems re-
lated - but not necessarily explicitly specific - to data quality and
can be largely categorized on: (1) methods that improve quality and
trustworthiness on already existing datasets [Asudeh et al. 2019;
Bolukbasi et al. 2016; Kohler and Link 2021; Yoon et al. 2018], (2)
methods that deal with data acquisition and either target the cre-
ation of (weak) annotations, or circumvent the need for labels by
automatically labeling datasets or by utilizing unlabeled data [Rat-
ner et al. 2017; Sheng et al. 2008; Tae and Whang 2021; Van Engelen
and Hoos 2020], (3) methods that focus on improving the model or
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model training in a variety of scenarios, for example when there
is class imbalance or data distribution mismatch between training
and test data [Fuchs et al. 2021; Hendrycks et al. 2019; Seiffert et al.
2010; Tan et al. 2018], (4) works that identify good practices and
data curation frameworks [Gebru et al. 2021; Sambasivan et al. 2021;
Xin et al. 2018], and (5) methods that design formal quantitative
metrics of data quality [Daimler and Wisnesky 2020; Heinrich et al.
2018; Jiang et al. 2009; Mishra et al. 2020; Raviv et al. 2020].

Despite the growing research on related areas, data quality re-
mains an ill-posed concept. Most notably, no uniform definition
of data quality or quality criteria exists. This is largely attributed
to the fact that what is considered a high-quality dataset is highly
subjective, and each dataset may be appropriate for specific use-
cases but its quality may be insufficient for other purposes. The
problem of ensuring data quality is therefore exacerbated by the
multiplicity of potential problems with data. If a universal data qual-
ity metric existed, it would allow for empirical evaluation of data
sources along several dimensions, e.g., informativeness, bias, trust-
worthiness, information veracity, diversity, etc.. Such quality index
would enable robust and generalizable evaluation of data pipelines,
and hence greatly improve the the quality of the Al-based assistive
technologies, reducing the prevalence of undesirable outcomes that
arise from data bias, security and privacy issues.

Due to the importance of data quality in downstream applica-
tions, and the fact that data can impact model predictions in critical
social and healthcare domains, e.g., cancer treatment, stroke reha-
bilitation, law enforcement and surveillance, we present a study
on data quality issues often encountered in practice. Our work is
focused on understanding data users and identifying representa-
tive quality indicators that cover a broad spectrum of data quality
issues, with the least possible assumptions. To this end, we define,
identify, and present empirical evidence on the multifaceted prob-
lem of evaluating data quality. Moreover, inspired by the need for
generally applicable methods to address data bottlenecks, we pon-
der whether there exists one universal metric of data quality and
whether machine learning techniques can be leveraged to learn
such metrics on a data-driven per-case basis. We hypothesize that
this can only be achieved for data quality indicators that subject
matter experts exhibit high inter-annotator agreement, i.e., tasks
with low subjectivity, and present an analogous study. Finally, we
discuss future directions and opportunities in designing improved
data life cycles. The contributions of our work can be summarized
as follows:

e We present a qualitative study on data quality factors, that
aims to uncover which issues are more frequently observed
by data practitioners and what kind of properties high-quality
datasets are expected to possess.

e Based on these observations, we define a set of data quality
annotation dimensions that are distributed alongside a list
of diverse datasets. This second part of the study aims at
investigating which dimensions are highly subjective and
to determine whether learning an aggregated data quality
metric based on these annotations is indeed possible.

e Our experimental analysis shows that practitioners have a
good sense of the most important data quality dimensions,
but the beliefs as to whether a specific dataset is of high
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quality heavily depend on the data user and their perception
of value.

2 RELATED WORK

There has been a significant amount of existing literature on re-
search areas related to data quality. Below we review tangent areas
of focus, as well as data quality directions, largely divided into user
studies and proposed formulations of quantitative metrics for data
quality.

Good data is key to good model development [Sambasivan et al.
2021]. Several recent studies, and the tech industry in general, have
increased attention on data quantity as a pivotal factor in a model’s
projected success. The emphasis on data quantity, often referred
to as “data volume”, is in line with the notion that more abun-
dant labeled data relates to a higher likelihood of learning diverse
phenomena, which in turn leads to models that can generalize bet-
ter [Swayamdipta et al. 2020]. However, data volume requirements
have made it difficult to assess data quality [Cai and Zhu 2015;
Swayamdipta et al. 2020]. Thus, data quality has become one of the
most undervalued components of Al

Early work deals with data cleaning and imputation for removing
duplicates and substituting missing values [Lakshminarayan et al.
1996; Winkler 2004]. Many works target data valuation on a per-
example basis [Ghorbani and Zou 2019]. More specifically, under
the premise that not all examples in a dataset contribute equally
towards the learning process of a model, related work designs data
filtering or importance sampling strategies for Al training [Elvira
et al. 2019; Katharopoulos and Fleuret 2018; Lourentzou et al. 2021;
Ren et al. 2020; Robinson et al. 2021; Wang et al. 2021]. In addition,
there has been a longstanding line of research on data annotation,
in particular in active learning and crowdsourcing [Chang et al.
2017; Gal et al. 2017; Ho et al. 2015; Lourentzou et al. 2018; Settles
2010; Zhang et al. 2016]. Several studies also focus on data practices
and pipelines for Al practitioners [Kandel et al. 2012; Xin et al. 2018].
Data documentation is another well-established area of research in
the data management community [Bhardwaj et al. 2014; Buneman
et al. 2001], that has recently attracted interest in machine learning
as a means to produce data and model standards [Gebru et al. 2021;
Hutchinson et al. 2021; Mitchell et al. 2019].

Applying AI/ML models in high-stakes domains such as loan al-
location, healthcare, etc. requires that the model be built on quality
data, due to the very nature of decisions that are made based on the
outcomes produced by these models [Sambasivan et al. 2021]. As
model performance heavily depends on the quality of the dataset,
it is imperative that academia and industry start focusing on data
quality as a key factor of a model’s projected success and its sig-
nificant impact on the effectiveness of a model built for real-world
applications. While some work has been done in this area, there is
a lot of work yet to be done and many questions yet to be answered.
Research papers in this direction highlight certain aspects of data
quality issues and provide some heuristics on how some of these
issues can be solved using various statistical and non-statistical
approaches [Cai and Zhu 2015; Pipino et al. 2002; Sambasivan et al.
2021; Swayamdipta et al. 2020]. In particular, Cai and Zhu [2015]
discuss data quality challenges, identify common good practices
and devise hierarchical quality standards for Big Data based on
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multifaceted quality indicators. Sambasivan et al. [2021] define data
cascades as compounding events causing negative, downstream
effects from data issues, resulting in technical debt over time, and
explain how data cascades can have both short-term and long-term
negative impacts.

In [Swayamdipta et al. 2020], the authors call attention to the
problem that a large number of data models tend to fit the dataset
distribution rather than the task, and introduce data maps (a model-
based tool to characterize and diagnose datasets) as an attempt to
resolve this issue. The authors categorize data points into three main
regions/groups, i.e., ambiguous, easy, and hard, that are observed
from the data maps obtained based on model-dependent measures
such as confidence and variability, and show that such regional
data selection improves model generalization and can potentially
speed up training. Moreover, Fenza et al. [2021] start with the
assumption that the performance of an ML model heavily depends
on the quality of the training dataset, which in turn relies on the
consistency of labels assigned to similar items, and authors attempt
to define a training data consistency measure for ranking problems,
based on the consensus value introduced in group decision making.
The main idea is to measure the consistency among similar input
features with respect to their output and group data based on input
characteristics to determine how coherent the outputs are. The
authors also identify a statistical relationship between training data
quality and the effectiveness of the resulting model.

In terms of designing metrics for assessing data quality, Mishra
et al. [2020] implement data quality indices for natural language
processing tasks and show how the proposed components and
data visualizations can mitigate spurious correlations during data
creation. Moreover, the authors showcase how the proposed data
creation framework can improve data quality in a dynamic setting
where new instances are added to a pre-existing set of samples.
Schelter et al. [2018] present a data quality verification system
that enables users to design ‘unit tests’ for data and combine them
with readily available quality constraints. In addition, the authors
present machine learning approaches for enhancing constraint
recommendations, estimating column predictability and detecting
anomalies in historic data quality time series. Other works try to
mathematically define data quality and formally verify that data
integrity is preserved during data transformations [Daimler and
Wisnesky 2020; Jiang et al. 2009; Raviv et al. 2020]. However, most
data quality measures are developed for ad hoc task-dependent
settings.

In summary, existing studies focus on aspects of data quality
in specific areas, such as NLP, Big Data, AI/ML, etc., with a focus
on understanding the challenges that practitioners face via inter-
views and surveys. Our work differs in that we ask the question of
whether a general data quality indicator exists or whether such a
metric can be learned. Albeit this research question lacks research
attention, it can potentially establish general-purpose data qual-
ity assessment methods, if agreement on quality indicators could
be achieved. We also highlight that, to the best of our knowledge,
only a couple of works have focused on data quality in pervasive
technologies [Hernandez et al. 2017; Udoh 2020]. Our work ex-
tracts quality challenges from a broad set of datasets with diverse
modalities. These datasets are often used for training computational
models for critical technologies and applications, from IoT sensors,
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face recognition and object detectors, to chatbots, natural language
understanding, etc.

3 METHODOLOGY

Between August and December 2021, we conducted semi-structured
surveys with a total of 48 academic (student) practitioners located in
the US (33 male and 15 female). All surveys are focused on defining
and qualitatively measuring data quality aspects, and personally
identifiable information was omitted when collecting responses.
The study involves a cascade of two steps: (i) selection step, with
a first questionnaire that determines the data quality challenges
commonly faced in data analytics, and (ii) annotation step, in
which participants provide per-dataset annotations for each of the
identified data quality challenges.

For the selection step, participants are given a set of ques-
tions to determine what, in their opinion, are examples of high-
quality datasets and common dataset quality problems. They are
also asked whether they believe there can exist a universal metric
for data quality, as well as why they believe so. In total, three spe-
cific questions are asked: (1) What are some examples of data
quality problems?, (2) What kind of properties does a high-
quality dataset have?, and (3) Is there one universal metric
of data quality? The responses to each question are then ana-
lyzed, grouped or aggregated, and visualized. From this analysis,
the most frequent data quality dimensions and challenges are iden-
tified, which are used later for the second part of the study, i.e., the
annotation step.

Participants are also asked to suggest datasets for the next step
of this study. In total, 18 datasets are selected with varying sizes,
formats and modalities. These include datasets that are suggested
by the participants, such as the Waste Classification dataset [Sekar
2019], as well as datasets that are commonly used in machine learn-
ing research, such as the CIFAR-100 [Krizhevsky 2009], CelebA [Liu
et al. 2015], and UCI Adult [Dua and Graff 2017] datasets. Concern-
ing the modalities, the selected datasets include both image-based
datasets and text-based datasets. All datasets are listed in Table 2.
The selected datasets are distributed among the 48 participants, with
each participant assigned two datasets. Consequently, each dataset
is distributed to five or six unique participants for annotation.

In terms of the annotation, a set of questions is created for the
participants to answer about their assigned datasets. The chosen
questions are the outcome of the response analysis from the selec-
tion step. We design questions that are mostly objective and mainly
focus on to what extent the participant agrees or disagrees with
the most common data quality problems observed on the given
data sets. This set of questions is answered on a scale with four
options: (1) “Disagree”, (2) “Mostly Disagree”, (3) “Mostly Agree”,
and (4) “Agree”. In summary, each participant is asked to answer 10
questions for each assigned dataset, and answers are provided on a
4-range scale. Results are then collected, visualized and analyzed via
inter-annotator agreement, to evaluate which dimension related to
data quality is easier to determine with respect to a specific dataset
and whether an aggregated metric of data quality can be designed
and learned. Intuitively, the higher the agreement between anno-
tators, the more likely data quality can be approximated with a
learnable function, and modeled with machine learning. In contrast,
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With Manual or Human Errors 5
Obsolete/Out-of-date 5
Poorly scoped/Homogenous 6
Skewed/Noisy/Uncertain 7
Biased 7
Incorrect/Inaccurate/Ambiguous 17
Inconsistent/Poorly formatted 20
Duplicate/Redundant 22

Missing/Incomplete 23

Figure 1: Bar chart presenting the most frequently encoun-
tered data quality problems.

Volume 5
Up-to-date 6
Timeliness 7
Readable/Consistent format/Metadata 8
No duplicates or redundancy 10
Relevant 13
Correct/Accurate 21

Diverse/Representative 22
Complete (not partial) 22
Reliable/Consistent/Balanced/Robust 22

Figure 2: Bar chart presenting the most commonly suggested
properties of high-quality data.

the lower agreement indicates high subjectivity and increased diffi-
culty in learning a data quality function based on the aggregated
annotations.

4 RESULTS

The initial survey reveals that the most commonly reported exam-
ples of data quality problems include missing and incomplete data,
redundancy, and inconsistent data, as indicated by responses that
are provided by at least 5 different participants (presented in Figure
1). Other common responses include poorly formatted data, ambi-
guity, bias, skewed distributions, noise, high uncertainty, obsolete
data, inaccurate or unclear data, and human errors. In particular,
problems related to missing, duplicate, inconsistent, and inaccurate
data are frequently reported, with at least 17 participants reporting
them. The initial survey (selection step) also reveals the most
commonly reported properties that high quality data exhibit, as
identified by at least 5 different participants. As shown in Figure
2, balanced, diverse, and reliable data, with complete information
that represents the whole data population are considered in general
of high quality by participants. Other properties involve data that
have a consistent format and rich metadata available, no duplicates,
as well as large-scale (at a proper volume) data that are up-to-date
and become available in a timely fashion, corresponding to the
“freshness” of data (otherwise termed in related fields as “age of
information” [Yates et al. 2021]. Specifically, properties such as reli-
ability, completeness, diversity, and accuracy are most commonly
noted among participants, with at least 21 noting each of these
properties.

In terms of whether a universal data quality metric can exist,
more than half of the participants believe that data quality can
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@Yes W Yes, but hard to achieve MINo, other reason [/ No, multiple metrics or case-by-case

11%

62% 19%

Figure 3: Pie chart representing participant answers to
whether there can exist one universal metric of data qual-

ity.

be defined by multifaceted metrics that are used on a case-by-
case basis (Figure 3). Some participants indicated that it may be
possible to have a universal metric of data quality, but that it is
also hard to achieve. The above results are used to create questions
for the annotation of the selected datasets, presented in Table 1
(annotation step).

The responses (labels on a 4-range scale) from the annotation
step are aggregated and an inter-annotator agreement analysis is
performed. Krippendorff’s Alpha [Krippendorff 2011] is used to
determine the overall agreement for each dataset. Krippendorff’s
alpha can be computed as follows:

1 2
" ch k%R PekOck

Y X 8 nen
ceRkeR

a=1-

(1)

_1
n(n-1)

where R is the set of all possible responses, § denotes a metric func-
tion, typically 6. = 1(c = k) for nominal data, n denotes the total
number of distinct ratings, ¢ € R and k € R each denote the cth and
kth distinct ratings, o, denotes the number of observed (c, k) pairs,
and n. and nj denote the number of ¢ and k values, respectively.
An observed agreement metric is utilized to measure agreement
for each question separately, computed as follows [McHugh et al.

2012]:
4
Po = Z
i=1
where r is the total number of raters and r; is the number of raters
that assigned the i-th rating out of the four possible ratings. Table
2 presents results for each of the questions found in Table 1. Each
cell is color coded based on the typical interpretation cut-offs, i.e.,
slight (0 — 0.2), fair (0.21 — 0.40), moderate (0.41 — 0.60), substantial
(0.61 — 0.80) and perfect (0.81 — 1) agreement.

Performing the inter-annotator analysis reveals that the per-
dataset agreement was generally marked as fair. The datasets with
the most agreed-upon responses were the Iris [Fisher 1936], the
Lexnorm2015 [Baldwin et al. 2015], and the Wikipedia Toxicity [AI
2018] datasets, with alpha values of roughly 0.49, 0.48, and 0.43,
respectively. Yet, the majority of the alpha values range between
0.1 to 0.3 which indicates rather poor agreement. In terms of indi-
vidual questions, very few questions per dataset have a substantial
agreement, such as Q9 for the Iris dataset. On average, Q5 has the

ri(ri — 1)
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Table 1: Data Quality Annotation Questions

l Index ‘ Question

Q1 The dataset contains missing attributes, metadata, labels, etc.

Q2 There are significantly many duplicates.

Q3 | There exists significant bias in the data.

Q4 The dataset can be used for modern machine learning problems and tasks (i.e., the dataset is not outdated).

Q5 The dataset is easily accessible and usable (easy to download, easy to parse, standardized format, good organization).
Q6 The dataset is diversified with an appropriate scope (covering all cases).

Q7 The dataset is imbalanced or skewed.

Q8 The dataset is ethical (i.e., cannot be used for malicious purposes, lack of privacy, etc.).

Q9 The dataset is properly annotated and does not contain human errors.

Q10 | The dataset is versatile and useful for many downstream applications.

Table 2: Inter-annotator Agreement. First column shows the per-dataset Krippendorff’s Alpha score, while the per-question
observed agreement is presented in columns Q1-Q10. Cells are color coded based on the typical interpretation guidelines.

Dataset a Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 | Q10 | Avg.
Caltech101 [Li et al. 2003] —0.03 | 0.20 | 0.20 | 0.20 | 0.20 | 0.10 | 0.20 [ 0:60"| 0.40 | 0.10 | 0.30 | 0.25
Caltech256 [Griffin et al. 2006] 0.26 | 0.30 | 0.20 | 0.30 | 0.20 | 0.40 | 0.40 | 0.60 | 0.40 | 0.30 | 0.20 | 0.33
CelebA [Liu et al. 2015] 0.09 | 0.00 [10.50 | 0.17 [0.57 | 0.50 | 0.33 | 0.17 | 0.17 | 0.50 | 0.50 | 0.33
CIFAR-10 [Krizhevsky 2009] 0.13 | 0.17 | 0.17 | 0.00 | 0.50 | 0.50 | 0.17 | 0.00 [70:50"| 0.17 | 0.50 | 0.27
CIFAR-100 [Krizhevsky 2009] 0.14 | 0.00 | 0.33 | 0.17 | 0.33 | 0.50 [0:50 | 0.17 | 0.33 [ 0.33 | 0.17 | 0.28
CORD-19 [Wang et al. 2020] 0.19 [70:50 | 0.00 | 0.17 [ 0.50 [ 050 | 0.17 [ 0.50 | 0.17 | 0.17 | 0.37
dsprites [Matthey et al. 2017] 0.12 | 0.40 | 0.13 | 0.20 | 0.20 | 0.27 | 0.40 | 0.20 | 0.27 | 0.13 | 0.27 | 0.25
FaceMask [Vrigkas et al. 2022] 0.25 | 0.13 [JOWGA 0.20 | 0.40 | 0.27 | 0.40 | 0.20 | 0.13 [ 0.20 [ 0.20 | 0.28
IMDB-wiki [Rothe et al. 2018] 0.20 | 0.20 | 0.47 | 0.27 | 0.40 | 0.27 | 0.40 | 0.13 | 0.13 | 0.27 [ 0.47 | 0.30
IOT-Temp [Purohit 2019] 0.27 | 0.40 | 0.13 [ 0.20 [ 0.13 [N 0.13 [ 0.13 0.27 | 0.20 | 0.33
Iris [Fisher 1936] 0.49 | 0.30 | 0.40 | 0.30 | 0.20 | 0.60 | 0.30 | 0.60 | 0.60 | 0.40 | 0.20 | 0.39
Lexnorm2015 [Baldwin et al. 2015] || 0.48 | 0.27 | 0.27 | 0.47 | 0.27 | 0.27 | 0.40 | 0.20 | 0.40 [ 027 | 038
MNIST [Deng 2012] 0.32 | 0.40 | 0.27 | 0.27 | 0.20 | 0.20 [JONGAN 0.27 | 0.40 | 0.40 | 0.20 | 0.33
Tokio Olympics [Sarkhel 2021] 0.23 | 0.10 | 0.20 | 0.60 | 0.30 | 0.40 | 0.40 | 0.60 | 0.20 | 0.10 | 0.10 | 0.30
Superstore [Sahoo 2020] 0.17 | 0.27 | 0.40 | 0.27 | 0.13 | 0.40 | 0.27 | 0.27 | 0.27 | 0.27 | 0.13 | 0.27
Toxicity [AI 2018] 0.43 | 0.17 [ 0.50 | 0.17 | 0.17 | 0.33 | 0.33 | 0.50 | 0.00 | 0.33 | 0.17 | 0.27
UCIAdult [Dua and Graff 2017] 0.22 | 0.40 | 0.30 | 0.20 | 0.30 | 0.10 | 0.20 0.40 | 0.20 | 0.30 | 0.34
Waste [Sekar 2019] 0.30 | 0.40 | 0.27 | 0.13 | 0.27 | 0.27 | 0.20 %g 0.13 | 0.27 | 0.28

| Average [ - [026]030]024][029][041]034]033][036[029]026] — |

highest agreement, and this could be attributed to the fact that
accessibility of data is generally faster to determine as downloading
and loading data is the first step before any data analysis, e.g., Q2
or Q7. Most questions, however, have observed values of 0.5 or less,
and the average observed agreement for each question, averaging
across all datasets, ranges between 0.24 and 0.39, i.e., fair agreement.
The inter-annotator agreement results reveal that determining the
quality of a dataset depends not only on the actual data but also on
the dataset user and how they define the value of each dimension.

Overall, assessing data quality is highly subjective and relies
on the perception and role of the data user. The survey responses
indicate that participants are well-aware of a broad set of data
quality problems. Nevertheless, our observations also show that
developing a predictive model for each of the selected data quality
dimensions, let alone learning a universal data quality metric, would
be a challenging research direction, and any quantitative quality
metrics may not necessarily align with the end-user perceptions
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of data quality. Despite the high subjectivity of the user study, our
results are useful as a step towards formally defining metrics and
best practices for data quality.

5 CONCLUSION

In this paper, we present the first effort toward investigating the
learnability of data quality metrics. Through our study, we present a
multitude of identified indicators and important data quality dimen-
sions. Our analysis shows that most indicators remain subjective
with respect to the user and task at hand. Thus, we conjecture that
designing universal data quality metrics is a rather challenging
task that would require multi-disciplinary approaches to integrate
fundamental principles, and hope that the research community will
target further work in this direction. We note that our study on data
quality dimensions is not exhaustive; further research is required
to include a comprehensive set of properties that pertain to data
quality. In the future, we hope to design data quality metrics for
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healthcare domains and formally define the relationship between
data quality, explainability and several types of data bias. Future
research is needed to investigate how to design data quality met-
rics that align with the highly subjective data user perceptions of
quality in pervasive computing.
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