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ABSTRACT
Faces play an indispensable role in human social life. At present,
computer vision artificial intelligence (AI) captures and interprets
human faces for a variety of digital applications and services. The
ambiguity of facial information has recently led to a debate among
scholars in different fields about the types of inferences AI should
make about people based on their facial looks. AI research often jus-
tifies facial AI inference-making by referring to how people form im-
pressions in first-encounter scenarios. Critics raise concerns about
bias and discrimination and warn that facial analysis AI resembles
an automated version of physiognomy.What has beenmissing from
this debate, however, is an understanding of how “non-experts” in
AI ethically evaluate facial AI inference-making. In a two-scenario
vignette study with 24 treatment groups, we show that non-experts
(N = 3745) reject facial AI inferences such as trustworthiness and
likability from portrait images in a low-stake advertising and a
high-stake hiring context. In contrast, non-experts agree with facial
AI inferences such as skin color or gender in the advertising but
not the hiring decision context. For each AI inference, we ask non-
experts to justify their evaluation in a written response. Analyzing
29,760 written justifications, we find that non-experts are either
“evidentialists” or “pragmatists”: they assess the ethical status of
a facial AI inference based on whether they think faces warrant
sufficient or insufficient evidence for an inference (evidentialist
justification) or whether making the inference results in beneficial
or detrimental outcomes (pragmatist justification). Non-experts’
justifications underscore the normative complexity behind facial AI
inference-making. AI inferences with insufficient evidence can be
rationalized by considerations of relevance while irrelevant infer-
ences can be justified by reference to sufficient evidence. We argue
that participatory approaches contribute valuable insights for the
development of ethical AI in an increasingly visual data culture.

∗Denotes equal contribution.

This work is licensed under a Creative Commons
Attribution-NonCommercial-NoDerivs International 4.0 License.

FAccT ’22, June 21–24, 2022, Seoul, Republic of Korea
© 2022 Copyright held by the owner/author(s).
ACM ISBN 978-1-4503-9352-2/22/06.
https://doi.org/10.1145/3531146.3533080

CCS CONCEPTS
• Computing methodologies → Computer vision tasks; • So-
cial and professional topics → User characteristics; Comput-
ing / technology policy; • Security and privacy→ Social aspects
of security and privacy.

KEYWORDS
artificial intelligence, computer vision, human faces, participatory
AI ethics

ACM Reference Format:
Severin Engelmann, Chiara Ullstein, Orestis Papakyriakopoulos, and Jens
Grossklags. 2022. What People Think AI Should Infer From Faces. In 2022
ACM Conference on Fairness, Accountability, and Transparency (FAccT ’22),
June 21–24, 2022, Seoul, Republic of Korea.ACM,NewYork, NY, USA, 14 pages.
https://doi.org/10.1145/3531146.3533080

1 INTRODUCTION
Human faces and the information they convey are essential in hu-
man interaction. When seeing a person for the first time, humans
rapidly and automatically make a variety of judgments, such as
whether a person looks trustworthy or likable [75, 76, 78, 99]. Peo-
ple’s faces can play a significant role in some of society’s most
important decision-making scenarios: first facial impressions can
determine hiring choices [76, 84], election outcomes [6, 59, 77], or
jail sentences [26, 105, 109]. Yet, we are often told not to judge a
book by its cover, an imperative that it is morally wrong to form be-
liefs about a person based on insufficient evidence. Indeed, inferring
inner character traits based on looks had been foundational for once
lauded physiognomic and phrenological practices in organizations
and institutions [22, 35, 83, 92, 93].

Today, research in psychology and evolutionary anthropology
shows that first facial impressions have an “irresistible” force, but
are nonetheless largely inaccurate [13, 27, 78, 99, 100]. This line
of research provides ample evidence that there is no relationship
between how we look and how trustworthy or intelligent we actu-
ally are. Surprisingly, another body of research studies continues
to suggest that first facial impressions are accurate or, at least, not
completely invalid [45, 51, 56, 62, 72, 80]. Commonly recognizing
this latter body of literature, computer vision artificial intelligence
(AI) – the computerization of visual perception – has recently devel-
oped datasets, algorithms, andmodels to automate social perception
tasks in fields such as affective computing (e.g., [19]) and social
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robotics [15, 97]. Using computer vision AI, studies have claimed to
successfully infer emotion expression and intensity [10, 25], sexual
[60, 103] and political orientation [54, 107], as well as a variety of
latent traits in personality assessments based on people’s faces in
images [4, 16, 30–32, 81, 88, 89, 108]. AI research has established
tools for feature extractions from faces (e.g., Face++ 1, EmoVu2) as
well as for open training datasets (ImageNet3, First Impression V24,
PsychoFlickr dataset5) and models [1, 11] for facial analysis AI.

Computer vision AI drives software that helps “make sense” of
user images on social media for advertising purposes, video inter-
views in hiring software, or mood detection in car systems. The AI
emotion recognition industry alone is said to be worth US37$ billion
by 2026 [20]. AI systems play an increasingly important role in the
semantic interpretation of our world, and because faces have an
indispensable social signaling function, they are taken to be particu-
larly revealing of who we are. But how should AI interpret people’s
faces? All imagery is semantically ambiguous and computer vision
AI inference-making necessarily follows from the semantic anno-
tation of visual data by humans, in most cases, by crowd-sourced
platform workers [67, 74, 95]. This complicated ethical question has
led to debates between policymakers, researchers in computational
and social sciences, and companies that develop or use such AI.
A number of research papers, including from the FAccT research
community, have pointed out ethical challenges with regard to com-
puter vision AI inferences [21, 22, 29, 34, 35, 68, 69, 82, 83, 87, 92–94].
However, we believe that such an effort must at least be cognizant
of how “ordinary” people, i.e., non-experts in AI, evaluate the nor-
mativity of computer vision inferences.

In this work, we follow calls for more empirically-informed AI
ethics [55, 85] and investigate what non-experts (N = 3745) think AI
should and should not infer from portrait images – images that only
show a person’s face. Using a two-scenario vignette study with 24
treatment groups, we show that non-experts find AI latent trait in-
ferences (e.g., intelligence) morally impermissible regardless of the
decision context for which the inference is used for (advertising &
hiring). A majority of subjects evaluates inferences such as gender,
skin color, and emotion expression as morally permissible in the
low-stake decision context (advertising) but impermissible in the
high-stake decision context (hiring). None of our framing effects
influenced subjects’ evaluations indicating a strong value disposi-
tion toward AI facial analysis. We use the transformer-based model
RoBERTa [63] to analyze subjects’ 29,760 written justifications for
each AI inference. We find that subjects raise ethical concerns about
all AI inferences in both contexts. When justifying the normativity
of an AI inference, subjects use one of two meta-principles: an AI
facial inference is permissible when facial information warrants
sufficient evidence or when making the inference results in benefi-
cial outcomes. Our analysis illustrates the normative complexity
behind facial AI inferences, and provides guidance for forthcoming
technology policy debates.

1https://www.faceplusplus.com/
2https://www.programmableweb.com/api/emovu
3https://www.image-net.org/
4http://chalearnlap.cvc.uab.es/dataset/24/description/
5https://figshare.com/articles/dataset/zahra_plos_data_zip/6469577

2 RELATEDWORK: THE IMPOSITION OF
MEANING IN A VISUAL DATA CULTURE

2.1 Power dynamics between requesters and
data annotators

Recently, several authors have raised ethical questions regarding the
creation, management, and application of computer vision datasets.
Computer vision companies (also known as “requesters”) hire data
processing companies, most often located in “less developed” coun-
tries, to perform efficient and cost-effective dataset creation, in-
cluding data annotation. The emergence of a visual data culture –
across Facebook’s services alone, 2 billion images are shared every
day6 – together with the need for manual, human semantic labeling
has led to the establishment of a data annotation industry7 [67, 95].
Critical data science (broadly speaking) highlights challenges re-
lated to accountability and transparency gaps resulting from the
near-unbounded power of computer vision AI companies and AI
research institutes (i.e, requesters) to determine the interpretative
potential of visual content [33, 68–70, 85, 87].

Studies find that requesters face little pressure to justify data
labeling projects when hiring data processing companies for dataset
labeling [67–69, 85]. In a field study on two data processing compa-
nies, Miceli et al. concluded that the work of image annotators is
largely guided by the interests of the requester organization [68].
The authors report that this power dynamic does not allow im-
age annotators to voice ethical concerns during the data labeling
process. The hierarchical managerial structure at data processing
companies restricts the possibility for the deliberative input by
annotators [69]. In [68], the authors assert that “the one who is
paying has the right to the imposition of meaning”. To increase
transparency and accountability of dataset creation, researchers
have developed proposals to standardize documentation. For ex-
ample, Gebru et al. suggest that each dataset should have a cor-
responding datasheet, explaining, among others, the purpose for
which the dataset was created, the description of the images (or
other data types), procedural aspects such as data cleaning and
labeling, as well as the tasks and their unique contexts that the
dataset is intended to be used for [33]. Holland et al. propose a
“Dataset Nutrition Label” that specifies different modules, including
the data origin, dataset variables, and ground truth correlations [41].
These and other standardized documentation practices [e.g., 70] can
help AI developers to select more suitable datasets for their model
development. However, such documentation practices are currently
voluntary and rely entirely on the initiative and implementation of
dataset creators.

2.2 Faces as sources of meaning and means for
classification?

Authors have raised critical questions regarding a second key eth-
ical challenge that is the subject of this work: What kind of in-
ferences should a computer vision AI make about people based
on visual data? Moreover, how do we justify what differentiates
6Using Artificial Intelligence to Help Blind People ‘See’ Facebook: https://about.fb.com/
news/2016/04/using-artificial-intelligence-to-help-blind-people-see-facebook/
7For a contribution by investigative journalists on the data annotation industry, see:
A.I. Is Learning From Humans. Many Humans. https://www.nytimes.com/2019/08/16/
technology/ai-humans.html
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permissible from impermissible facial inferences when the context
application changes? Given the inherently semantic ambiguity of
visual data, fixing the large space of interpretive possibilities to a
selection of target variables is an act of classification that inevitably
demands an ethical justification [22, 40, 47, 82, 87, 93, 93]. This
particularly applies to inferences about people based on their facial
looks. Human faces are among the most frequently used “objects of
interpretation” in computer vision AI. A recent review of nearly 500
prominent computer vision AI datasets found that 205 were “face-
based”: no other object was represented more often in computer
vision datasets than human faces [85]. Social psychologists assert
that humans are “obsessed” with faces and that they “cannot help
but form impressions based on facial appearances” [99–101]. On
first encounter, faces influence first impressions and shape whether
we think someone appears trustworthy, intelligent, assertive, or at-
tractive (among other traits) [76, 78, 101]. In many ancient cultures,
and still today, there are persistent beliefs that faces are “a window
to a person’s true nature” [101], the idea that there is a reliable
relationship between facial appearance and character8. The “irre-
sistible influence” of faces can be consequential: first impressions
can determine to whom we speak at a social gathering, whether
we perceive a politician to be trustworthy, or whether we judge a
job applicant as intelligent [100, 101, 110].

Recently, computer vision AI has purportedly inferred such first
facial impressions for a variety of different contexts, for exam-
ple in social media and for automatic hiring software [5, 11, 30–
32, 39, 88, 89, 98, 108]. In the United States alone, millions of job
applicants have participated in automatic hiring procedures that
assess, among others, candidates’ faces to produce an employa-
bility score [82, 94]. Sensitive categories such as gender and race
are often treated as “commonsense categories” in computer vision
datasets [22, 69, 82, 87]. However, a recent comparison between
computer vision datasets presents findings that some racial cat-
egories show more variance than others across datasets despite
nominally equivalent categorization [47]. Buolamwini and Gebru
show that facial analysis AI produces the highest error rate for
darker-skinned women and the lowest error rate for lighter-skinned
males [14]. Critical perspectives warn that gender and skin color
classification by facial analysis AI echoes colonial acts of “reading
race onto the body” [86]. Facial analysis AI tends to rely on binary,
cis-normative gender classifications [46, 86], thereby neglecting
a trans-inclusive view of gender. Emotion recognition and senti-
ment analysis based on facial expressions have been the subject
of multiple AI research projects and a plethora of digital compa-
nies – from large corporations to startups – use AI to infer facial
emotion expression for social media, hiring, education, health, or
security [93]. Other studies present facial analysis AI that is “better”
at inferring sexual and political orientation from facial features
than people [54, 103]. Others have organized yearly “first impres-
sion challenges” – competitions to create benchmark vision models

8In evolutionary psychology, current research debates whether facial attributes (first
impressions) are solely innate, evolutionary adaptive heuristics [99] or whether they
also have a learned, cultural dimension [78, 79].

for automatic first impression inferences in job candidate screen-
ing9. Computer vision AI studies often embrace research studies
that underscore the apparent validity of first impressions or that,
at least, assert that the invalidity of first impressions is inconclu-
sive [45, 51, 56, 62, 72, 80, 102]. However, there is strong evidence
that first facial impressions do not go beyond a “kernel of truth”
[13, 78, 79, 99–101].

The conviction that facial configurations are indicative of a per-
son’s character inevitably rests on the pseudoscientific ideas of
physiognomy and phrenology. Once celebrated scientific theories,
prominent figures in the field of physiognomy such as Caspar
Lavatar, Ceseare Lombroso, and Francis Galton developed entire
taxonomies of facial configurations with what they believed to be
corresponding character interpretations (for a historic account on
physiognomy, see [99]). Critical data science research points to sev-
eral ethical concerns resulting from the AI classification of people
based on their facial appearance. Hanley et al. criticize that infer-
ences about people based on visual data necessarily represent only
those factors of an inference concept that are visibly discernible
[40]. Similarly, Stark & Hoey underscore a “fixation on the visible”
in their conceptual analysis on the ethics of emotion recognition
AI [93]. Computer vision AI inference-making can be presump-
tuous when designed to predict aims or intentions of people in
images [49]. Such systems are morally objectionable because they
treat individuals as objects of categorization [40, 50]. Studying the
influential ImageNet dataset, Crawford & Paglen find “highly ques-
tionable semiotic assumptions [that] echoe(s) of nineteenth-century
phrenology” [22]. Other authors call for a ban on “Physiognomic
AI” altogether [94].

Research in fairness, accountability, and transparency has suc-
cessfully produced different formalizations of fairness metrics and
approaches for de-biased datasets. However, when it comes to fair
visual data inferences it is the selection of target variables that
requires careful ethical consideration. If such ethical evaluations
are “subjective” and “inescapably political”, then how can we make
progress in justifying a line between permissible and impermissible
inferences? Contributing to this metaethical challenge, we analyze
non-experts’ ethical evaluations of specific computer vision AI in-
ferences in a low-stake advertising and a high-stake hiring context.
We argue that the input of non-experts (i.e., their moral intuitions)
can help us critically advance the debate concerning fair computer
vision inferences. We consider a participatory approach to be at
least complementary to conceptual ethical analyses. For example,
much of AI ethics in companies and research institutes is guided by
“principlism”: efforts of expert groups defining often vague ethical
principles for algorithmic systems such as transparency, justice or
responsibility [44]. Principlism has recently received criticism (e.g.,
[71]) arguing that abstract ethical principles too often leave room for
interpretation and are therefore particularly susceptible to forms of
“ethics washing” [12]. Relying on ethical principles alone critically
fails to account for the influence of unique contextual factors on
the ethical status of AI inference-making. Moreover, by democratic
principle, whenever power hierarchies lead to an accountability
vacuum, non-expert “users” should have – minimally – a voice in
9ChaLearn LAP 2016: First Round Challenge on First Impressions - Dataset and Results:
https://hal.archives-ouvertes.fr/hal-01381149, 2017 Looking at People CVPR/IJCNN
Competition: https://chalearnlap.cvc.uab.cat/challenge/23/description/
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formulating values for the interpretative potential of visual data,
including their own. We see this as one element of a holistic ap-
proach to advance computer vision AI ethics. For the purpose of
the current study, we developed a factorial vignette study that we
describe in more detail in the next section. Experimental vignette
studies have been extensively used in different fields (including
human computer interaction, psychology, experimental philosophy,
business ethics) to elicit participants’ explicit ethical judgments in
a variety of hypothetical scenarios [2, 3, 18, 36, 42, 52, 53, 66, 73].
Our study follows calls for more survey-based AI computer vision
ethics [85] and more experimentally-informed AI ethics in general
[55]. For a review on the value of studying the “moral intuitions”
of non-experts in ethics and philosophy more generally, see [53].

3 METHODS AND EXPERIMENTAL
PROCEDURE

3.1 Data Collection
3745 subjects (male = 50.7%, female = 48.9%, other = 0.4%) partici-
pated in our study. Subjects were recruited via Amazon Mechanical
Turk. Only “Turkers” with an approval rating above 95% were se-
lected for the study. We deliberately chose to conduct our study
via this platform because Turkers have been indispensable for the
labeling of some of the most important datasets in computer vision
[91, 106]. Besides the large subject pool required for our study, we
were interested to understand how a community involved in the
labeling of computer vision datasets would ethically evaluate AI
facial inference-making.

Our home institution does not require an ethics approval for
questionnaire-based online studies. When conducting the study
and analyzing the data, we followed standard practices for ethical
research: presenting detailed study procedures, obtaining consent,
not collecting identifiable information or device data, and using a
survey service10 that guaranteed compliance with the European
Union’s General Data Protection Regulation. The study did not
include any deceptive practices. Subjects could drop out of the
study at any point. All data were fully anonymized, the privacy of
all subjects was maintained at all times during the study. Following
recommended principles of ethical crowdsourced research [104],
we first ran a pre-study with 120 Turkers to determine the average
time it would take to complete the survey and used this reference
time to determine a payout above the US minimum wage (mean=
8.03 min). In our study (N = 3745), the mean was 10.4 min (min =
3.35 min, max = 31.55 min).

3.2 Vignette Study
The experiment was a between-subject design; each participant
was randomly assigned to one of 24 groups. The 24 groups were
composed of three experimentally altered variables: two decision
contexts (advertising vs. hiring), six evaluative adjective terms (rea-
sonable, fair, justifiable, acceptable, responsible, appropriate), and
the presentation or absence of a dictionary definition of the evalua-
tive adjective term. The use of different evaluative adjective terms
with orwithout a dictionary definition accounted for framing effects

10SoSci Survey: https://www.soscisurvey.de/

and tested the robustness of subjects’ conception of a normative AI
inference [53, 55, 64].

First, subjects were randomly assigned to one of two hypotheti-
cal decision contexts: either a low-stake advertisement scenario (n
= 1869; mean per group = 155) or a high-stake hiring scenario (n =
1876; mean per group = 156). In the hypothetical advertisement sce-
nario, participants were told that an advertising company deployed
computer vision AI to make a variety of judgments about social
media users based on their portrait image. Participants were told
that the inferences were used to show users more suitable product
advertisements. We explicitly referred to product advertisements
to avoid associations with political advertisements that could have
raised the stakes of the decision context. In the hypothetical hiring
scenario, a declared high-stake decision context by other studies on
algorithmic perception [48, 90], participants were told that a com-
pany used computer vision AI to make a variety of judgments about
applicants based on their application photo. Subjects were told that
portrait inferences were used, together with other assessment met-
rics, to determine whether or not a candidate is suitable for a job.
These scenarios presented curated, hypothetical decision contexts
typical in vignette research on moral phenomena [3, 52, 53] and
fulfilled one of our study’s main purposes: to understand whether
non-experts evaluate the same set of AI facial inferences differently
across low-stake and high-stake contexts. The vignettes can be
found in the Appendix in Figs. 1 and 2.

Second, past research has shown that vignettes can be prone
to framing effects and that such effects can indicate weak value
dispositions in morally-laden scenarios [17, 53]. In our vignettes,
the evaluative adjective term that prompted subjects’ normative
deliberation prior to the primary rating task could have exerted
a framing effect. To control for this potential framing effect, each
participant was assigned one of six evaluative adjective terms –
reasonable, fair, justifiable, acceptable, responsible, or appropriate –
when performing the rating task: “Do you agree or disagree that
this sort of inference made by a software using artificial intelligence
is [evaluative adjective term]?”. This increased the external validity
of our vignette. Using only the evaluative term “fair” could have
biased subjects’ ratings and justifications. Some people (and in fact
cultures) associate the term “reasonable” more descriptively with
logical thinking and deliberation while other cultures associate
it more prescriptively, such as being honest and responsible [37].
The same was found for people’s intuitions about perceptions of
normality (also part descriptive, part prescriptive) [9].

Third, studies in experimental philosophy have used “definition
vs. no definition” conditions to understand whether subjects use
their own intuitive concept when they evaluate essentially con-
tested concepts (such as: what is a reasonable inference?) [52, 53,
55, 64]. Accordingly, half of subjects were presented with a generic
dictionary definition of the evaluative adjective term assigned to
them, the other half was not. For example: “What do we mean by
fair? Something is fair if it’s based on equality without favoritism
or discrimination.” All definitions were taken from the Cambridge
Dictionary and were slightly adjusted for our context (see Appendix
Table 1). The “definition vs. no definition” treatment allowed us
to further test the robustness of subjects’ normative evaluations
for specific AI inferences: If non-experts’ normative judgments
were arbitrary to the extent that they could be manipulated by
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the presentation of a different evaluative adjective term (fair vs.
reasonable, for example) or absence of a generic definition of that
term, then this would indicate subjects’ concept of a normative
AI inference to lack robustness. Subjects would then have a low
value disposition toward AI facial analysis inferences (studies in
experimental philosophy typically use such and similar framing
conditions see, for example, [17, 23, 53, 64]).

3.3 Facial inferences
To allow for comparison across contexts, inferences needed to have
an acceptable degree of appropriateness for two very different de-
cision contexts: advertising and hiring. To keep the cognitive load
of our subjects at an acceptable level, we restricted the number of
inferences rated and justified by each subject. We decided to present
subjects with a total of eight inferences, first asking them to rate
their agreement/disagreement and then to provide a short, written
justification for each inference rating. We selected the inference
“emotion expression” due to its prevalence in emotion detection
AI [20, 93]. Similarly, the two inferences “skin color” and “gen-
der” are common attributes in AI inference-making [14, 46]. Four
inferences – “trustworthiness”, “assertiveness”, “intelligence”, “lika-
bility” – were selected for their importance in studies on human
first impression-making [76, 78, 79, 99–101]. Finally, we wanted
to understand how subjects would evaluate a facial accessory. We
chose “glasses” instead of piercings or tattoos, for example, because
the latter two objects exist in more diverse forms.We constructed an
8-item scale to measure agreement with these eight facial inferences
made by an AI on a 7-point Likert scale (1 = “strongly agree” to 7
= “strongly disagree”, “can’t answer”). We did not present subjects
with sample portraits, since the impression they would have formed
based on the face in the portrait would have likely influenced their
normative judgments [99, 100]. The goal of the study was to explore
non-experts’ ethical evaluations of facial AI inferences in principle.

3.4 Classification of subjects’ justifications
After rating each inference, subjects were asked to justify their
evaluation in a written statement. This allowed us to understand
the rationale behind subjects’ inference ratings and increased data
quality (e.g., understanding the plausibility and validity of evalua-
tions, see, [57, 58]). While there is an entire research field dedicated
to studying first impressions (e.g., [99–101]), we could not iden-
tify studies investigating people’s ethical evaluations of such first
impressions. This meant that we could not draw from an existing
coding scheme for the classification of the 29,760 written justifi-
cations. Therefore, we derived the codes directly from the textual
corpus. The manual coding process consisted of two iterative cycles.
First, one researcher labelled 500 comments to discover major re-
curring types of reasoning. Another researcher labelled 250 of these
comments with the same intent. The researchers thenmet to discuss
and refine the set of identified “justification labels”. In a second cod-
ing cycle, we randomly sampled 1,250 comments. Two researchers
independently added a justification label to each comment. The
intercoder reliability was high (Krippendorff’s alpha = 0.953). In
case of disagreement between the two coders, the comment was
discussed with and reviewed by a third researcher. The final set
of justification types consisted of the following: 1. “AI can tell”, 2.

“AI cannot tell”, 3. “Inference relevant for decision”, 4. “Inference
not relevant for decision”, 5. “Inference creates harm”, 6. “AI has
human biases”, and 7. “Incomprehensible responses”.

Based on this developed coding scheme, we used the language
model RoBERTa [63] to analyze the remaining comments. RoBERTa
is a more efficiently trained version of BERT [24], an NLP architec-
ture designed for general-purpose language understanding. This
required collecting 100 example comments for each justification
type (i.e., code). One researcher collected 100 example comments
for each justification type. A second researcher then verified clas-
sifications. Disagreement was resolved by a third researcher. We
split our labeled dataset in 1,001 training and 250 test samples, and
performed over-sampling of the smaller classes to create a balanced
training dataset. The final optimized model had an overall accuracy
on the test set of 95% and each label’s F-1 score was higher than
0.94. For the optimization process, we used a learning rate of 3e-5, a
maximum sequence length of 32 tokens, and warm-up initialization.
We then predicted the labels of the remaining justifications based
on the trained model. For the class overview with F-1 scores, see
Appendix Table 7.

Our analysis strategy comprised statistical testing of subjects’
inference ratings, an exploratory factor analysis, automated text
classifications, and a multivariate analysis of variance with follow-
up tests. Given the large number of subjects in our sample, we
calculated the effect sizes for all significant (p<0.01) test results on
subjects’ ratings.

4 RESULTS
4.1 The consequentiality of the scenario

influences non-experts’ ethical evaluations
of AI facial inferences

We first compared mean aggregate ratings of all inferences between
the advertisement and the hiring scenario. A two-sided Welch two-
sample t-test found subjects showed greater preference for the same
set of inferences in the advertisement scenario (mean=3.85; SE=1.06)
than in the hiring scenario (mean=4.41; SE=1.2). The difference was
significant (t(3687.3)=-15.30; P<0.001; 95% CI : (-0.64, -0.49)) and
represented a small to medium effect (d=0.50) (Fig. 1a).

We then compared mean ratings for each inference in the ad-
vertisement and hiring scenarios using a two-sided Welch two-
sample t-test with Bonferroni corrections for eight tests (Fig. 1b).
Subjects rated the inferences gender, emotion expression, wear-
ing glasses, and skin color (e.g., skin color, mean AD=2.88, mean
HR=4.19; d=0.60; P<0.001; 95% CI : (-1.44, -1.17)) significantly more
positively in the low-stake advertisement than in the high-stake
hiring scenario. In contrast, the inference ratings for intelligence,
trustworthiness, and likability (e.g., likability, mean AD=5.04, mean
HR=5.16; d=0.06; P=0.31; 95% CI : (-0.24, -0.006)) did not show a
significant difference between the two scenarios. Ratings for the
assertiveness inference were significantly different between the
two scenarios, but the effect size was negligible (mean AD=4.69,
mean HR=4.89; d=0.10; P=0.01; 95% CI : (-0.32, -0.078)).

To summarize, comparing the inference ratings solely based on
the grouping variable context, the consequentiality of the decision
context influenced subjects’ ratings: in the hiring context, subjects
showed significantly more disagreement with the AI inferences
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Figure 1: (a) Mean aggregate ratings for inferences were more positive in the advertising context than in the hiring context.
(b) Participants rated the inferences gender, skin color, emotion expression, and wearing glasses significantly more positively
in the low-stake advertisement than in the high-stake hiring scenario. Subjects rejected inferences intelligent, trustworthy,
assertive, and likable regardless of the decision context: The inference ratings for intelligent, trustworthy, and likable did not
show a significant difference between the two scenarios. Only ratings for the inference assertive were significantly different
between the two scenarios, but the effect was negligible (see Appendix 5 for statistics). (c-j) Density plots of inference ratings.
1 = strongly agree; 7 = strongly disagree; 4 = neutral.

gender, skin color, emotion expression, and glasses than in the
advertising context. Cohen’s d was particularly large for ratings
on gender, skin color, and wearing glasses between the two con-
texts. This difference did not replicate to ratings for the inferences
trustworthiness, intelligence, assertiveness, and likability (Fig. 1).

4.2 Subjects differentiate between “first-order”
and “second-order” inferences

To explore underlying constructs in our set of eight inferences,
we conducted an exploratory factor analysis (EFA) (Appendix 6).
Parallel analysis, scree plot, and the MAP criterion all suggested
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Figure 2: Exploratory factor analysis (EFA) resulted in two
underlying constructs for subjects’ ratings. One factor in-
cluded the emotion expression, gender, wearing glasses, and
skin color inferences. We termed this set of inferences first-
order inferences. The other factor included the latent trait in-
ferences assertive, likable, intelligent, and trustworthy. We
termed this set of inferences second-order inferences.

two factors. One factor included the inferences gender, skin color,
wearing glasses, and emotion expression. To use this group of infer-
ences for further statistical comparison, we termed this construct
first-order inferences. The other factor included the four latent trait
inferences intelligence, trustworthiness, assertiveness, and likabil-
ity. We termed this construct second-order inferences. We used these
terms (first-order/second-order) as linguistic categories to reflect
the statistical reality of subjects’ ratings and less as an initial seman-
tic interpretation of subjects’ ethical evaluations. Both sub-scales
had high reliability, the overall α was 0.89 for the factor labeled
second-order inferences and 0.77 for the factor labeled first-order
inferences (Fig. 2; see Appendix 6.6 for distribution of EFA factor
scores).

4.3 Decision context only influences
agreement with first-order inferences

We then extended our analysis to the entire set of treatment condi-
tions. To test significant group differences among the 24 treatment
groups on a combination of first-order and second-order factor scores
from the EFA as a dependent variable, we computed a 2 (context:
advertisement, hiring) x 6 (evaluative adjective terms) x 2 (defini-
tion, no definition) multivariate analysis of variance (MANOVA;
Appendix 7). We controlled for main first-order justification theme,
main second-order justification theme, AI knowledge, age, gender,
occupation and education. Using Pillai’s trace, there were signifi-
cant main effects at an α-level of 0.01 for first-order justification

(V=0.50, F (12, 6892)=190.76, P <.001, partial η2 = 0.249), second-
order justification (V=0.45, F (12, 6892)=164.60, P <.001, partial η2
= 0.223), AI knowledge (V=0.03, F (8, 6892)=13.43, P <.001, partial
η2 = 0.015), and context (V=0.04, F (2, 3445)=73.68, P <.001, partial
η2 = 0.041) (Appendix Table 5).

Finally, univariate analysis with two separate ANOVAs on the
first-order factor scores and on the second-order factor scores from
the EFA revealed varying effect structures (Table 1; Appendix 7.2).
With respect to the experimentally altered variables, context was
the only significant treatment effect found, but only had an effect on
ratings of first-order inferences (F (1, 3446) = 146.08, P <0.001, par-
tial η2 = 0.04). This finding supported the results from the two-sided
Welch two-sample t-test. The experimental treatments evaluative
terms and definition vs. no definition had no significant effect on
subjects’ ratings. This indicated that the subjects in our sample had
a robust concept of a normative facial AI inference. AI knowledge
had a small but significant effect on both inference ratings, whereas
age had only a small effect on first-order ratings. Gender, occupa-
tion, and education did not have a statistically significant effect on
subjects’ ratings. Pairwise comparisons confirmed the results by
identifying significant group differences between the advertisement
and hiring context (Appendix 7.3).

4.4 Subjects find AI cannot tell second-order
inferences in both contexts. Gender, skin
color, and emotion expression produce
more complex justifications.

4.4.1 Subjects evaluate the normativity of an AI inference accord-
ing to two meta-principles. In their written evaluations, subjects
considered whether or not an inference was proportional to the
evidence (i.e., an epistemic justification) or whether making the
inference resulted in positive or negative outcomes (i.e., a pragmatic
justification). Representing epistemic principles, we introduced two
codes: “AI can tell” and its opposite “AI cannot tell”. For example,
the comment “I believe that someone’s facial expressions can easily
tell if they are assertive. I feel like facial expressions are easy to read
and a computer could do that even better.” (assertiveness, HR) was
classified as “AI can tell”. The comment “A person’s intelligence is
internal and based on learning, education, and other experiences. This
can’t be reflected in someone’s looks.” was classified as “AI cannot
tell” (intelligence, HR).

With the second meta-principle, subjects considered pragmatic
reasons: we identified two contrary justification types “Inference
relevant for decision” and “Inference not relevant for decision”. The
justification “The reason I believe it is appropriate...is because this will
help to select the potential candidate that possesses the assertiveness
that could be useful for the job.” was classified as “Inference relevant
for decision”. The comment “I don’t think assertiveness makes or
breaks a job applicant” was classified as “Inference not relevant
for decision” (both assertiveness, HR). A third justification type
“Inference creates harm” classified comments stating AI inference-
making could be harmful if used as part of the decision-making
process (e.g., discrimination due to racism or sexism). For example,
the justifications “Seems like phrenology where intelligence and other
traits were determined by the shape of someones head.” (intelligence,
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Table 1: Follow-up ANOVAs for factor scores from exploratory factor analysis (EFA)

ANOVA for first-order ANOVA for second-order

SS df F Bonferroni part. η2 SS df F Bonferroni part. η2

(Intercept) 7.32 1 22.22 0.000 0.006 5.135 1 15.399 0.001 0.004

Justifications
first-order justifications 946.163 6 478.774 0.000 0.455 46.331 6 23.157 0.000 0.039
second-order justifications 18.785 6 9.506 0.000 0.016 844.717 6 422.212 0.000 0.424

Control Variables
AI knowledge 14.069 4 10.679 0.000 0.012 26.058 4 19.537 0.000 0.022
age 9.939 5 6.035 0.000 0.009 5.648 5 3.387 0.052 0.005
gender 0.272 2 0.414 1.000 0.000 2.463 2 3.693 0.275 0.002
occupation 7.834 8 2.973 0.028 0.007 5.720 8 2.144 0.317 0.005
education 1.553 7 0.674 1.000 0.001 2.749 7 1.178 1.000 0.002

Experimental Variables
context 48.115 1 146.081 0.000 0.041 2.325 1 6.972 0.092 0.002
terms 6.502 5 3.948 0.016 0.006 5.140 5 3.083 0.097 0.004
definition 0.161 1 0.487 1.000 0.000 0.293 1 0.880 1.000 0.000

Residuals 1135.010 3446 1149.065 3446

Note:
All Bonferroni-corrected P-values are compared to a Bonferroni-corrected α = 0.005 for the computation of two ANOVAs.
Significant P-values and partial η2 values of relevant size are marked in bold.
Partial η2 = 0.01 small effect; partial η2 = 0.06 medium effect; partial η2 = 0.14 large effect.

AD) or “Color should not matter in job hiring. This would be discrimi-
nation.” (skin color, HR) were classified as “Inference creates harm”.
Finally, a justification type that we called “AI has human biases”
classified comments stating AI inference-making was flawed by
biased human inference-making. Justifications in “AI has human
biases” contained epistemic reasons (e.g., “The software could be im-
planted with the bias of its creator” ; trustworthy, HR) or pragmatic
reasons (e.g., “The inference is unfair as the AI may be programmed
to favor one sex over the other without context.” ; gender, HR).

The classification results of subjects’ written responses under-
line the semantic ambiguity of facial portraits: for each inference,
we found a corpus of diverse explanations that fell back on epis-
temic and pragmatic accounts (the two meta-principles). We show
the general line of subjects’ justifications in Fig.3, where we map
ratings (agreement/disagreement) to justification types. We comple-
ment subjects’ general line of justifications with example comments.
More example comments can be found in our “code book” in Ap-
pendix Table 8.

4.4.2 Subjects believe AI second-order inferences are invalid infer-
ences regardless of the decision-making context. The majority of
subjects believed that faces do not provide sufficient evidence (“AI
cannot tell”) for inferences intelligence, trustworthiness, likability,
and assertiveness (i.e., all second-order inferences) – regardless of
the decision context. “If you’re just looking at a person and trying to
determine if they’re assertive, you’re going to score no better than a

random guess, I don’t care how sophisticated this AI is.” (assertive-
ness, HR). Some subjects believed second-order inferences to be
epistemically valid. “Assertive people tend to have a set in their jaw,
and eyes that is a bit more severe in the angles at the corners than
those who are more passive...It might be possible to quantify those an-
gles and measurements to have an AI program analyze the likelihood
that they match those of assertive people...If you can come up with a
mathematical formula to determine this, then the AI would be capable
of measuring it.” (assertiveness, HR). The largest group of subjects
agreeing with second-order inferences argued for their relevance in
the hiring context (54.8%, “Inference relevant for decision”). Here,
subjects did not express any epistemic reasoning, but asserted that
such inferences were desirable qualities for employers. “Almost
always when you are working, you will work in teams and have to
get along with others. You have to be likable to be successful on these
teams - I would want the AI to try and assess this as best they could.”
(likability, HR).

4.4.3 Subjects believe first-order inferences are epistemically valid,
but irrelevant and harmful in hiring. For the inferences emotion
expression, wearing glasses, skin color, and gender, subjects’ justifi-
cation profile was more complex (Fig.3 e-j). The majority of subjects
that agreed with these inferences believed in their epistemic valid-
ity in both contexts (“AI can tell”; AD: 62.6%, HR: 68.1%). However,
in comparison to second-order inferences, the justification patterns
differed between the advertising and hiring context: in the hiring
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Figure 3: Distribution of justification types. Plots a) to o) present the proportions of the justification types used per context.
E.g., for first-order ratings, 62.6% of participants in the AD context justified their agreement with an explanation allocated
to the justification type “AI can tell” and 50.71% of respondents in the HR context justified their disagreement with an ex-
planation related to the justification type “not relevant”. The sum of N for AD and HR for an inference does not amount to
the total N because the plot does not include individuals who neither agreed or disagreed. Percentages by context and agree-
ment/disagreement do not sum up to 100%, since the visualization does not include a minority of individuals who provided a
counter-intuitive justification based on their score.
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context, considerations of relevance became more important rea-
sons to reject an inference in comparison to the advertising context
(Fig.3 c). The majority of subjects agreeing with skin color and
gender in both contexts believed an “AI can tell” such inferences
from facial information (Fig.3 e-h): “Photos reveal this pretty easily
assuming the photo is reasonably high rez. I would probably trust a
computer to get this right more than some people.” (skin color, HR) or
“This is something that we, as humans can perceive with our sights, so
an AI is definitely capable of inferring this.” (gender, AD). However,
subjects that believed “AI can tell” skin color and gender still raised
concerns in their written responses even when agreeing with these
inferences. For example, subjects noted that accurately inferring
skin color may be constrained by photo quality and lighting and
may not be an indication of race or ethnicity as the following two
comments illustrate: “I believe a properly calibrated AI could estimate
a person’s skin color, but lighting, photo quality etc., would have to
be accounted for. Also, skin color doesn’t necessarily inform us about
race.” (skin color, HR). “Mixed feelings about this one – although skin
color is something that can be visually seen in a photo, there is lots of
room for error here depending on lighting in photo. Also, whether it’s
morally right is a whole different subject.” (skin color, AD). Likewise,
for gender, subjects pointed to classification problems of non-binary
gender identities: “For the most part, male/female is an easy question,
but there are many people that defy these binary categories that would
be excluded.” (gender, HR).

Among the subjects rejecting skin color and gender in hiring,
the most common justifications were “Inference not relevant for
decision” (skin color: 48.48%; gender: 44.23%) and “Inference creates
harm” (skin color: 35.86%; gender: 24.23%). With regard to skin
color, most comments stated that skin color does not matter in
hiring, while a few added that the inference was justifiable if it
resulted in a more diverse workplace: “This does not matter unless
this information is being used to ensure a diverse workplace.” (skin
color, HR). Subjects generally agreed that gender does not matter
in hiring, however, some subjects asserted that some jobs may
be more suitable for certain genders: “Gender has nothing to do
with how capable a person is to do a job unless the job itself requires
a specific gender (which is very rare).” (gender, HR). In contrast,
subjects believed that both skin color (21%) and gender (28.9%) are
a relevant AI inference in advertising: “People with different skin
colors need different products, and tend to shop for different styles,
colors, and patterns.” (skin color, AD) or “I think this is a 50/50 subject,
but I believe personally that this is fair...Perhaps men wouldn’t like to
see advertisements for bras which would be avoided with this scan.”
(gender, AD).

4.4.4 A majority of subjects believe emotion expression indicates
emotion sensation. For emotion expression (Fig.3 i-j), subjects’ agree-
ment or disagreement mainly depended on whether or not they
believed facial expressions to be a valid indicator for emotion sensa-
tion. Comments classified as “AI can tell” (agreement, AD: 68.74%,
HR: 66.74%) claimed internal emotional states could be expressed
via the face: “It is reasonable to judge emotions by looking at a per-
son’s face, humans do it all the time. Though some faces can be more
expressive than others.” (emotion expression, HR). Given that many
Turkers have engaged in portrait image labelling tasks, we also
found comments that highlighted the possibility of AI emotion

expression inference based on previously conducted labelling tasks:
“A person’s emotion can be seen pretty well by looking at a picture as I
have done surveys in the past deciding emotion through facial expres-
sions” (emotion expression, AD). Comments classified as “AI cannot
tell” (disagreement, HR: 38.6%, AD: 36.6%) stated the opposite. “An
emotion could be expressed, but the person may not actually be ex-
pressing it. In other words, the emotion viewed externally could be one
of joy, but, inside the actual person, they may have a different emotion
from what is outwardly being expressed.” (emotion expression, HR).
The difficult relationship between emotion expression and emo-
tion inference was also evident in comments with the justification
types “Inference relevant for decision” (agreement, AD: 15.9%, HR:
16.01%) and “Inference not relevant for decision” (disagreement,
AD: 31.9%, HR: 41.3%). To give one example, in comments classified
as “Inference relevant for decision” in hiring, subjects claimed that
employers may seek employees that need to be friendly, particu-
larly in jobs involving customer interaction: “Depending on the job
emotional expressiveness may be a requirement, you don’t want a
person in a customer service position who’s monotonous and robotic.”
(emotion expression, HR).

5 KEY OBSERVATIONS & FINAL DISCUSSION
The vast abundance of digital imagery together with recent ad-
vances in computer vision analysis have raised concerns about the
kinds of conclusions AI should make about people based on their
face. How do we design computer vision AI in such a way that
it will incorporate those preferences and values that are ethically
desirable? We explored non-experts’ normative preferences of AI
portrait inferences in a two-scenario vignette study with 24 treat-
ment groups. One MANOVA and two ANOVAs found that none
of our framing effects influenced subjects’ ratings, indicating that
subjects have a robust, intuitive concept of a normative AI infer-
ence for both contexts. Future studies need to further explore how
strong this normative concept is in light of other trade-offs such as
cost-efficiency, narratives of bias-free technology, or success of the
decision outcome, for example.

Conducting an exploratory factor analysis on subjects’ evalua-
tions of eight AI facial inferences, two inference categories emerge:
we term one category of inferences first-order inferences and the
other second-order inferences. Factor loadings of emotion expres-
sion as a first-order inference together with subjects’ justifications
suggest that a majority of the subjects in our sample subscribe to
the so-called “Basic View” of emotions [28], which proposes that
facial expressions (or “facial action units”) are reliable indicators of
emotion. Note that this perspective has recently been challenged by
emotion researchers arguing that contextual and social factors lead
to variability in facial emotion expression that make such inferences
unreliable and unspecific [7, 93]. Nonetheless, subjects are aware of
the volatility of AI emotion inference from facial expression. They
assert that emotion expression as social signaling can be different
from the internal phenomenological experience.

Finally, independent of the decision context, subjects believe AI
should not draw inferences common in human first facial impression-
making due to their epistemic invalidity, i.e., intelligence, likability,
assertiveness, and trustworthiness [99–101]. Subjects raised con-
cerns about all AI inferences in both contexts, even for the – perhaps
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intuitively – non-problematic “glasses” inference in the low-stake
advertising context (Appendix Fig. 7). This leads us to assume that
other facial AI inferences, such as beauty, sexual orientation, or
political stance, that all have been inferred from faces using AI will
likely draw their own justification profiles.

Our analysis highlights the normative complexity behind facial
AI inferences. We find that some subjects use a pragmatic rational-
ization of AI facial inferences when they believe that an AI inference
is relevant for (i.e., has a supposedly positive effect on) a decision’s
outcome. However, why should the normativity of a vision-based
inference be evaluated by criteria other than evidence? The deci-
sion context does not have any bearing on the relationship between
evidence and inference and therefore should not lead to a different
normative evaluation. Thus, our results show that epistemically
invalid AI vision inferences can be rationalized by considerations
of relevance. The fact that AI research organizations, academic and
commercial, commission data annotation companies to label visual
data relevant for a specific application purpose necessarily creates a
conflicting negotiation between epistemic and pragmatic consider-
ations. Taken together, over-reliance on AI capabilities, narratives
of bias-free technological decision-making, and beliefs in the rel-
evance of an inference for the decision context may form a line
of reasoning that supports justification of epistemically invalid AI
inference-making. The ongoing publication of research studies that
purportedly find a significant correlation between second-order
inferences and facial information produces a quasi-epistemic legit-
imization of first-impression AI. Our study provides evidence that
a vast majority of non-expert subjects do not form a justification
of AI inference-making along these lines of reasoning.

Finally, how would experts differ in their justification of AI
inference-making in comparison to non-experts? Indeed, critical
data scientists argue that facial inferences are not reasonable be-
cause of their lack of scientific validity (evidentialists) [20, 92], while
some AI experts deploying computer vision AI point to positive
outcomes in terms of efficiency, cost-reduction, and flexibility that
AI inference-making will facilitate [8, 43, 61, 65, 96]. Future stud-
ies will need to provide evidence for a unique ethical justification
profile of AI vision inferences among AI expert groups. Other fu-
ture studies should explore to what extent cultural factors play a
role in evaluating the normativity of AI inferences based on visual
data. We also believe it would be valuable to understand whether
subjects evaluate AI video analysis inferences differently than AI
image inferences. In fact, AI video analysis interprets visual content
at the level of individual frames (i.e., decomposed as a collection of
single images) [38].

We hope that the present study underlines the importance of
including non-experts in the process of arguing for and against eth-
ically permissible and non-permissible computer vision inferences.
We expect norms regarding AI inference-making to shift over time.
Allowing non-experts to engage in the formulation of goals and
values for AI helps identify such shifts in sociocultural norms. Our
study lays an important foundation for determining what types of
inferences machines should and should not make about one of the
most significant characteristics of us and our place in the social
world: our faces.
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