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Abstract

Methods for building fair predictors often involve tradeoffs between fair-
ness and accuracy and between different fairness criteria, but the nature
of these tradeoffs varies. Recent work seeks to characterize these tradeoffs
in specific problem settings, but these methods often do not accommo-
date users who wish to improve the fairness of an existing benchmark
model without sacrificing accuracy, or vice versa. These results are
also typically restricted to observable accuracy and fairness criteria. We
develop a flexible framework for fair ensemble learning that allows users
to efficiently explore the fairness-accuracy space or to improve the fair-
ness or accuracy of a benchmark model. Our framework can simultane-
ously target multiple observable or counterfactual fairness criteria, and it
enables users to combine a large number of previously trained and newly
trained predictors. We provide theoretical guarantees that our estimators
converge at fast rates. We apply our method on both simulated and real
data, with respect to both observable and counterfactual accuracy and
fairness criteria. We show that, surprisingly, multiple unfairness measures
can sometimes be minimized simultaneously with little impact on accu-
racy, relative to unconstrained predictors or existing benchmark models.

Keywords: fairness, counterfactual fairness, causal inference, in-processing,
post-processing
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1 Introduction

Classification and regression models are increasingly widely used to inform or
render decisions in domains such as healthcare, criminal justice, education, hir-
ing, and consumer finance. Given the high-stakes nature of such decisions, it
is important to ensure that these models are both accurate, to maximize their
overall benefits and minimize their overall harms; and fair, so that the bene-
fits and harms do not accrue disproportionately to already (under)privileged
groups. In recent years, there have been many well-publicized cases of algo-
rithmic systems whose performance varies over sensitive features such as race
and gender in ways that appear to harm marginalized populations (Angwin
and Larson, 2016; Buolamwini and Gebru, 2018; Obermeyer et al, 2019).

In response to concerns such as these, the algorithmic fairness community
has developed a wide array of methods for removing or minimizing unfairness
in models. In some cases, the most accurate models under consideration do
not satisfy a chosen fairness criterion, so there is a fairness-accuracy tradeoff
(Friedler et al, 2019; Menon and Williamson, 2018; Zhao and Gordon, 2019).
Many methods therefore aim to maximize predictive accuracy subject to a
bound on some quantitative unfairness criterion (Zafar et al, 2017; Donini
et al, 2018; Woodworth et al, 2017). Some methods adopt a complementary
perspective, seeking to minimize unfairness subject to an accuracy constraint
(Zafar et al, 2017; Coston et al, 2021). Many strict versions of fairness criteria
are pairwise unsatisfiable in real-world settings, so there may also be fairness-
fairness tradeoffs (Chouldechova, 2017; Kleinberg et al, 2017; Kim et al, 2020).

In some cases, however, tradeoffs are small to nonexistent: model fairness
can be increased with minimal loss of accuracy, or vice versa (Dutta et al,
2020; Coston et al, 2021; Rodolfa et al, 2021). Recently there has been grow-
ing interest in characterizing these tradeoffs both theoretically and empirically
for specific problems and specific classes of models (Berk et al, 2017; Kim
et al, 2020; Liu and Vicente, 2021). Current methods for illuminating these
tradeoffs do not readily accommodate users who wish to improve the fairness
and/or accuracy of an existing benchmark model rather than exploring the
fairness-accuracy space. Additionally, these methods are designed to handle
observable accuracy and fairness criteria, i.e. criteria that depend on observable
outcomes. They do not address counterfactual accuracy and fairness criteria,
which depend on counterfactual outcomes and which are relevant to many
settings in which algorithms are used to support decision making. In general,
there are very few methods designed to build predictors that satisfy counter-
factual versions of common fairness criteria like equalized odds (Mishler et al,
2021).

To address these limitations, we propose FAir Double Ensemble learning
(FADE), a simple and flexible framework that builds predictors as weighted
combinations of basis functions that are chosen by the user. Within this
framework, we develop three methods: (1) minimizing risk subject to fair-
ness constraints, (2) minimizing unfairness subject to a risk constraint, and
(3) efficiently generating a large class of unfairness-penalized predictors. The
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weights in method (3) have a closed-form expression that varies smoothly over
a vector of unfairness penalty parameters, allowing users to trace out paths in
fairness-accuracy spaces. It is computationally extremely fast to compute and
evaluate thousands or even tens of thousands of models of this form. These
methods accommodate users who wish to improve the fairness of an existing
model without sacrificing accuracy, or vice versa, or who wish to understand
fairness-accuracy and fairness-fairness tradeoffs in their problem.
In sum, FADE has the following properties:

e [t allows users to target specific fairness and accuracy constraints as well as
to efficiently explore fairness-accuracy and fairness-fairness tradeoffs.

® [t can target a range of both observable and counterfactual accuracy and
fairness criteria, separately or simultaneously.

® [t enables users to combine previously trained and newly trained predictors,
thereby collapsing the distinction between in-processing and post-processing
approaches to building fair predictors.

® In the context of counterfactual accuracy and fairness, it utilizes doubly
robust estimators, which yield fast convergence rates under relatively weak
nonparametric assumptions. The excess risk and excess unfairness of our
estimators, suitably defined, shrink to 0 at up to y/n rates even when rele-
vant nuisance parameters are estimated at slower rates that are typical in
nonparametric machine learning.

The remainder of the paper is organized as follows. In Section 2, we discuss
background and related work. In Section 3, we formalize our problem and
define three estimands, all of which are formulated as optimization problems.
The first estimand involves minimizing risk subject to a fairness constraint,
the second involves minimizing unfairness subject to a risk constraint, and
the third utilizes penalty terms rather than constraints to trace out paths in
fairness-accuracy space. Section 4 provides a set of assumptions necessary to
relate counterfactual quantities to observable data. In Section 5, we define our
estimators and give theoretical guarantees for their performance. We illustrate
FADE on simulated data in Section 6 and on real data in Sections 7 and 8.! In
a counterfactual setting, FADE substantially improves both the fairness and
accuracy of the COMPAS recidivism predictor (Section 7). In an observable
setting, FADE yields many predictors that perform comparably to or better
than other fairness methods on an income prediction task, while allowing users
much more flexibility in the final model form (Section 8). We conclude in
Section 9.

2 Background and related work

We use the terms “predictor” and “model” interchangeably to refer to any
mapping from covariates to outputs that is intended to estimate an unknown

LCode to reproduce the results will be made available in the Github repository amishler/FAir-
Double-Ensemble-Learning.


https://github.com/amishler/FAir-Double-Ensemble-Learning
https://github.com/amishler/FAir-Double-Ensemble-Learning

4 FADE: FAir Double Ensemble Learning

quantity, whether that quantity is an unobserved label or an as-yet unrealized
outcome. We use “accuracy” or “risk” to refer to any measure that tracks how
well a predictor estimates the target quantity, such as mean-squared error or
0-1 error, and “performance” to refer to a model’s joint accuracy and fairness
characteristics.

2.1 Ways of achieving fairness

The fairness literature generally distinguishes three approaches for developing
fair predictors. Pre-processing approaches transform the input data to remove
bias (Calmon et al, 2017; Feldman et al, 2015; Kamiran and Calders, 2012;
Zemel et al, 2013). In-processing or in-training approaches enforce fairness via
constraints or regularization terms during the learning process (Donini et al,
2018; Kamishima et al, 2012; Woodworth et al, 2017; Zafar et al, 2017). Post-
processing approaches learn functions to map the outputs of existing predictors
to new outputs (Hardt et al, 2016; Pleiss et al, 2017; Kim et al, 2019). Our
approach enables users to combine previously existing predictors with newly
trained predictors or other basis functions, essentially collapsing the distinction
between in-processing and post-processing.

2.2 Observational and counterfactual fairness

Many popular fairness criteria place restrictions on the joint distribution of
predictions, outcomes, and a sensitive feature. For example, the criterion of
independence, also known as statistical parity or demographic parity, requires
that the predictions be marginally independent of the sensitive feature (Calders
et al, 2009; Barocas et al, 2018), while separation or equalized odds requires
that they be independent conditional on the outcome (Hardt et al, 2016). Cri-
teria such as equalized odds that depend on the outcome may be defined with
respect to observable or potential (aka “counterfactual”) outcomes. Counter-
factual versions of these criteria are appropriate in risk assessment settings,
i.e. settings in which the model is meant to estimate the risk of an adverse out-
come absent a specific intervention (Coston et al, 2020). In these settings, the
potential outcomes of interest are the outcomes that would occur if, possibly
counterfactually, a decision variable were set to some baseline level (Neyman,
1923; Holland, 1986). Examples arise in areas such as healthcare, where doc-
tors must predict who would develop complications without further treatment;
criminal justice, where judges must predict who would recidivate if released
pretrial; and consumer finance, where banks must predict who would default
if issued a loan.

A distinct set of causal fairness criteria consider counterfactuals with
respect to the sensitive feature rather than with respect to a decision variable
(Kilbertus et al, 2017; Kusner et al, 2017; Nabi and Shpitser, 2018; Zhang and
Bareinboim, 2018; Nabi et al, 2019; Wang et al, 2019). These criteria consider
questions like “what would the risk prediction be if the defendant had been of
a different race their whole life?” rather than “what would the outcome be if
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this person were released pretrial?” We do not consider these criteria here; see
(Mishler et al, 2021), Section 3.2 for further discussion.

Most of the existing fairness literature is concerned with observable fair-
ness criteria and accuracy measures. To our knowledge, only two papers have
developed methods to satisfy the type of counterfactual criteria described
above. Mishler et al (2021) developed a post-processing method that maxi-
mizes accuracy while satisfying (approximate) counterfactual equalized odds
or related fairness criteria. Their approach takes as input a binary clas-
sifier and outputs a randomized binary classifier. In contrast, our method
applies to both classification and regression, and it combines in-processing and
post-processing.

Coston et al (2021) developed a method to minimize various unfairness
measures subject to an accuracy constraint. They considered both the observ-
able setting and a selective labels setting, when the outcome of interest is
observed only for a non-representative subset of the population. Although the
terminology differs, this is essentially equivalent to the counterfactual setting
that we consider. Their method involves iterative optimization and outputs a
randomized predictor that is constructed as a distribution over a set of models.

In contrast to both of the above methods, our framework can handle any of
the following: (1) minimizing risk subject to fairness constraints, (2) minimiz-
ing unfairness subject to an accuracy constraint, and (3) efficiently producing
a large set of models that vary in their risk and fairness properties. Method (3)
utilizes a set of closed-form solutions that are extremely fast to compute. Our
methods also output deterministic rather than randomized predictors, though
in a classification setting these can be turned into randomized classifiers by
treating the output in [0, 1] as a probability and sampling from the correspond-
ing Bernoulli distribution, as described in Section 8.1. Our methods apply to
a large class of observable and counterfactual accuracy and fairness criteria.

2.3 Fairness-accuracy and fairness-fairness tradeoffs

Within a candidate set of models, the most accurate model and the most fair
model may not be the same model, in which case there is a fairness-accuracy
tradeoff. The shape of this tradeoff depends on the model set, the accuracy and
fairness criteria, and the distribution of the data (Dutta et al, 2020). While
some papers emphasize the unavoidable existence of such tradeoffs (Calders
et al, 2009; Corbett-Davies et al, 2017; Menon and Williamson, 2018; Wood-
worth et al, 2017; Zhao and Gordon, 2019), other papers have found that in
practical settings they are sometimes so small as to be irrelevant; that is, rel-
ative to a baseline model, it may be possible to substantially improve a given
fairness criterion with little to no decrement in accuracy, or vice versa (Coston
et al, 2021; Rodolfa et al, 2021).

Different fairness criteria may also trade off with one another. In their
strictest form, many fairness criteria are mutually unsatisfiable in real-world
conditions (Chouldechova, 2017; Kleinberg et al, 2017). In practice, many
methods make use of continuous-valued relaxations of these criteria, which
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may be more or less simultaneously satisfiable, to a degree that again depends
on the modeling choices and data distribution.

Recent work aims to characterize fairness-accuracy and fairness-fairness
tradeoffs both theoretically (Dutta et al, 2020; Kim et al, 2020) and empirically
(Berk et al, 2017; Liu and Vicente, 2021). Like Berk et al (2017), our penalized
predictor method uses fairness regularization terms to trace out different paths
in fairness-accuracy space; however, their results consider observable accuracy
and fairness measures, whereas ours encompass both observable and counter-
factual measures. We also consider a (broad) class of fairness criteria that yield
closed-form solutions, and we provide theoretical guarantees for our methods.

In some cases, users have clear accuracy or fairness constraints that they
wish their models to satisfy. These constraints might derive from moral, legal,
or business considerations. For example, a business might wish to ensure that
a hiring algorithm generates positive recommendations for roughly equal per-
centages of male and female applicants, in order to avoid potential disparate
impact. Conversely, a business might wish to improve the fairness of an existing
model without sacrificing accuracy (profit). We provide an explicit correspon-
dence between our constrained and penalized predictors and show how the set
of penalized models can be “seeded” with models that target specific fairness
or accuracy constraints.

Our method also makes it easy for users and auditors to understand
whether a model in use could be made more fair without a substantial loss of
accuracy, or vice versa. This is useful both for improving model performance
and for understanding whether a particular level of unfairness can be justified
as a type of “business necessity,” or whether fairness can be improved without
compromising accuracy (Coston et al, 2021).

3 Setup and estimands

Our data is of the form Z = (A, X,S,D,Y) ~ P, for sensitive feature A €
{0,1}, additional covariates X € X, previously trained predictor(s) S € S,
decision or treatment D € D, and outcome or label Y € [¢,, u,| with bounds
£y, uy. If no previously trained predictors are available, then we have S = (). We
denote by Y,° the potential outcome Y;”=0, that is, the outcome or label that
would be observed for individual 7 if, possibly contrary to fact, the decision
were set to D; = 0. For example, Y could indicate whether an individual
would recidivate if released pretrial. We assume that Y also lies in [£,, u,]. In
settings where we are interested in observational rather than counterfactual
fairness, we may have D = (). We assume that Z C Z C R? for compact Z.
Let W = (A, X,S) € W represent the collected covariates. We let Y denote
either Y and Y as appropriate, since we are interested in both observational
and counterfactual fairness and accuracy measures. We refer to Y =Y as the
observable setting and Y = Y as the counterfactual setting. Broadly speaking,
we seek functions of the form f: W+ [{,, u,] that are both accurate and fair

in predicting Y. Our goals are (1) to enable users to target specific fairness or
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accuracy constraints, and (2) to trace out the fairness and accuracy properties
of a large set of models, both in order to understand setting-specific fairness-
accuracy and fairness-fairness tradeoffs and in order to maximize the user’s
ability to choose a desirable model.

Remark 1 (Additional notation) We let || - || denote an appropriate Ly norm. That

is, for any random variable f(Z) taking values in R, || f(Z2)|| = (f(f(Z))2d]P)(Z))1/2

ko 2\1/2
j=1 Uj) /
denotes the Euclidean Ly norm. For a random vector f(Z) taking values in RF,

AN = (5ot 1212,

denotes the Lo (PP) norm, while for a non-random vector v € R, |jv|| = S

3.1 FADE summary

The “Ensemble learning” part of “FAir Double Ensemble learning” has its
usual sense, referring to an ensemble of predictors. The “Double” part cap-
tures several features of our approach: (1) it combines in-processing and
post-processing; (2) it accommodates both observable and counterfactual out-
comes; (3) it (optionally) has two stages, first learning predictors and then
learning their ensemble weights; and (4) in the counterfactual setting, it uti-
lizes doubly robust estimators, which also appear in the literature under the
heading “double machine learning” (Tsiatis, 2006; Chernozhukov et al, 2018).
These features are illustrated in the remainder of this section and in Section 5.

3.2 Accuracy and fairness measures

The risk (accuracy) measure we consider is the MSE:

Risk(f) = E[(f(W) - Y)?]
We consider (un)fairness measures UF(f) that can be expressed in the form
UF(f) = [E[g(W, ) (W)]| (1)

where g(W, 17) is a bounded fairness function that depends only on W and }N/,
not on D. This accommodates a broad range of measures, including measures
described by the following proposition. All proofs are given in the Appendix.

Proposition 1 Let ag, a1 € R and let hg, h1 be mappings from {0,1} X Y to {0,1}.
Consider an unfairness measure

UF(f) = laoE[f(W) | ho(4,Y) = 1] = aaE[f (W) | h(4,Y) = 1]|
and assume that P(ho(A,Y) = 1) > 0,P(h1(A,Y) = 1) > 0. Then there exists a
fairness function g(W,Y) such that UF(f) = |E[g(W,Y)f(W)]|, namely

~ ho(A,Y) hi(A,Y)
W)Y) =« —~— —« =
S =00 ] B )]
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That is, (1) is compatible with any fairness measure that can be expressed
as a (weighted) difference of average predictions conditioned on events that are
a function of the sensitive feature and the outcome. Functions of this form must
in general be estimated, since they depend on unknown expected values. We
focus in this paper on the following measures, which we refer to equivalently
as disparities. We first express each in a canonical form, and then we identify
the corresponding fairness function g(W,Y’), dropping the arguments (W,Y")
for convenience.

Definition 1 The rate disparity (rate-diff) is
IE[f(W) [ A=0] -E[f(W) | A=1]|

with fairness function
rate __ 1-A _ A
E[l1—-A] E[A]

Definition 2 For Y € {0,1}, the generalized False Positive Rate disparity (FPR-
diff) is
E[f(W) | A=0,Y = 0] - E[f(W) | A=1,Y =0]|

with fairness function
JFR_ _(1=N)-4)  (1-V)A
E[(1-Y)(1-4)] E[1-Y)A]

Definition 3 For Y € {0,1}, the generalized False Negative Rate disparity (FNR-
diff) is
[E[1—f(W)[A=0,Y =1]—E[l— f(W) | A=1,Y = 1]

with fairness function

FNR YA 1-v)1-4)

TEYA EY(-A4)

These definitions are closely related to common fairness criteria described
in Section 2.2. The criterion of independence requires predictions f(W) to be
independent of the sensitive feature A. Rate-diff measures violations of this
criterion (Calders and Verwer, 2010). Equal opportunity requires the false
negative rates to be equal across the two groups, while equalized odds requires
both the false positive and the false negative rates to be equal (Hardt et al,
2016). FNR-diff therefore measures violations of equal opportunity, while FPR-
diff and FNR-diff together measure violations of equalized odds.

For continuous-valued predictors, it may be challenging to attain full
(conditional) independence. Hence it is common to focus only on average
conditional predictions (e.g. Corbett-Davies et al, 2017).
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3.3 Predictor classes

We consider predictors that lie in the linear span of a set of basis functions
b=0bW)=(b1(W),...bs(W)), where each function b;(W) maps from W to
R. That is, for a given b we seek predictors in the set F3, where

Fo=1{bT3: B eR"}

Predictors of this form are commonly referred to as (a linear) ensemble, stacked
predictors, or aggregated predictors (Breiman, 1996; Juditsky and Nemirovski,
2000; Tsybakov, 2003; Polley and Van Der Laan, 2010). In the context of our
method, we refer to these as FADE predictors. The vector b is determined by
the user. It can include for example previously trained predictors S, newly
trained predictors, or arbitrary orthogonal basis functions such as trigonomet-
ric functions or polynomials. Our approach makes it easy for users to search
across a range of different bases b.

In this paper, we consider a regime in which k£ < n, where n is the sam-
ple size, since this simplifies estimation. In practice, users might wish to use
bases of dimension k > n, such as spline bases or kernel basis functions. We
briefly consider these and other possibilities in Appendix F. In our asymptotic
analyses, we also generally assume that the basis is eventually fixed, meaning
k # co. We intend to analyze settings in which & > n and/or k — oo in future
work.

Depending on b, the set F;, may be relatively rich. For example, b could be a
truncated orthonormal basis of the space La(W) of square-integrable functions,
in which case F3 could approximate Lo to a degree chosen by the user.

Our theoretical analyses utilize the following two assumptions about the
basis.

Assumption 1 (PSD outer product). Uniformly in n, the eigenvalues of
E[bbT] are bounded above and away from 0.

This assumption asserts that the basis functions by (W),... b, (W) are not
too collinear. It means that E[bb”] is always positive semi-definite. In a regime
in which the basis is eventually fixed, this assumption simply requires that the
basis functions are never perfectly collinear.

Assumption 2 (Bounded basis norm). Uniformly in n, sup,,cyy ||b(w)|| < oo,
where ||b(w)|| is the Euclidean Ly norm.

When k 4 oo, this assumption simply requires the norm ||b(w)|| to be
finite over the covariate space. In a setting in which & is allowed to grow to
infinity, this assumption can be relaxed to one which controls the growth rate
of sup,, ey |b(w)]|. See Remark 7 in Section 5.



10 FADE: FAir Double Ensemble Learning

3.4 Estimands

We first define two estimands that are solutions to constrained least squares
problems. These estimands represent users who have clear target fairness or
accuracy constraints. We then show that these estimands can be equivalently
expressed via penalized least squares problems that admit closed-form solu-
tions. These solutions are indexed by an unfairness penalty parameter; by
varying this parameter, we may trace out curves in accuracy-fairness space
over Fp.

Suppose that there are ¢ fairness measures that can be expressed via fair-
ness functions g;,j = 1,...,t. For a given k-dimensional basis b, define the
risk-minimization (risk-min) parameter § and the unfairness-minimization
(unfair-min) parameter 3 as the solutions to the following optimization
problems:

B =argminE[(b7 8 — V)?]
BERK

subject to (I[*Z[gijﬁ])2 < e?, j=1,...t

subject to E[(b78 —Y)?] < ¢

for user-chosen constraints €; > 0, € > 0, and weights «;. That is, 3 indexes
the most accurate predictor in F, among those that satisfy ¢ specified fairness
constraints, and [ indexes the most fair predictor among those that satisfy a
specified risk constraint.

We constrain € > 0 because otherwise we’d be insisting on a perfectly accu-
rate predictor, which is generally impossible in practice. The risk-min problem
is always feasible with €¢; > 0, since the predictor defined by 8 = 0 always
satisfies the fairness constraints. Under Assumption 1, 8 is unique, since the
objective is strictly convex. The unfair-min problem may be infeasible, if there
is no predictor in F, whose risk is less than or equal to e. This may not be an
issue in practice, if € represents (an estimate of) the risk of an existing bench-
mark model. With slight modifications, all our subsequent results would carry
through if this constraint were explicitly expressed with respect to a bench-
mark model; for the sake of simplicity, however, we leave it in this form. If
the unfairness-minimization problem is feasible and Z§:1 a;E[g;b|E[g;b]T is
positive definite, then 3 is unique, since the objective is strictly convex.

Note that the fairness constraints in the risk-min problem can be equiv-
alently written in affine form, as |E[g,; f(W)]| < €;, meaning that 5 is the
solution to a quadratic program. We express the constraints in squared form
for notational consistency with the penalized estimand, which is defined as
follows.
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For any A = (A1,...,\), with all \; > 0,5 =1,...,t, define the penalized-
minimization (penalized-min) estimand 85 as:

t

8% = argminE[(b7 8 — V)] + Z A (IE[gijﬁ])2

BERF j=1

This can be written in an equivalent closed form:

s = <E[bbT] + ZAjE[gjb]E[gjb]T> E[Y]

j=1

Under Assumption 1, the matrix inverse always exists, since each matrix
E[g;b]E[g;b]T is positive semi-definite and E[bbT] is positive definite, and hence
by Weyl’s inequality the entire matrix is positive definite.

We now establish a correspondence between the constrained and penalized
forms. Let Z denote the set of active fairness constraints at 5, that is, Z =

{7 e{L,....t}: (Elg;b"5;])* = 5.

Assumption 3 (LICQ). The set of vectors {E[g;b|E[g;b]T8; : j € T} is
linearly independent.

Assumption 3, which is expected to hold in practical settings, is the Lin-
ear Independence Constraint Qualification (LICQ), which yields an injective
mapping from the constrained to the penalized form.

Proposition 2 Under Assumption 1, for any 3y there ewists a \ € Ré_,_ such that
B = Br. If Assumption 3 holds, then this X is unique.

We will utilize the penalized form to efficiently construct a large set of
predictors that vary in their accuracy and fairness properties. We will see that
we can exploit an empirical analogue of Proposition 2 to “seed” this set with
models that target specified fairness constraints.

Proposition 3 Fiz \ € R6+, X # 0. Under Assumption 1, B3 = By with fairness
constraints e? = (E[g;b" B3]

Proposition 3 expresses the converse direction of the relationship between
By and SB3. The constraints €; that define 3 are arguably easier to reason
about than the penalties A; that define 83. This proposition therefore facil-
itates interpretation of penalized estimands in terms of their corresponding
constrained forms.
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An analogous penalized form can be written that corresponds to 3, with
results that match Propositions 2 and 3. For estimation purposes, however, we
focus in this paper on 83, so we do not develop that form here.

Remark 2 (Predictor truncation) Any g € R* indexes a predictor bTﬂ € Fp. Since
YY" and Y are bounded in [¢y, uy], however, the resulting predictor may be truncated
to lie in [€y, uy], if the bounds are known.

Our final estimands consist of the risk and (un)fairness properties of any
fixed predictor fg:

Risk(fs) = E[(fs — Y)?]
UF;(fs) = Elg;fs], j=1,...t

~

In particular, once we have computed some estimate 8 of 8} or 3, or B3, it
is of interest to estimate the risk and fairness of the resulting predictor fE'

4 Identification

When YV = Y9 ie. when the risk and fairness functions are defined with
respect to counterfactual rather than observable outcomes, we require assump-
tions in order to identify these quantities in terms of the observed data. For
ease of notation, we first define three nuisance parameters that appear in the
estimands and associated estimators.

m=n(W)=P(D=1|W)

po = po(W) =E[Y | W, D = 0]
vy = vo(W) =E[Y? | W, D = (]

7w (W) is the propensity score, while g and vy are regressions with respect to
the observed outcome and the squared observed outcome. In a classification
setting with Y € {0,1}, we have Y2 =Y, so vy = ug. We make the following
common causal inference assumptions:

Assumption 4 (Consistency). Y = DY! + (1 — D)Y°.
Assumption 5 (Positivity). 36 € (0,1) s.t. P(m(W) <1—-4) =
Assumption 6 (Ignorability). Y I D | W.

Consistency signifies that for each individual, the treatment received

matches the outcome that is observed, meaning for example that one person’s
treatment status does not affect other people’s outcomes. Positivity requires
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that within covariate strata W, individuals have some chance of not receiv-
ing treatment, meaning that there is no stratum of measure > 0 in which
all individuals are guaranteed to receive treatment. Finally, ignorability pre-
cludes unmeasured confounders that affect both treatment status and the
potential outcome. Positivity and ignorability may be satisfied in randomized
experiments in which treatment is assigned (conditionally) at random, or in
observational studies given an appropriate set of covariates W.

Note that these assumptions may not hold exactly in practice. For example,
in an observational study, the measured covariates may not be sufficient to
fully deconfound D and Y°. The enterprise of sensitivity analysis in causal
inference parameterizes violations of these assumptions and models their effect
on downstream estimation (Rosenbaum, 1987; Liu et al, 2013; Richardson et al,
2014; Bonvini and Kennedy, 2021). We leave sensitivity analysis in our setting
for future work.

For convenience, we also define the following:

1-D

6=0(7) = T2 (Y — ) + 1o
§=9(2) = T2V )+ v
— T

Under the identifying assumptions, these are the uncentered influence func-
tions for E[Y?] and E[(Y?)?], respectively (Bickel et al, 1993; van der Laan
and Robins, 2003; Tsiatis, 2006; Kennedy, 2016).

Proposition 4 Under Assumptions 5-6, the counterfactual risk, FPR-diff, and
FNR-diff for any function f: W — R are identified as follows.

E[(f - Y)?] = E[(f — mo)?] + var (Y?) (2)
=E[f* - 2fuo + Vo] 3)
<FPR (1— —A) (1—po)A
Elg H E[(1 - Mo )T A)] B[ o)A } ! (W)]
¢FNR ¢ poA —po(1—A)
Elo H Eluod] E (1~ A) } f (W)}

These expressions also hold if jig is replaced with ¢ and vg is replaced with ¢.

We do not include the rate-diff, since this involves only the sensitive feature
and the decision variable, not outcomes, and is therefore trivially identified.

Remark 8 (Multiple risk expressions) Expressions (2) and (3) show that when esti-
mating the risk-min parameter 3, we can either minimize an estimate of E[(f—uo)z]
or an estimate of E[f2 — 2fuq]; the terms var (Y°) and v are constant with respect
to f and so drop out of the minimization. The nuisance parameter vy will only be
required when we wish to estimate the actual risk of a given predictor, as well as
when estimating the unfair-min parameter 3., since that involves a constraint on the
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actual risk. Note that 19 would not be required to solve unfair-min if the accuracy
constraint were defined with respect to an existing benchmark model, since the two
vy terms in the constraint would cancel out.

5 Estimation

We require a training set Di;ain, which is used to construct estimates B of the
optimal weights 3} or 3 or 55, and a test set Dycst, Which is used to estimate
the risk and fairness values of the resulting predictor(s) fz. If the user wishes
to train new basis predictors, then an additional dataset Dieary is also required.
This is not needed if the user is only aggregating arbitrary basis functions, like
trigonometric functions, or previously existing predictors S.

In order to obtain fast rates for our estimators, in the counterfactual set-
ting we split Diain and Dyesy into separate folds for estimating the nuisance
parameters and the target parameters. The sample splitting scheme is shown in
Figure 1. For simplicity, we illustrate a single split, but in practice cross-fitting
can be used within each dataset.

Dlearn

Learn basis predictors b; (W) for j C {1,...,k}

Dtraln
nuis target
Dtrain Dtrain
L 1 L 1
T, o, Vo 15}
Dtest
nuis target
Dtest Dtest
L ] L ]
T, Mo, Vo Risk & fairness of f3

Fig. 1: Sample splitting scheme. Digarn is not needed if all the basis func-

tions already exist. D and Diite are used to estimate nuisance parameters,

. target target .
while D, 5" and D are used to estimate target parameters. § represents

a weight vector that is an estimate of 8 or 3 or B3, while f/} represents the
predictor indexed by B . Splitting Diyain and Dest is only required in the coun-
terfactual setting, since there are no nuisance parameters in the observable
setting. In practice, cross-fitting may be used within both Diyain and Dyegt-
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We solve empirical versions of the identified minimization problems that
define the estimands. Let gb d) denote estimates of ¢ and ¢ constructed from
estimates 7, [ig, Yo-

For any fixed function f : Z +— R, let P,(f(Z)) = n~' Y1, f(Z) and

= f fdP(Z) denote the sample and population expectations of f, so that
E[¢] while P($) = E[§ | Dirain] o1 E[) | Diest] is the

for example IF’((;S) =
expected value of qb( ) once the relevant nuisance function estimate qb has been
constructed. That is, ]P’(g/zﬁ\) is a random variable that depends on the nuisance
data, while Pn(a) is a random variable that depends on both the nuisance
and target data. In order to avoid excess notation, for quantities like IED(QAS) and
IP’n((E), we will rely on context to make it clear whether (/5 depends on Dy, ain
Or Diest-

For notational convenience, let g; with no arguments denote ¢;(W,Y") in the
observable setting and g; (W, (Z) in the counterfactual setting. That is g; = g;
in the observable setting, since there is no nuisance quantity to estimate, but
g; # g; in the counterfactual setting. The occasional use of g; for both settings
allows us to concisely state certain conditions and results.

Assumption 7 (Bounded propensity estimator). Iy € (0,1) s.t
B(R(A,X,8) <1— ) =1.

Assumption 7 is the empirical analogue of the positivity assumption (5).
It can be trivially satisfied by truncating 7 at 1 — 8, the positivity threshold
in Assumption 5.

Assumption 8 (Consistent nuisance estimators). |7 — || = op(1) and ||fio —
ol = 08(1) and |17 — voll = os(1).

This assumption is reasonable if nonparametric methods are used to con-
struct the nuisance parameter estimates. With slight procedural modifications,
this assumption can be relaxed to require consistency in the influence function
estimators ¢ and ¢ without necessarily requiring consistency in each of the
nuisance parameter estimators. For simplicity, we do not address this.

5.1 Constrained FADE estimators

The risk-min and unfair-min estimators 3,, and Bu are defined for the
observable and counterfactual settings in Tables 1 and 2.

As with the corresponding estimands 5 and §;;, the optimization problem
that defines BT is always feasible, while the problem that defines Bu may not
be, if there is no predictor in Fj, with estimated risk less than or equal to e. If
IP,,[bbT] is positive definite, then 3, is unique, since the objective is strictly con-
vex. Under Assumption 1, this will hold with probability approaching 1 in n, or
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Observable (Y = Y) Counterfactual (Y = Y©)
By =arg min P, [(b7 8 — Y)?] B, = arg min P68 — qAS)Q]
BERF BERF

s.t. (Pn[gj(w, Y)bTﬁ])2 <&, j=1,...t | st (Pn[gj(w, $)bTB])2 < j=1,...t

Table 1: Definition of the unfair-min estimator ET in the observable and
counterfactual settings.

Observable (Y =Y) Counterfactual (Y = Y0)

Bu =arg min Z o (IP’n[gj (w, Y)ng]) 2 /8u = arg min Z o (Pn lg; (W, ¢)bT/3])

BERK =1 BERFK =1

s.t. Pn [(ng - Y)Q] < s.t. P [(bT,B)2 - 2(bTﬁ)$+§] <&

Table 2: Definition of the risk-min estimator B\u in the observable and
counterfactual settings.

with probability 1 if, say, at least one of the covariates in W' is continuously dis-
tributed. If the problem that defines j3,, is feasible and St =15 Pr[g;b]Py[g; BT

is positive definite, then Bu is unique, since the objective is strictly convex.

We next consider the excess risk and the excess unfairness for the con-
strained predictors. In the counterfactual setting, we require assumptions on
the rate at which the nuisance parameters are estimated.

Assumption 9 (Nuisance parameter rates).

17 = 7o — soll = op(1//m)
17 — 7lllPo — voll = 0s(1/v/)

Assumption 9 says that the product of errors in the nuisance parameter
estimators goes to 0 faster than y/n. That can be satisfied for example if the
nuisance parameters are estimated at faster than n'/* rates, which can be
achieved in nonparametric settings under appropriate smoothness or sparsity
conditions (Gyorfi et al, 2002; Raskutti et al, 2011).
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Definition 4 The ezcess risk is defined for B\r and fj\u as:
P[(bT B — V)2 = P[0T B; — V) (risk-min)
P[(bTB\u — 17)2} e (unfair-min)

Theorem 1 (Excess risk in the constrained setting) Under Assumptions 1-2 for the
observable setting, and Assumptions 1-2 and 4—9 for the counterfactual setting:

Pl(b" B — Y)?] = P[(b" B — V)?] = Op(1/V/n) (risk-min)
P[(b7 By — Y)?] — €2 = Op(1/v/n) (unfair-min)

Definition 5 The excess unfairness for BT and Bu is defined as:

_max { ((P[gijBTD2 - 63) +} (risk-min)

Jj=1,...,t
t

a; { (Plg;0" Bul)* — (Plg;b" B2)° } (unfair-min)
=1

J

where (-)+ = max{-,0} denotes the positive part function.

Theorem 2 (Excess unfairness in the constrained setting) Under Assumptions 1-
2 for the observable setting, and Assumptions 1-2 and 49 for the counterfactual
setting:

] rriax’t { ((I[”[gijB\T])2 - e?)+} = Op(1/+/n) (risk-min)

Jj=1,...

t
>~ oy { (Blg;p"Bu))* — (Blggb" 821)° } = Oe(1/v/) (unfair-min)
j=1

These results show that if a user has specific fairness or risk constraints
in mind, in the observable setting, they can generate a predictor in a rich
linear space that is asymptotically guaranteed to meet these constraints, while
minimizing the corresponding risk or unfairness. In the counterfactual setting,
they can do the same thing with the same fast rate guarantees, as long as the
nuisance parameters are estimated at fastA engugh rates.

Of course, any particular estimates (3,3, may violate their target risk
and fairness constraints by arbitrary amounts, since the constraints used to
compute them are themselves estimated. Suppose that S, was evaluated on
the test set, and one of its estimated unfairness values was found to exceed the
constraint €; by an unacceptable amount. To remedy this, the user could lower
the value of €¢; and compute a new BT under this more stringent constraint.
They could repeat this process until they found a BT with acceptable estimated
fairness. Since [, is the solution to a quadratic program, however, this is
computationally costly, and there is no guarantee that additional searching
will yield improvements. A predictor that is more fair with respect to one
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fairness constraint may be less fair with respect to other constraints, or may
incur unacceptable additional risk.

Ideally, the user might wish to treat the fairness constraints as tuning
parameters, selecting a large set of constraint vectors (ey,...,e) € R) 4, com-

puting 3, for each vector, and comparing the risk and fairness properties of all
the resulting predictors. In the next section, we use the closed-form penalized
estimators to accomplish something equivalent to this, with trivial additional
computational cost.

5.2 Penalized FADE estimators

In the observable and counterfactual settings, the estimator BA takes the
following equivalent forms, which mirror the two expressions given for 33:

t

By = argminP,[(b7 8 — Y)?] + Z Aj (Pn[gijﬁ])z (Observable)

BERF j=1

: —1

j=1
¢

By = argmin P, [(b7 8 — ¢)?] + Z A (P [/g\ijﬁ])2 (Counterfactual)

BERF j=1

: -1

Jj=1

assuming that the relevant matrix inverse exists. A sufficient condition for it to
exist is that P, [bbT] is positive definite, which, as discussed above, will happen
with probability 1 or approaching 1 under Assumption 1.

The procedure we propose is given in Figure 2. The user first chooses a
large set of vectors A, C Rf 1, which we assume may depend on sample size.

They then compute the solution set gn ={ 3 1 A € Ay}, estimate the risk and

fairness properties of each fg: 3 € B, and select a predictor with a favorable
performance profile.

. Pick a large set of vectors A,, C Rfj, .
. Compute the solution set B, = {Br: A€ A}

. Compute the estimated risk and fairness properties of each fg: 5 € En
. Select a predictor fg with favorable risk and fairness properties.

= N

Fig. 2: Penalized FADE estimation procedure.

Propositions 2 and 3 established a correspondence between the constrained
and penalized estimands, so each (5, may be regarded as an estimate either
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of the penalized-min estimand 3} or of some risk-min estimand g;;. The value
of the penalized perspective is that Step 2 in this procedure can be carried
out extremely efficiently. Since each matrix P, (g;b)P,(g;b)” has rank 1, the
overall matrix inverse can be computed by computing P, (bb?7)~! and then
applying a series of simple algebraic operations, per the Sherman-Morrison
update formula. This is expressed in the following proposition.

Proposition 5 Let

Aj = (A1,...,A)), so that Ay = A

mj = Pn(g;b)

Qo =Pn(0b")™!

Qi(M) = Qo - M@

1+ Aimy Qomi

2 Qj-1(h—1)mym] Qj—1(Aj-1)

1+ AmTQ 1 (Nj—1)my

Q](XJ)ZQJ—I(X]—I) ) fOTj:2,...,t

Then

By = Q:(\) " 'Pn(bd)  (Counterfactual)
AT Qt()\t)_lpn(bY) (Observable)

Proposition 5 says that to compute the set gn requires only a single matrix
inversion, to compute Qg. Each vector m; also only needs to be computed
once. The remaining operations are algebraic. Since Qo is a k x k matrix and
each m; is a vector of length k, if b is a relatively small basis, then Qg will be
fast to compute, and all the remaining algebraic operations will be fast. In our
simulations and real data analyses, we show that we can get good results with
a very small number of basis functions (e.g. 4 to 6), which yield extremely fast
computations.

How should A,, be chosen in Step 17 Since A,, C R}, ., one simple possibility
is to take a one-dimensional grid of points between 0 and some arbitrary large
number and then construct the {—dimensional Cartesian product. Since 3y is
smooth in A, and since the risk and fairness measures are smooth in 8, we can
expect that such a grid will enable us to move smoothly around the fairness-
accuracy space, and that we won’t be missing desirable predictors that lie in
between the grid points?.

Another possibility is to “seed” A, with values that correspond to a par-
ticular f3,. That is, fix some constraints €; and solve the dual of the risk-min
program that defines @. The dual solution \* indexes a penalized-min prob-
lem whose solution is 8., so A,, can then be constructed as a grid around this
A*. See the proof of Proposition 2 for a more detailed explanation.

2The movement won’t be entirely smooth if predictions are truncated to lie in [y, uy].



20 FADE: FAir Double Ensemble Learning

This “seeding” approach provides a way to ensure that the set {BA A€
A} includes estimators that in some sense target reasonable constraints, par-
ticularly for users with specific constraints in mind. This approach requires
solving just a single constrained optimization problem, to establish a point of
reference in fairness-accuracy space.

The procedure we have described allows users to efficiently construct and
evaluate a very large set of models that fall in different points in fairness-
accuracy space. In sections 6, 7, and 8, we show that this procedure enables us
to find high-performing models in both observable and counterfactual settings,
with simulated and real data. With minimal searching over possible bases,
we are able to find models that substantially outperform existing models and
methods with respect to both fairness and accuracy.

Remark 4 (Penalized version of unfair-min) Since 8} is constructed as a penalized
equivalent of 8;, the seeding approach to constructing A, that we have described
allows users to target particular fairness constraints but not particular risk con-
straints. It is straightforward to develop an analogous procedure around a penalized
version of 3;, that allows users to seed Ay, with estimators that target particular risk
constraints. In practice, it is not likely to matter much, since the construction of 5y
should allow users to flexibly explore the fairness-accuracy space and find an esti-
mator that accommodates their desired constraints, if one exists in the span of the
chosen basis.

Remark 5 (Arbitrary FADE weights) An even simpler and plausibly just as effective
alternative to computing the collection {B ) 0 A € Ap} is to simply define an arbitrary
set B C R¥ , perhaps constrained to lie in the simplex or in an L; box around the
origin. That is, the user could simply evaluate arbitrary sets of basis weights to see
if any of them yields a reasonable predictor. This set could be similarly constructed
as a grid around a particular B, or Sy, if users have specific fairness or accuracy
constraints they wish to target.

Remark 6 (Resemblance to ridge regression) B\ \ resembles a ridge regression estima-
tor. In ridge regression and other regularized estimators, however, the penalty tuning
parameter A is expected to go to 0 as n — oo. In our setting, A serves to enforce
fairness rather than to modulate the variance-bias tradeoff, so there is no reason for
it to shrink with n. Without unfairness penalties, the predictor won’t automatically
get more fair as the data gets larger.

We now develop theoretical guarantees for the penalized FADE estimators.
Let h(n) denote the rate at which the product of nuisance parameter errors
|7 — =||||fi0 — woll grows or converges, and let h(n) denote the rate for |7 —
7|70 — vo||- That is,

17 — 7|0 — poll = Op(h(n))
17 = 7l = voll = Or(A(n))
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Under ideal conditions, Assumption 9 will hold, so that the product of nuisance
parameter errors decay faster than 1/y/n, but the subsequent results do not
require this.

Assumption 10 (Compact superset A). For all n, A, C A C R? for some
compact set A.

Definition 6 For any A € R6+, the excess risk for B\)\ is

P[(b" By — Y)?] ~ B[(b" B} — ¥)?]

Theorem 3 (Uniform rate for excess risk in the penalized setting) Under Assump-
tions 1-2 for the observable setting; and Assumptions 1-2, 4—9, and 10 for the
counterfactual setting:

sup {2 (478, - 7)°| -2 (53 - 7)°| } = 06 (/) + O (h)

AEA

In other words, the excess risk goes to 0 uniformly at /1/n or the nui-
sance rate h(n), whichever is slower. We have a similar result for the excess
unfairness, which is defined as follows.

Definition 7 For any \ € R6+7 the excess unfairness for B\)\ is

{mes, (la™5] 2 a3 }

We have defined excess unfairness as the max over j, but it makes little difference if
we define it instead as the sum over j. Note that here we haven’t used the squared
unfairness.

Theorem 4 (Uniform rate for excess unfairness in the penalized setting) Under
Assumptions 1-2 for the observable setting; and Assumptions 1-2, 49, and 10 for
the counterfactual setting:

sup {j max (g7 B| P [0, 53] )} = Op(\/1/n) + Op(h(n))

A€A

Remark 7 (Allowing k — oo) We can obtain similar theoretical results in a regime
in which the basis dimension k is allowed to grow to oo, if we require that
supyew |[b(w)]| = O(WVk) and that klog(k)/n — 0. The first requirement is a
stronger version of Assumption 2, while the second insists that k£ not grow too fast in
n. Under these additional requirements, we attain a rate of Op(+/k/n)+Op(vVk-h(n))
in Theorems 3 and 4. These results extend the results of Belloni et al (2015) to a
setting with nuisance parameters and penalty terms. As illustrated in that paper,
these requirements are weak enough to allow the basis to asymptotically span rich
function spaces such as the space of square integrable functions.
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5.3 Risk and unfairness of a fixed predictor

Once a user has constructed a predictor or a set of candidate predictors, they
will naturally wish to estimate the risk and fairness properties of those predic-
tors, for example before choosing one to deploy in a decision-making context.
The risk and unfairness of a fixed predictor f are estimated as

Po[(fs —Y)?] (Observable)
P,[f 5 —2f 5(?5 + %] (Counterfactual )
P,lg;(W,Y)fs] (Observable)

UF;(f3) = {Pn lg;(W,$)fs]  (Counterfactual)

Risk(f3) = {

forj=1,...t.

Theorem 5 (Asymptotic normality of risk and unfairness estimators) Consider fair-
ness functions g; € {grate, gF'PE GFNEY - Under Assumptions 1-2 for the observable
(Obs.) setting; and Assumptions 1-2, 4-9, and 10 for the counterfactual (Count.)
setting:
_ N var -Y)? bs.
Vi (Risk(fs) - Risk(f5)) o ((J;ﬂ ) (Obs.)
N (0, var (fﬁ —2fgd +Q)) (Count.)

— _ a_ [N (0, var (g;(W,Y)f3)) (Obs.)
Vn (UFJ(fB) - UFg(fﬁ)) — {N (0’ var (P(%)_lm B Pm)_lm)) (Count.)
where, for a € {0,1},
Lo fa-enta=a (orgtT
Y e{A=a} (for g"™%)

Na = Ya (fﬁ - P]E[iff])

Under Theorem 5, asymptotically valid confidence intervals can be con-
structed, and asymptotically valid hypothesis tests conducted, for Risk(f3)
and UF;(f3).

In the next three sections, we illustrate FADE on simulated and real data,
in both observable and counterfactual settings. Given the correspondence
between the constrained and penalized FADE forms established in Proposi-
tions 2 and 3, we do not conduct separate simulations for these two settings.
We emphasize the penalized form because of its substantial computational
advantages over the constrained form.

6 Simulations

We illustrate the penalized FADE procedure in the counterfactual setting, i.e
when Y = Y°. As in a real data setting, each estimator /3, is constructed
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using only observable data, but unlike in a real data setting, we use the known
values of Y? to evaluate the resulting predictors.

All computations in this and subsequent sections were carried out on a
2013 MacBook Pro with a 2.4 GHz dual-core processor and 8GB of RAM.

6.1 Data-generating process

The data generating process is as follows, for data Z = (A, X, D,Y°, Y1 Y).

P(A=1)=0.3
X|A~N(Ax(1,-08,4,2)",14)
P(D =1 A, X) =min{0.975, expit((4, X)7(0.2,-1,1,-1,1))}
P(Y? =1] A, X, D) = expit((4, X)*'(-5,2,-3,4, —5))
P(Y' =1]| A, X, D) = expit((4, X)T(1,-2,3,—4,5))
Y =(1-D)Y°+ DY!

where I denotes the 4 x 4 identity matrix. A = 1 represents the minority
group. There are no previously trained predictors; i.e. S = (), so the collected
covariates consist of W = (A, X). This data generating process satisfies the
identifying assumptions, Assumptions 4-6: the last line expresses the consis-
tency assumption; the propensity score (A, X) = P(D =1 | A, X) is upper
bounded at 0.975 to satisfy positivity; and Y* L D | W for a € {0,1},
satisfying ignorability.

The two groups A = 0 and A = 1 differ in the distribution of covariates
(Figure 3) and decisions and outcomes (Table 3). The minority group experi-
ences a positive decision (D = 1) 18% of the time, while the majority group
experiences it 50% of the time. Outcomes Y° and Y are higher for the minor-
ity group, with a larger disparity for potential outcomes than for observable
outcomes. All measures are computed on a dataset of size 50,000.

variable = X1 variable = X2 variable = X3 variable = X4

0.0 — —
-50 -25 00 25 50 75 =50 -25 00 25 50 75 -50 -2.5 00 25 50 7.5 -50 -25 0.0 25 50 7.5

Fig. 3: Conditional covariate distributions for the two groups A =0and A =1
in the simulated data. Curves are kernel density estimates.

As a reference point for our method, in Table 4 we compute the performance
of the counterfactual Bayes-optimal predictor f(A, X) = E[Y? | A, X], which
is defined in the data-generating process. We include both MSE, with is the
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A E[D|A EY°|A4 E[Y|A]

0 0.50 0.50 0.67
1 0.18 0.76 0.71

Table 3: Distribution of decisions and outcomes for groups A =0 and A =1
in the simulated data.

measure directly targeted by our method, as well as area under the curve
(AUC). The Bayes-optimal predictor is highly accurate, with an MSE of 0.05
and an AUC of 0.98. The MSE of 0.05 is a lower bound on the risk achievable
by any predictor. Unsurprisingly, given the difference in the distribution of
outcomes across the two groups, the Bayes-optimal predictor has a large rate-
diff (JE[f | A= 0]—E[f | A = 1]|). The differences in generalized false positive
and false negative rates, however, are relatively small.

Predictor MSE AUC rate-diff FPR-diff FNR-diff

Bayes-optimal 0.05 0.98 0.26 0.07 0.05

Table 4: Risk and fairness measures with respect to Y for the Bayes-optimal
predictor E[Y? | A, X] in the simulated data. The predictor is highly accurate,
with low MSE and high AUC. It has a relatively large rate disparity but small
disparities in generalized false positive and false negative rates.

6.2 Base predictors and nuisance models

We now investigate the performance of the penalized FADE procedure. We
randomly sample three iid datasets of size n = 1000, representing Diearn, DEUS |

and sz;ign“. We train four base predictors on Diain, with A, X as covariates
and Y as the outcome. We train only on data in which D = 0: under the
ignorability assumption, E[Y | A, X, D = 0] = E[Y? | A, X], so this results in
predictors which are designed to estimate Y°. The predictors consist of a ran-
dom forest, a gradient boosted (GB) classifier, a Gaussian Naive Bayes model,
and a ridge regression, all chosen for convenience and ease of computation. (In
practice, a logistic regression would be a natural choice for a base predictor.
Since the actual regression function E[Y? | A, X] is logistic, however, we do not
use this model in order to avoid making the problem too easy, and to simulate
a real data setting in which it is unlikely that the true regression function is
known up to a finite dimensional parameter.) In addition to these predictors,
we include a mean predictor, which always predicts the conditional sample
mean P, (Y | D = 0). This plays essentially the same role as an intercept in
ordinary linear regression.
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We use random forest classifiers to estimate the propensity and outcome
models 7 and fip on DS . All models were trained with their default tun-
ing parameters using the scikit-learn library in Python. Predictors BA are
computed using D8

After a set of penalty vectors A,, C Rj o is chosen and the corresponding
model coefficients BAn = {B,\ : A € A, } are computed, we estimate the risk of
fairness properties of every fz: 5 € En In order to understand the true range
of risk and fairness values that our method produces, we use a large test set
Diest of size 10,000, and in place of ¢, the nuisance quantity that would be
required in a real data setting, we use the known values of Y to compute
the risk and fairness estimates. (For comparison purposes, estimates were also
computed using jo instead of Y?; the results were virtually identical.) Since
the true Y is used, there is no need to split Dyeg; into DS and DATE!,

Table 5 shows the performance of the base predictors as well as the ordinary
unpenalized least squares (OLS) solution, i.e. the predictor fz, with A = 0.
The OLS predictor is the (estimated) MSE-minimal aggregation of the five
base predictors, computed without regard for fairness. The OLS weights are
[—0.27,0.09,0.40, —0.11, 0.94]; each base predictor appears to make a nontrivial
contribution. The MSE of the base predictors ranges from 0.08 to 0.27. The
four non-constant predictors improve substantially on the mean predictor with
respect to both MSE and AUC. The mean predictor necessarily has a value of
0 for all three disparities, while the disparities of the other base predictors vary
between 0.10 and 0.59. As expected, the OLS predictor has lower MSE than
any of the base predictors. The performance of the OLS predictor is similar to
the performance of the Bayes-optimal predictor in Table 5: both have a small
MSE, a relatively large rate disparity, and relatively small error rate disparities.

Predictor MSE AUC rate-diff FPR-diff FNR-diff
Mean 0.27 0.50 0.00 0.00 0.00
Random Forest 0.09 0.95 0.28 0.21 0.11
GB Classifier 0.08 0.96 0.31 0.22 0.10
Naive Bayes 0.17 0.84 0.52 0.59 0.40
Ridge 0.09 0.98 0.22 0.09 0.10
OLS 0.07 0.98 0.26 0.10 0.08

Table 5: Performance of the five base predictors and the ordinary least
squares (OLS) predictor in the simulated data. The OLS weights are
[—0.27,0.09,0.40,—0.11,0.94]. The OLS predictor substantially improves on
the MSE of the base predictors. The performance profile of the OLS predictor
is close to the profile of the Bayes-optimal predictor in Table 4.
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6.3 Results: one unfairness penalty

We now compute a set of unfairness-penalized predictors, applying a single
unfairness penalty at a time. Let

A1 = {0,0.001,0.01,1, 10,20, 50, 100, 500, 1000, 2000}

For each A € A,;, we compute B » for each fairness function g €
{grate, gFPR gFNRY The value A = 0 corresponds in each case to the OLS
solution, so this yields a total of (JA, 1] — 1) * 3 + 1 = 31 predictors.

The risk and unfairness values for each predictor are plotted in Figure 4.
The disparity corresponding to the targeted constraint is represented by a solid
line, while the other two disparities and the MSE are represented by dashed
lines. We emphgsize that the values in this figure are computed on Dyegt, after
the predictors S8y are computed on Dypain-

As expected, as A increases, the targeted disparity of the resulting predictor
generally decreases. The decrease is monotonic, except at one point: A = 1
for FPR-diff, which may be a result of sampling noise. The rate difference
decreases from 0.26 to 0.04. The FPR disparity decreases from 0.10 to 0, then
remains at 0.01. The FNR disparity decreases from 0.08 to 0.04. When the rate
disparity is penalized, the decrease in the target disparity is accompanied by a
slight increase in MSE, from 0.07 to 0.09, as well as small increases in FPR-diff
and FNR-diff. When FPR-diff is penalized, all three disparities fall together,
while the increase in MSE is miniscule, from 0.067 to 0.071. The same is true
when FNR-diff is targeted: the MSE increases from 0.067 to 0.069.

These results illustrate (1) that the penalty term successfully controls the
target disparity, (2) that an increase in fairness need not come at the cost of a
substantial decrease in accuracy, and (3) that a decrease in one disparity need
not produce an increase in other disparities. In the second two panels, the
FADE predictors are uniformly more fair than the OLS predictor, with essen-
tially no change in accuracy. Additionally, in these two panels, even though
only one disparity was penalized at a time, all three disparities decrease as A
increases.

6.4 Results: multiple unfairness penalties

We now apply all three unfairness penalties simultaneously. Define A = A,, 1 X
Ap1 xAp1 C Rg+. The collection gn = {B\)\ : A € A} now indexes |A,1]3 =
1331 predictors. We use the same base predictors and nuisance predictors as in
the previous section. The process of training the predictors, computing B,,, and
estimating the risk and fairness for each predictor, took less than 10 seconds.

Figure 5 plots each of the three disparities against MSE, for each of the 1331
predictors, as well as the base predictors and the OLS predictor. As expected,
the OLS predictor has the smallest MSE. Fewer than 1331 dots are visible in
each panel, due to the fact that many of the predictors substantially overlap
in fairness-accuracy space. Nevertheless, the predictors span a wide range of
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Fig. 4: Risk and fairness for predictors subject to one of three penalties, in the
simulated data. The x-axis represents the unfairness penalty coefficient A, with
the leftmost point (A = 0) in each panel corresponding to the OLS solution.
The y-axis represents the MSE and the disparity values of the resulting pre-
dictor 3y, computed on an independent test set of size 10,000 using the known
values of Y. Solid lines indicate the metric that is penalized in training.

performance profiles. For all three disparities, predictors exist that take the
disparity to 0, with relatively small increase in MSE relative to the OLS pre-
dictor. For rate-diff and FNR-diff, these predictors notably do not appear in
Figure 4, where the lowest value for these two disparities are 0.04. We only dis-
cover these predictors by applying multiple penalties simultaneously. All the
FADE predictors are substantially more accurate than the mean predictor.

Figure 6 plots the same 1331 predictors with respect to each pair of dispar-
ities, with color indicating MSE. This figure illustrates the interplay of three
metrics at once, and is of interest to users who wish to control two disparities
simultaneously. For example, users who wish to target (counterfactual) equal-
ized odds would be interested in the bottom panel that plots FNR-diff and
FPR-diff.

These views once again reveal a wide range of predictor behavior. Unsur-
prisingly, many of the highest MSE predictors are close to the origin, but the
relationship between MSE and distance to the origin is far from monotonic.
In all three panels, there is a line of predictors stretching from the OLS pre-
dictor that represent improvements in both disparities with minimal increase
in MSE. In the bottom panel, for example, there are predictors with FPR-diff
close to 0, FNR-diff under 0.05, and MSE under 0.10. These predictors approx-
imately satisfy equalized odds, and they represent an increase in MSE of less
than 0.03 relative to the OLS predictor.

In order to examine this more precisely, Table 6 shows the performance of
the predictors with the minimum L2 distance from the origin in the fairness-
accuracy subspace defined by MSE as well as zero to three disparities. For
example, the “MSE + rate” row represents the predictor with the smallest Lo
norm in the (MSE, rate-diff) vector, while the “MSE + rate + FPR + FNR”
row represents the predictor with the smallest Ly norm in the (MSE, rate-diff,
FPR-diff, FNR-diff) vector. FPR-diff and FNR-diff can be minimized, singly
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Fig. 5: Disparity and MSE values for each of 1331 predictors in the simulated
data. Black “X”s represent the base predictors, with the mean predictor at
the bottom right of each panel. The red square is the OLS predictor, and the
blue dots are the FADE predictors. Radius lines indicate distance from the
origin. Despite substantial overlap, the predictors span a wide range of fairness
and accuracy values. For each disparity, many predictors exist which take that
disparity to 0, at a small cost in MSE relative to the OLS predictor.

or jointly, with no increase in MSE relative to the OLS predictor. Rate-diff
can be substantially reduced with a relatively small increase in MSE. Perhaps
surprisingly, all three disparities can be jointly minimized, to 0.06 (rate-diff),
0.03 (FPR-diff), and 0.02 (FNR-diff), with only a 0.06 increase in MSE and a
0.02 decrease in AUC relative to the unpenalized OLS predictor.
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Fig. 6: Pairs of disparity values and MSE values for each of 1331 predictors in
the simulated data. Black “X”s represent the base predictors, with the mean
predictor at the origin in each panel. The red square is the OLS predictor,
and the dots are the FADE predictors. Radius lines indicate distance from the
origin. Each pair of disparities can be jointly decreased with minimal increase
in MSE relative to the OLS predictor.

7 Results: recidivism risk prediction

We next illustrate FADE on the COMPAS dataset gathered by ProPublica
(Angwin and Larson, 2016; Angwin et al, 2016). The dataset comprises public
arrest records, criminal records, and COMPAS scores from a single county in
Florida, spanning 2013-2016. COMPAS is a collection of tools developed by
the company Equivant (formerly Northpointe) designed to assess the risk of
recidivism. We utilize the COMPAS scores for general, as opposed to violent,
recidivism. The scores consist of risk deciles, coded 1-10, which we normalize
to the range [0.1,1]. COMPAS takes as input up to 137 features (Northpointe,
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Predictor MSE AUC rate-diff FPR-diff FNR-diff
MSE (OLS) 0.07 0.98 0.26 0.10 0.08
MSE + rate 0.09 0.95 0.04 0.16 0.10
MSE + FPR 0.07 0.98 0.19 0.00 0.03
MSE + FNR 0.07 0.98 0.18 0.01 0.02
MSE + rate + FPR 0.12 0.90 0.04 0.05 0.09
MSE + rate + FNR 0.10 0.95 0.04 0.16 0.08
MSE + FPR + FNR 0.07 0.98 0.18 0.01 0.02
MSE + rate + FPR + FNR 0.13 0.96 0.06 0.03 0.02

Table 6: Performance of the FADE predictors that minimize the Euclidean
norm of MSE and zero or more disparities, in the simulated data. The top row
represents the OLS predictor, included again for reference. All three disparities
can be minimized, singly or jointly, with no impact or a small impact on MSE.

2015; Rudin et al, 2020), which are unavailable in this dataest. We utilize just
three features as covariates: an indicator for defendant age greater than 45,
an indicator for defendant age less than 25, and the number of prior arrests,
ranging from 0 to 29. Previous work has found that predictors trained using
just these covariates perform similarly to COMPAS (Angelino et al, 2018).

The sensitive feature is race, restricted to defendants who are coded
African-American (n = 3175) or Caucasian (n = 2013). The decision variable
D represent pretrial release, with D = 0 if defendants are released and D =1
if they are detained. The outcome of interest Y is rearrest within two years,
should a defendant be released pretrial. Since it difficult to assess the plausi-
bility of the positivity and ignorability assumptions without consulting with
domain experts, we conducted analyses in both the counterfactual and observ-
able setting. The results and conclusions were largely the same, so we only
include the counterfactual results.

We split the data into five datasets, each with approximately 1040 rows:
Dicarn, DS, D18 puis and D28 As base predictors, we used the four
model types from the previous section as well as a logistic regression. We used
random forest classifiers for the nuisance predictors in both the training and
test data. Table 7 gives the estimated performance of the five base predictors,
COMPAS, and the OLS predictor, which spans COMPAS and the base pre-
dictors. Previous work found differences in a binarized version of COMPAS
for both observable (Angwin and Larson, 2016) and counterfactual (Mishler,
2019) false positive vs false negative rates for African-American vs. Caucasian
defendants. Those differences appear here in the generalized error rates. COM-
PAS also has a large rate disparity. Perhaps surprisingly, the base predictors
all yield smaller disparities than COMPAS, even though they generally also
have smaller MSE.

We compute FADE predictors using the same sets of penalty vectors A as
in the previous section. Figure 7 shows disparities and MSE values for all 1331
predictors. Most predictors fall within a narrow range of MSE values that also
includes COMPAS, so the primary value of aggregation here is in reducing
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disparities. Nearly all the FADE predictors improve on COMPAS in terms of
both risk and fairness. The top row of Figure 7 shows that all three disparities
can be individually reduced to 0 with minimal cost in MSE relative to the OLS
predictor, and the bottom row shows that these improvements also extend over
pairs of disparities.

MSE rate-diff FPR-diff FNR-diff

Mean 0.26 0.00 0.00 0.00
Random Forest 0.28 0.05 0.03 0.02
Logistic 0.22 0.06 0.06 0.00
GB Classifier 0.23 0.06 0.01 0.05
Ridge 0.22 0.05 0.05 0.00
COMPAS 0.24 0.15 0.15 0.08
OLS 0.22 0.09 0.09 0.05

Table 7: Estimated performance of the five base predictors, COMPAS,
and the OLS predictor in the COMPAS dataset. The OLS weights are
[0.39,0.12,0.79,0.10, —1.08,0.93]. The OLS predictor does not perform sub-
stantially better than the base predictors. COMPAS has different false positive
and false negative rates for African-American vs Caucasian defendants, as
well as a rate disparity. The base predictors all have smaller disparities than
COMPAS, and—perhaps surprisingly—generally smaller MSE.

8 Results: income prediction

Finally, we apply our method in the observable setting, using the Adult dataset
(Dua and Graff, 2017). This dataset comprises demographic variables derived
from the 1994 U.S. Census. We consider sex as a sensitive feature, coded 0 or
1, and we utilize as covariates a set of indicator variables representing age by
decade, and a set of indicator variables representing the number of years of
education. The classification task is to predict whether an individual’s income
is over $50K /year, for example for the purpose of deciding whether to issue a
loan.

We randomly split the data into four datasets: Diearn and Dipain, consisting
of 14,653 and 14,652 rows; and Diest and Dyalidate, consisting of 9,768 and
9,769 rows. Dyalidate is used to compare the performance of the selected best
predictors to predictors that are developed using existing fairness methods.

This dataset does not contain any previously trained predictors. We use
the same five base predictor types as in the COMPAS analysis. Additionally,
we use Dipain to train three “fair” predictors with other fairness methods:
adversarial debiasing (Zhang et al, 2018), reductions (Agarwal et al, 2018),
and a meta-algorithm (Celis et al, 2020). All predictors were trained using the
Python library aif360, a set of tools that provide access to a range of fairness
methods via a consistent interface (Bellamy et al, 2018). The three chosen
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Fig. 7: Disparity against MSE (top row) or pairs of disparities colored by MSE
(bottom row), for each of 1331 predictors in the COMPAS data. The black
triangle represents COMPAS, the black “X”s represent the other base predic-
tors, the red square is the OLS predictor, and the blue dots are the FADE
predictors. Radius lines indicate distance from the origin. Most of the predic-
tors improve on COMPAS in terms of both MSE and the relevant disparity.
For each disparity, many predictors exist which take that disparity to 0, at a
small cost in MSE relative to the OLS predictor.

methods yield binary classifiers, and they are all designed to minimize rate-diff
in an observable setting with a binary outcome. Since, for a binary classifier
Y, MSE is equal to classification error P(Y # Y'), we may regard these three
predictors as the result of methods that seek to minimize MSE among specific
classes of binary predictors.

We construct FADE predictors using the five base predictors (“base5”) or
the five base predictors and the three fair predictors (“base8”). Table 8 gives
the performance of the base predictors, the fair predictors, and the two OLS
predictors. Compared to the base predictors, two of the three fairness methods
result in a substantially lower rate-diff, which is the disparity they aim to
minimize. The base predictors and the OLS predictors have lower MSE, higher
AUC, and higher disparities compared to these two fair predictors.

We compute FADE predictors using the same sets of penalty vectors A as
in the previous two sections. Figure 7 shows disparities and MSE values for all
1331 predictors. Fairness-accuracy tradeoffs are most evident for rate-diff and
FPR-diff in the top row of this figure, where only the five base predictors are
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Predictor MSE AUC rate-diff FPR-diff FNR-diff
Mean 0.18 0.50 0.00 0.00 0.00
Random Forest 0.14 0.81 0.19 0.14 0.24
Logistic 0.14 0.81 0.20 0.14 0.25
GB Classifier 0.14 0.82 0.19 0.13 0.24
Ridge 0.14 0.81 0.17 0.13 0.16
Adversarial 0.21 0.67 0.07 0.00 0.03
Reductions 0.22 0.62 0.01 0.03 0.07
Meta 0.30 0.68 0.18 0.26 0.26
OLS - baseb 0.14 0.82 0.19 0.13 0.24
OLS - base8 0.14 0.81 0.20 0.14 0.25

Table 8: Estimated performance in the Adult dataset of five base predic-
tors, three predictors trained using existing fairness methods, and the two
OLS predictors, which aggregate only the five base predictors or all eight
predictors. The OLS weights are [0.03,0.29,0.65,0.03,0.01], for baseb, and
[—0.01,0.26,0.56,0.18,0.04, —0.02, —0.03, 0], for base8. Only two of the three
fairness methods successfully control their targeted disparity, rate-diff. The
Meta predictor has a rate-diff which is comparable to the base predictors which
are trained without regard to fairness. The OLS predictors perform comparably
to the base predictors.

used. In the bottom row, where the fair predictors are included as basis func-
tions, the tradeoffs essentially disappear: all three disparities can be reduced
to 0 with virtually no cost in MSE.

8.1 Model validation

Using the performance estimates from the test data, we select the FADE
predictors that minimize the distance from the origin in each of seven fairness-
accuracy subspaces, for both the baseb and base8 predictors. We then compute
risk and fairness estimates for each of these predictors, as well as the three fair
predictors, on the validation data (Table 9). The estimates on the test and
validation data differed by no more than approximately 0.005.

Both the baseb and base8 FADE predictors are substantially more fair
than the OLS predictors, while incurring very small increases in MSE. The
high AUC values confirm that these are accurate predictors. All the FADE
predictors have small disparities compared to the OLS predictors. Explicitly
minimizing multiple disparities simultaneously is not necessarily more costly
in terms of performance than minimizing a single disparity.

The FADE predictors have substantially lower MSE and higher AUC than
the fair predictors, and they are in many cases more fair. The fair predictors
achieve values of 0.08, 0.01, and 0.17 for rate-diff, the disparity they aim to
minimize. The base5 FADE predictors that include rate-diff in their criteria
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Fig. 8: Disparity against MSE for FADE predictors based on the five base
predictors (top row) or the five base predictors plus the three fair predictors,
for each of 1331 FADE predictors in the Adult data. Black “X”s represent the
base predictors, the red square is the OLS predictor, and the blue dots are the
FADE predictors. Radius lines indicate distance from the origin. For the sake
of legibility, the Meta predictor, which has an MSE of 0.30, is excluded. The
top row exhibits small but clear fairness-accuracy tradeoffs for rate-diff and
FPR-diff. The bottom row shows that with the inclusion of the fair predictors,
each disparity can be taken to 0 with almost no cost in MSE relative to the
OLS model.

achieve rate-diffs of 0.04, 0.04, 0.06, and 0.02. The corresponding base8 FADE
predictors achieve rate-diffs of 0.01, 0.03, 0.01, and 0.03.

The baseb results show that FADE yields predictors that perform compa-
rably to or better than existing fairness methods. The base8 results highlight
the flexibility of our approach: multiple predictors can be aggregated, regard-
less of whether or not they are trained with fairness properties in mind, with
different weights to target different disparities. In this case, including the fair
predictors in the aggregation improves both accuracy and fairness.

Each of the fair prediction methods contains tuning parameters that can
be adjusted to return different predictors, as well as settings that allow them
to target different fairness constraints, such as equalized odds. However, each
method can only target a single fairness constraint at once. Additionally, these
methods can take substantial time to run. A single run of the Meta method
took roughly 5 seconds, the Reductions method ran in approximately 15 sec-
onds, and the Adversarial method, which relies on neural nets, took roughly
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a minute. By contrast, we were able to train the base predictors and compute
and evaluate 1331 FADE predictors in 25 seconds.

The three fair predictors are binary by construction, whereas our method
returns continuous predictors. Of course, these continuous predictors can be
treated as binary, either by thresholding the output (yielding a deterministic
classifier) or by treating the output as a probability and sampling from a
corresponding Bernoulli distribution (yielding a randomized classifier). It is
fast to compute estimates of the accuracy and fairness values from either of
these two binarized classifiers and choose one which minimizes the criteria of
interest. For example, the base5 FADE predictors include a predictor which,
when thresholded at 0.5 to yield a deterministic binary classifier, achieves
a classification error of 0.24 and disparities of 0 (to two digits). This has
very slightly higher classification error than the Adversarial and Reductions
predictors, but it exactly achieves equalized odds and demographic parity.

Predictor MSE AUC rate-diff FPR-diff FNR-diff
MSE (OLS-base5) 0.14 0.82 0.19 0.13 0.24
MSE + rate 0.16 0.73 0.04 0.02 0.10
MSE + FPR 0.15 0.80 0.09 0.06 0.13
base5 MSE + FNR 0.16 0.75 0.10 0.09 0.01
MSE + rate + FPR 0.16 0.73 0.04 0.02 0.10
MSE + rate + FNR 0.16 0.75 0.06 0.05 0.01
MSE + FPR + FNR 0.16 0.75 0.06 0.05 0.01
MSE + rate + FPR + FNR 0.17 0.73 0.02 0.02 0.00
MSE (OLS-base8) 0.14 0.81 0.20 0.14 0.25
MSE + rate 0.15 0.79 0.01 0.03 0.02
MSE + FPR 0.14 0.79 0.06 0.01 0.10
base8 MSE + FNR 0.15 0.79 0.05 0.01 0.01
MSE + rate + FPR 0.15 0.79 0.03 0.00 0.01
MSE + rate + FNR 0.15 0.79 0.01 0.03 0.01
MSE + FPR + FNR 0.15 0.79 0.04 0.00 0.01
MSE + rate + FPR + FNR 0.15 0.79 0.03 0.01 0.01
Adversarial 0.21 0.67 0.08 0.01 0.04
fair Reductions 0.22 0.62 0.01 0.03 0.06
Meta 0.30 0.68 0.17 0.26 0.24

Table 9: Performance of the predictors that minimize the Euclidean norm
of MSE and zero to three disparities, in the Adult data. The OLS predic-
tors and the three fair predictors are included again for reference. Predictors
are selected on the test data and evaluated on the validation data. The baseb
FADE predictors aggregate the five base predictors, and the base8 FADE pre-
dictors aggregate all eight predictors. All three disparities can be minimized,
singly or jointly, with only a small impact on MSE, and a small impact on AUC.
Aggregated predictors are more accurate than the fair predictors, and have
comparable or smaller values of rate-diff, the disparity that the fair predictors
aim to minimize.
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9 Conclusion

We developed a framework, FAir Double Ensemble learning (FADE), for
constructing fair predictors and for exploring fairness-accuracy and fairness-
fairness tradeoffs. This framework is extremely flexible, allowing users to
combine arbitrary sets of predictors, including previously trained predictors
and newly trained ones, regardless of whether they are designed to satisfy
fairness constraints or not. FADE thereby collapses the distinction between in-
processing and post-processing approaches to building fair predictors. FADE
can accommodate a wide range of disparities and allows users to minimize
multiple disparities simultaneously. FADE also accommodates both observ-
able and counterfactual outcomes, joining a very small set of existing methods
for targeting counterfactual accuracy and counterfactual versions of fairness
criteria like equalized odds.

Within the FADE framework, we developed three methods. The first two
“constrained” methods allow users to minimize mean squared error subject
to explicit fairness constraints, or minimize unfairness subject to an explicit
constraint on the mean squared error. The third “penalized” method allows
users to efficiently construct large sets of predictors and evaluate their risk and
fairness properties. The penalized method enables users to efficiently explore
fairness-accuracy and fairness-fairness tradeoffs in their problem setting, and it
enables them to find a predictor with a favorable risk and fairness profile. Our
theoretical results show that FADE predictors converge to optimal behavior at
fast rates, and our empirical results show that in many cases, disparities can
be substantially reduced with no tangible loss of accuracy—or even an increase
in accuracy-relative to the unpenalized least squares solution or an existing
benchmark predictor.

Although our penalized approach is designed to minimize mean squared
error and to penalize certain classes of disparities, the resulting predictors can
naturally be evaluated with respect to any accuracy or fairness metric. For
example, users might wish to consider only binary classifiers, so they may wish
to evaluate classification error on thresholded versions of the FADE predictors.
The penalized approach provides a principled way to explore various fairness-
accuracy spaces, even if the fairness and/or accuracy metrics of interest aren’t
explicitly represented in the penalized expression.

Finally, the efficiency of our penalized method relies on the particular closed
form of the parameterized predictors, which arises as a result of the mean
squared error and the squared fairness terms. However, any quadratic function
that involves a positive definite matrix has a closed form solution. This form
could be preserved under different accuracy metrics and fairness terms by, for
example, adding a regularization term 37 M for some positive-definite matrix
M. This suggests that our approach could be adapted to explicitly target other
accuracy and/or fairness metrics.
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Appendix A Proof preliminaries

For convenience, we collect all the assumptions that appear in the paper, with
their short descriptors:

1. For all n, E[bbT] is positive definite. (PSD outer product)

2. Uniformly in n, sup ||b(w)| < oc. (Bounded basis norm)
wew

3. The set {E[g;b|E[g;b]" 8} : j € I} is linearly independent.
(LICQ - population
Y =DY' + (1 - D)Y". (Consistency
36 € (0,1) s.t. P(r(W) <1-96) =1. (Positivity
YLD |W. (Ignorability
Iy e (0,1)s.t. P(W(A4,X,5) <1—7v)=1.
(Bounded propensity estimator)

NS e
S N N N

8. ||@ — 7|l = op(1) and ||fig — pol| = op(1) and [|Tp — vol| = op(1).
(Consistent nuisance estimators)

9. |7 — 7||||0 — pol| = op(1/+/n). (Nuisance parameter rates)
17— 7lll|T — voll = or(1/v/n).
10. A, € A C R’ for some compact A. (Compact A)

Recall that for any function f : Z — R, we defined P,,(f) = n~! 2?:1 f=
J fdP,(Z) and P(f) = [ fdP(Z) as the sample and population expectations of
f, so that for example ]P’(g#?) = E[(E | Dirain] Or ]E[q/i)\ | Dyost] is the expected value
of (E(Z ) once the relevant nuisance function estimate $ has been constructed.
We state several lemmas that are used in the proofs for the constrained

and penalized settings. The first is a restatement of Lemma 2 in Kennedy et al
(2020).

Lemma 1 (Kennedy, 2020). Let f: Z +— R be a function estimated on
a nuisance dataset D”“ii independent of P,,, and let f : Z — R be another
function. Assume var (f — f | D™) < co. Then

(B~ B)(F - f) = Or (”f\;Eﬂ)
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Lemma 2 (Double robustness). Let f : W — RP for any p be a function with
IF(W)|| < M < oo for some M. Under Assumption 5 (positivity),

1F (W) (& — &)l = O (1o — fio||[|7 — =I)
1F(W)( — @) = Oz (lvo — Do |7 — =)

It follows immediately that

P (FW)(&— ) = Os (llo - FiolllF — 1)
P (1)@~ 8)) = Op (v — 0|7 — 7]

Proof
B (FW)(3 - 9)) :P(f(W) (ﬁ:];(Y—uo)wo TV ) —uo))
= (109 (12200 0+ 70 = 1= 2000~ o) = o ) )
=7 (17 (=200~ ) + 70~ o ) )
=7 (om) (o= ))

1 e
< SIFWM)llko — Follllm — |
= Op (lno = follll7 — =)

where the second and third lines use iterated expectation, conditioning on W; the
fifth line uses Assumption 5 (positivity); and the sixth line uses the Cauchy-Schwarz
inequality. O

Appendix B Proofs of propositions
B.1 Proof of Proposition 1

Proof Let ap,a1 € R, let hg,h; be mappings from {0,1} X Y to {0,1}, and let

Sy ho(AY) h(AY)
IWY) = Q0gh G Ty ~ M Em @Ay e

E[f(W)ho(A,Y)] = E[E[f(W)ho(A,Y) | ho(A,Y)]]
=E[f(W) | ho(A,Y) = 1]P(ho(A,Y) = 1)
=E[f(W) | ho(A,Y) = 1]E[ho(A,Y)]



FADE: FAir Double Ensemble Learning 39

where E[ho(A4, }N/)] > 0 by assumption. By similar reasoning for h1, it follows that
|aoE[f (W) | ho(A4,Y) = 1] = i E[f (W) | h1(A,Y) = 1]| = [E[g(W, ) f(W)]]

as desired. 0

B.2 Proof of Proposition 2

Proof Define the Lagrangian L(8,v) of the risk-min program that defines S;:
- t 2
£(5,0) = 5075 - )%+ Y vy { (Bla"81)” - &}
Jj=1

Under Assumption 1, the risk-min program is a strictly convex quadratic program,
and it is feasible by construction. Therefore, the dual program has at least one solu-
tion \ € Rf) 1, and strong duality holds, so the primal solution £; and X jointly satisfy
the KKT conditions. In particular, VgL(8;,X) = 0 (stationarity). By computing
V3L(B,u), we see that this equality holds iff

—1

Br = | Ebb"] + > NElgbElg0)" | E[YY]
j=1

= B3
If Assumption 3 holds, then X is unique by Theorem 2 in Wachsmuth (2013). |

B.3 Proof of Proposition 3

Proof Assumption 1 again ensures that 8} exists and is unique. The KKT conditions
for the risk-min program are satisfied by setting e? = (Pn [ﬁij,BA])Q, which then
implies that

BY =argmin E[(b" 8 — V)]
BERFK

subject to (E[gijﬁ})2 < (Pn[ﬁijB)\])Q, j=1,...t
= B

B.4 Proof of Proposition 4
Proof Beginning with the risk, note that
var (v°) = E[(Y®)?] - (E[Y"))?
— E{B[(Y")? | W]} — (B{E[Y° | W]})?
=E{E[Y” | W, D = 0]} — (B{E[Y | W, D = 0]})°
= Eluo] - (Eluo))?

where the second line uses iterated expectation and the third line follows from the
consistency and ignorability assumptions. We then have

E[(f - Y°)%] = E{E[f* - 2v° + (Y°)* | W]}
= E[f? — 20 + v0)]
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=E[(f — 10)?] + (Elvo] — E[d))]]
=E[(f - MO)Z] + var (YO)

The last and third-to-last lines give the equalities in the proposition. Turning to the
FPR-diff, by Definition 2 and Proposition 1, we have

. o a-YYHa -4 1-v%a
Blg™ W) = E { E[(I-YO)(1_A)] E[(1-Y0)A } f (W)}

T 1-Y%(1-A) 1-v%4a
=EE { B Y= 4] " B -7 | W} f (W)}

[ (1 —po)(1—A) (1 —po)A } ]
=E — faw

{ et = ~ s 1)
where the last line again follows from the consistency and ignorability assumptions.
The result for gCFNR follows by identical reasoning. |

Appendix C Proof of Theorem 5

We prove this theorem first, since the result is used in the proofs of the other
theorems. In the observable setting, the theorem follows immediately from the
central limit theorem, so the subsequent derivations are for the counterfactual
setting.

C.1 Asymptotic normality of the risk estimator

For any fixed predictor fg, we have

Risk(f) — Risk(fs) = Pu[f3 — (267 8) + @] — P[f3 — (26" B)¢ + 9]
= (Pn—P){f5 —2fs+ ¢} +

®, —P) {236 - 8) + (@ 0) } +
P{2/s(0— D)+ (G-}

The second term of the last equality is Op(||fio — pol|||7 — 7||/v/n) = op(1/4/n)
by Lemma 1, Lemma 2, and Assumption 9. The third term is op(1//n) by
Lemma 2 and Assumption 9. We therefore have

Risk(f5) — Risk(f5) = (B, — P) {2 = 2fs6 + ¢} +0e(1/v/n)  (C1)

and the result follows by the central limit theorem.

C.2 Asymptotic normality of the unfairness estimators

Since g™ does not depend on the outcome, we have gi"d = g™ and the

result follows immediately from the central limit theorem. We now prove the
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result for g""R in the counterfactual setting. We have

P (95fs) —P(9; fs) = {P"[%fﬂ] _ Pul51/s] } _ {P[%fﬂ] P[%fﬂ]}

P, [Fo] P, [71] Plvo] Pln]
(C2)
Considering just the 79 and ~y terms, we have

Pn[ofsl — Phofsl _ Pu[Fo/sIPlvol = PlyolPn o]

Py [7o] Plvo] P [Yo]P[o]

Pl (Balfofs] — Phos]) = Phos] (Palfol - Plro])

; Py [Yo]Po]

= BBl { (B 5]~ Bhoss) ~ 0002 (B0 ~PLa) ) (©3)

Plyo] ~e————

(€3] (2)

Terms (1) and (2) in (C3) can be expanded as follows:

(1) = (Pn = P)yofs + (Pn — P) (50 —0)f5) + P((Fo — 70) f5)
(2) = (P, — P)yo + (P — P)(Ro — 70) +P(Fo — 70)

In both these expressions, the second term is Op(||¢ — ¢||/v/n) = op(1/+/n) by
Lemma 1 and Assumption 9, and the third term is op(1/4/n) by Lemma 2 and
Assumption 9. Under Assumption 7, P, [5o] ™! is bounded, while P[o f5]/P[o]
is bounded under Assumption 5. Therefore, we can rewrite (C2) as

Pl =) {20 (13 = 5 ) L+ e/ v
= Pu[Jo] " (Pn — P10 + 0(1//n)

We can therefore rewrite P, (g; f3) — P(g,fs) as

ino]il(ﬂpn —P)no + Py, Wl]il(Pn —P)m1 + op(1/v/n)

Note that the analysis of term (2) in (C3) yields that Py, [7o] — P[yo] = op(1).
Applying the central limit theorem to the vector (ng,n1), followed the con-
tinuous mapping theorem, Slutsky’s theorem, and the delta method, we
have

Vi (Pu(G5f5) — Plgi f5)) % N (0, var (B(70) 'm0 — P(31) 'm1))

as desired. The result for gFN® follows by identical reasoning.
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Appendix D Proofs for constrained FADE

We state two additional lemmas that are only used in the constrained setting.
The first lemma gives sufficient conditions under which the optimal value of an
estimated convex problem converges at a particular rate to the optimal value
of the target convex program. It is a adaptation of Theorem 3.5 in Shapiro
(1991) that follows immediately from Theorems 2.1 and 3.4 in that same paper.

Lemma 3. (Shapiro, 1991) Let© be a compact subset of R¥. Let C(©) denote
the set of continuous real-valued functions on ©, with £L = C(0) x ... x C(0)
the r-dimensional Cartesian product. Let 1(0) = (1o, ...,¥,) € L be a vector
of convex functions. Consider the quantity o defined as the solution to the
following convex optimization program:

o’ =min ¢y (0)

subject to ;(0) <0, j=1,...,r

Assume that Slater’s condition holds, so that there is some 0 € © for which
the inequalities are satisfied and non-affine inequalities are strictly satisfied,
i.e. ¥;(0) <0 if 9, is non-affine. Now consider a sequence of approzimating
programs, forn=1,2,...:

~ — . -~ 9
(077 lgélél /(/JOn ( )

subject to 12]-”(0) <0, j=1,...,r

with &n(e) = (120,“ . ,12,%) € L. Assume that f(n)(l;n — 1) converges in

distribution to a random element W € L for some real-valued function f(n).
Then:

fn)(@n —ao) ~ L
for a particular random variable L. It follows that &y, — ag = Op(1/f(n)).

D.1 Intermediate result

The next lemma applies Lemma 3 to the risk-min and unfair-min settings. For
analytical purposes, we suppose that for each k, the quantities 5, 5,, 52, Bu
are constrained to lie in some (arbitrarily large) compact set O, C R¥. Since
k - oo, ultimately Oy is fixed to some set ©. For example, © could be given by
box constraints defined by the largest and smallest numbers the machine can
represent. Since this is a device for asymptotic analysis, we do not express it in
the actual optimization. Under Assumption 2, it follows that b7 3 is uniformly
bounded in ©. (Recall that in practice, the output of any predictor will be
truncated to lie in [£,, u,].)
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Per Proposition 4 and Remark 3, we can write the objective function for
the risk-min parameter 8 equivalently as P[(b7 )% — 2(b7 B8)¢] in the counter-
factual setting (or P[(b78)? — 2(bT B)Y] in the observable setting), since the
term P[¢?] (or P[Y?]) drops out of the minimization. We utilize this form for
analysis. R R

Denote by vy, ...%¥+1 and vy, ... Ys41 the population and empirical risk
and unfairness functions, each of which is a mapping from © to R. For the
counterfactual setting, these are given by

bo(B) = P[(bT8)% — 2(b7 B)g)] o = P, [(b78)? — 267 B)9)]
¥;(B) = (Plg;b" B)))? Di(8) = (Pulg;b" B2, j=1,...t
br1(B) =PI(TB)* — (27B)p+ ¢l w1 (B) = P, [T )2 — (267 B)o + 9

(D)
The observable setting substitutes Y for ¢, Y2 for ¢, and g; for g;. Let C(©)
denote the set of continuous real-valued functions on ©, with £(0) = C(0) x

. x C(©) the Cartesian product (with suitable dimension). Let w(.),ﬁ)\(.) :
© — L(O) be the vectors of functions that define the population and empirical
optimization problem, for e € {r, u}, representing the risk-min and unfair-min
problems. That is, for risk-min, define

hS
S
-
2
I

(60(8), ¥1(8); vu(8))"
By = (308 BiB)..... 08

and for unfair-min, define

t T
Yy = (Z a;;(B), ¢t+1(5)>

j=1
t T
{ﬁ(u) = (Z a;i(B), $t+1(5)>
j=1

The first element in each of ¥,y and 1, is the objective function, and the
remaining elements are the constraint functions.

Lemma 4 (Convergence rates of estimated functions). Under Assumptions
1 and 2 for the observable setting, and Assumptions 1 and 4—6 for the coun-
terfactual setting, there exist random elements C,.,C, taking values in the
appropriate space L(O) such that

\/ﬁ@(r) —P(r) 4,
\/ﬁ(@(u) —Y(w)) 4 c,
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where the convergence is in Lo norm.

Proof We will utilize the fact that the class {b 3 : 8 € O} is P-Donsker, since b’ 3
is parametric and Lipschitz in 8 under Assumption 2.
In the observable setting, we have

—~ T
Vi) — ¥y = Pn —P) ((bTﬁ)Q —20" )Y, g1b" B, ... gthﬂ)

so that the result follows immediately from the central limit theorem and the Donsker
condition. We now turn to the counterfactual setting. First, consider the objective
function g.

~

Bo(8) = vo(8) = P { (0"8) — 207 B)6 } — P{ (67 6) — 26" B0 }
=@ -P) {0 } {Pu(v"89) - PO" 50)}
= (Bn =) {78)° — 6] + (Ba — P)2(6" B)(6 — 9)) + P27 B)(6 — 9))

The second term is Op(||fio — wol|||T — 7||/+v/n) = op(1/+/n) by Lemma 1, Lemma 2,
and Assumption 9. The third term is op(1/1/n) by Lemma 2 and Assumption 9. We
therefore have

P0(8) = %0 (B) = (Bn —P) {"'8)° — 6} + op(1/ V) (D5)

We now consider the unfairness functions 5,7 = 1,...t. We have
35(8) = 05(8) = {Pu(@;0"8) + Plg;t" B) } {Pu(g;6"8) — Plg;6"B) |

= {Pa(@t"8) +B(g;6"8) } (Pn(30) ", Pa(3) ") Bn —P) ("0) + op(1/v/R)
(D6)

where the second line follows the derivation in Section C.2, coupled with the fact
that P (g; v''B) + ]P’(gijﬂ) = op(1). Finally, the analysis of 1411 is already given in
Section C.1:

Geat = v = (B =) (678)" 20786 +¢) +0x(1/vn) (D)

Suppose we have a single fairness function g;. Combining (D5), (D6), and (D7), we
have shown that 1//;(T) — () can be written as

N OTB? =\ o
Yy =Yy = M(Pn — P) ( 70 ) + (O%?%D , where

m

1 0 0
M= [o {Pa(@;"8) + Plg;678) } Pu(io) ™ = {Pu(G;078) + Plg;678) } Pu (1)~ 1]

Applying the central limit theorem, Slutsky’s theorem, the continuous mapping
theorem, and the delta method, we have that /n(v(,y(8) — ¥(,)(8)) converges to a
normal distribution for any fixed 8. Under the Donsker condition, this convergence
is uniform over 3, and \/ﬁ(w(,,) — LZJ(T)) converges to a Gaussian process. Equivalent

reasoning applies in the case of multiple fairness functions, and to \/ﬁ({b\(u) = P(u))-
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We now prove Theorems 1 and 2. The two proofs proceed along similar
lines. We will again utilize the fact that {73 : 3 € ©} is P-Donsker, so that

the empirical process {v/n(P, — P)(bT3) : B € ©} converges to a Gaussian
process.

D.2 Proof of Theorem 1 (Excess risk in constrained
FADE)

Proof We consider the risk-min problem first. We expand the excess risk by adding
and subtracting the objective function at the solution fSr:

P75 — 207 B3] - P[0 80 — 207 87)9)]
=P [(bTB\T)Q - Q(bTET)QAs] — Py [(bTBr)z - Q(bTBr)a] +
Pu [078r)? = 207 B3] — P [T 57) — 207 B7)9)]

The second term is Op(1/4/n) by Lemma 4 and Shapiro’s theorem. The first term is

just wo(ﬁr) ¥o (,BT) which is Op(1/4/n) by (D5) in the proof of Lemma 4 coupled
with the Donsker condition. Hence, the excess risk is Op(1/y/n), as claimed.
We now turn to the unfair-min problem. The excess risk is

P[(b" Bu)? — 2(b" Bu)o + ¢)] —
< P[("Bu)® — 206" Bu)o + 9)] — Pu[(b” Bu)® — 2(b" Bu)é + &)]
= —(B0 —P) |78 + (2 Bu)p + ] +

~

(P —P) [ B)G - 0) + @ 0)] +

P[(267u)(6— 6) + (3 9)]

The first term is Op(1/+/n) by the central limit theorem and the Donsker condition.

The second term is O]p(H(E — ¢l|/v/n) = op(1/4/n) by Lemma 1, Lemma 2, and
Assumption 8. The last term is op(1/4/n) by Lemma 2. The excess risk is therefore
Op(1/4/n), as claimed. O

D.3 Proof of Theorem 2 (Excess unfairness in
constrained FADE)

Proof We consider the unfair-min problem first. We expand the excess unfairness by
adding and subtracting the objective function at the solution By:

t

( gjb Bu Z g]b ﬂu

1 j=1

W-Mﬁ

t t
>~ a; {Blggp"Bul)? = @algb" Bul)®} + D oy {(Pulgb” Bul)’® — (Blosb" 81D}
j=1 j=1
(D8)
Again, the second term is Op(l / f ) by Lemma 4 and Shapiro’s theorem. The first
term is equal to Ej 105 (¥;(8 B) — ¢J (B)), which is Op(1/+/n) by (D6) in the proof
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of Lemma 4 coupled with the Donsker condition. The excess unfairness is therefore
Op(1/4/n), as claimed.
We now turn to the risk-min problem. The excess unfairness for constraint j is

(Plg;b" Bu))® — €
< (Plg;b" Bul)? — (Pn[g;b” Bu))?

= Op(1/+/n)
where the last line simply uses the analysis for term (1) from (D8). The excess
unfairness is therefore Op(1/4/n), as claimed. O

Appendix E Proofs for penalized FADE

Throughout this section, let

t
Qx =P (0b") + Y AP (G;b)Pn(g,0)"
j=1

Qx = P(Ob") + > AP(g;0)P(g;0)"

=1

so that

By = Q) 'P(bY)
By = Q;lpn(bY) (Observable)
o Q;an(bgg) (Counterfactual)

Under the assumptions of Theorems 3 and 4, we prove several preliminary
results that are used in the theorem proofs.

Lemma 5. (Bounded norm for Q;l)

IP’(||Q;1||) < C — 1 for some constant C

Proof This follows from Assumption 1 plus the consistency of Q ) for Q. It follows
that Q5[ = Op(1). O

Lemma 6. Fiz a A € A. Then

1B — B2 = Or(y/1/n) (Observable)
L Or(\/1/n) + Op (h(n)) (Counterfactual)

Proof In the observable setting, we have

By = Br = (Qy " — QyHP(bY)
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=Q,1(Qx - Q\)Q 'P(Y)
=Q;'Qx - QA)ﬂ;
=Q,  {(®n —P)Bb B}) +

t
>~ [Xi(Pn = P)(bgj)P(g;67 B5) + Pu(bg;) (Pr — P) (90" 83)] }

The norm of each term in the braces is Op(1/4/n) by the central limit theorem. By
Lemma 5, Q;l doesn’t contribute to the rate, so ||y — B3] = Op(1/y/n) as claimed.
In the counterfactual setting, we have

Br =X = Q3 'Pu(b9) — Q3 'P(bg)

= Q3" ~ QY HP(b9) + Q1 (Bu(b0) — (b))

= Q3 (Qx ~ QQF(b9) + Q) (P (bd) — P(b9))

= Q3 1(Qx — QB +Q, (Pa(bg) — P(b9)) (E9)

(1) (2
The norm of term (2) in (E9) is Op(l/f) + Op(h(n)) by Lemma 2 and Lemma 5.
For term (1), ignoring the leading Q/\ for now, we have
(Qx — Q)BY = (Pn —P)(0b" B3) +
(a)

t
SN[ (®n(bg;) — P(bg;))P(g;b" BY) + Pr(b3;) (Pn(g;b" B3) — P(gb” B3) ]
=t RS ©

The norm of term (a) is Op (\/l/n) by the central limit theorem. Terms (b) and (c)

decompose as follows:
(b) = P(g;b" B3) {(Pn — P)(bg;) + (P — P)(b(G; — 9;)) + P(b(3; — 95))}
(¢) = Pu(v;) { (Bn = P)(g;6" B3) + (P — P)(@; — 9)67 B3) + P((@; — 90" 80 }

The norms of the first term in braces in each of these two expressions is Op(1//n)
by the central limit theorem. The norm of the second term is op(1/4/n) by Lemma 1
and Assumption 8. The norm of the third term is Op(1/4/n) + Op(h(n)) by Lemma
2. Using Lemma 5, the consistency of Py (bg;) for P(bg;), and the boundedness of

]P’(gij/ﬁ'f\)7 we have
1Bx = BAll = Op(y/1/n) + Op (h(n))

as claimed. O
We now prove the two theorems. We will use the fact that under Assump-

tion 1, BA B% is Lipschitz in A, and A is compact, so the set {BA —B5:AeA}
is Donsker
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E.1 Proof of Theorem 3 (Excess risk in penalized FADE)
Fix a A € A. We have

—~ ~\ 2 ~\ 2 ~ ~ ~
P75 -7) | B | (75 -7) | = 7B - T - 1o - T2
= (WTBx = ¥Ul = 16785 = V1) (167 Bx = VIl + o7 85 - V1)

Since f3, is consistent for B% (by Lemma 6), the second factor is Op(1), so we
can just consider the first factor.

67 B = VIl = 16785 = V1| < [6"Br — b7 33
= 0x (18, - 5511
= O[P(\/ 1/77,) + O]p(h(n))

where the first line uses the reverse triangle inequality, the second line uses
Assumption 2, and the third line uses Lemma 6. Under the Donsker condition,
the convergence is uniform over A:

up {2 (5, 7)°| = p| (1755 - 7) | } = 0w T + 02000

E.2 Proof of Theorem 4 (Excess unfairness in penalized
FADE)

Fix a A € A. The excess unfairness for g; is

P [g;6"Ba] — P 9,67 B3] = Plo;b” (Bx - B3)]
< P[lg;b" (Bx — BY)I]
— \/Bllg;57 (B — B2
VPl (Br — 8))7)
— s (I3 - 5371

= 1Bx - B3l
= 0p(+/1/n) + Op(h(n))

where the last line uses Lemma 6. Under the Donsker condition, the conver-
gence is uniform over A:

sw{mw(P@ﬂ@}wwﬁmm}:%w@m+wMW)

AeA LJEL...t
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Appendix F Bases with dimension k& > n

We can generalize our estimators slightly to accommodate case where where
k > n, meaning the dimension of the basis is greater than the sample size, as
is the case for example with smoothing splines or RKHSs. We simply add an
appropriate penalty matrix term \o37KS to the penalized estimator expres-
sion or to the objective function for the constrained estimators, where K is
a k X k smoothing matrix. In the former case, for example, the estimator ()
becomes

t
argmin B, (675 — 9] + BT+ SN BGHTA)?  (FI0)
BERF =
; 1
j=1

For instance, in a smoothing spline setting, b represents a spline basis, and
Kij = [y b;,(w)b;-/(w)dw. In an RKHS, we’d have b; = Z?:1 k(-,w;) and
K;; = k(w;,w;). In a ridge setting we’d have K = I. The penalty term
ensures the invertibility of the large matrix in (F11), and it preserves the fast
computability of a large set of solutions B)\.

This penalty term may also be useful to prevent overfitting even in cases
where k < n, if k is close to n or if the basis is very expressive.
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