
FMFCC-V: An Asian Large-Scale Challenging Dataset for
DeepFake Detection

Gen Li
State Key Laboratory of Information
Security, Institute of Information
Engineering, Chinese Academy of
Sciences, Beijing 100195, China

School of Cyber Security, University
of Chinese Academy of Sciences,

Beijing 100195, China
ligen1@iie.ac.cn

Xianfeng Zhao∗
State Key Laboratory of Information
Security, Institute of Information
Engineering, Chinese Academy of
Sciences, Beijing 100195, China

School of Cyber Security, University
of Chinese Academy of Sciences,

Beijing 100195, China
zhaoxianfeng@iie.ac.cn

Yun Cao
State Key Laboratory of Information
Security, Institute of Information
Engineering, Chinese Academy of
Sciences, Beijing 100195, China

School of Cyber Security, University
of Chinese Academy of Sciences,

Beijing 100195, China
caoyun@iie.ac.cn

Pengfei Pei
State Key Laboratory of Information
Security, Institute of Information
Engineering, Chinese Academy of
Sciences, Beijing 100195, China

School of Cyber Security, University
of Chinese Academy of Sciences,

Beijing 100195, China
peipengfei@iie.ac.cn

Jinchuan Li
State Key Laboratory of Information
Security, Institute of Information
Engineering, Chinese Academy of
Sciences, Beijing 100195, China

School of Cyber Security, University
of Chinese Academy of Sciences,

Beijing 100195, China
lijinchuan@iie.ac.cn

Zeyu Zhang
State Key Laboratory of Information
Security, Institute of Information
Engineering, Chinese Academy of
Sciences, Beijing 100195, China

School of Cyber Security, University
of Chinese Academy of Sciences,

Beijing 100195, China
zhangzeyu@iie.ac.cn

ABSTRACT
The abuse of DeepFake technique has raised enormous public con-
cerns in recent years. Currently, the existing DeepFake datasets
suffer some weaknesses of obvious visual artifacts, minimal Asian
proportion, backward synthesis methods and short video length.
To make up these weaknesses, we have constructed an Asian large-
scale challenging DeepFake dataset to enable the training of Deep-
Fake detection models and organized the accompanying video track
of the first Fake Media Forensics Challenge of China Society of Im-
age and Graphics (FMFCC-V). The FMFCC-V dataset is by far the
first and the largest public available Asian dataset for DeepFake
detection, which contains 38102 DeepFake videos and 44290 pris-
tine videos, corresponding more than 23 million frames. The source
videos in the FMFCC-V dataset are carefully collected from 83 paid
individuals and all of them are Asians. The DeepFake videos are
generated by four of the most popular face swapping methods.
Extensive perturbations are applied to obtain a more challenging
benchmark of higher diversity. The FMFCC-V dataset can lend
powerful support to the development of more effective DeepFake
detection methods. We contribute a comprehensive evaluation of
six representative DeepFake detection methods to demonstrate the
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level of challenge posed by FMFCC-V dataset. Meanwhile, we pro-
vide a detailed analysis of the top submissions from the FMFCC-V
competition.
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1 INTRODUCTION
Face swapping has become a disconcerting problem in the last
few years. In particular, the emerging of deep learning technology
makes face swapping much easier and more convincing. DeepFake
is a representative type of face swapping techniques which refers to
the set of deep learning based face forgery methods that can create
fake portrait videos by swapping the face of a target individual
by the face of a source individual, retaining the facial expression
and head poses of the target individual [53]. As a result, open soft-
ware and mobile application have been released opening the door
to anyone to create fake portrait videos, without any experience
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Figure 1: FMFCC-V dataset is an Asian large-scale challenging dataset for DeepFake Detection.

in the field needed [43]. These DeepFake videos, known as Deep-
Fakes, have raised enormous public concerns for their huge risks
to create serious political, social, financial and legal consequences
[40]. Accordingly, there is a dire need for countermeasures to be in
place promptly, particularly innovations that can effectively detect
portrait videos that have been manipulated.

One promising countermeasure against DeepFakes is active de-
fense strategy, namely DeepFake detection. Several approaches
have been proposed by the researchers to expose DeepFakes. How-
ever, training DeepFake detection models generally requires a large
amount of both pristine videos and DeepFake videos. The cost of
producing the hundreds of thousands of DeepFake videos is often
prohibitive. Fortunately, various groups have contributed some
public available DeepFake datasets such as the UADFV dataset
[56], the DeepFake-TIMIT (DF-TIMIT) dataset [32], the FaceForen-
sics++ (FF++-DF) dataset [46], the Google DeepFake Detection
(DFD) dataset [44], the Celeb-DF dataset [37], the DeeperForensics-
1.0 (DPF) dataset [29] and the FaceBook DeepFake Detection Chal-
lenge (DFDC) dataset [19]. The availability of these datasets has
provided essential avenues for research into DeepFake detection.
On the other hand, the aforementioned DeepFake video datasets
suffer some weaknesses. First, several common visual artifacts such
as low quality faces, visible blending boundaries, unmatched color
modes and blurry features can be found in videos. These artifacts
are likely the result of inadequate training process and imperfect
synthesis step. Second, there is a lack of diversity in the aspects
of head poses, genders, ages, scenes and lengths in these datasets.
It is mainly because of the incomplete plan of collecting source
videos. Third, the proportion of Asian videos is minuscule. The vast
majority of videos derive from Western which is unfriendly to the
DeepFake detection research orientation to Asian.

Due to the above three drawbacks, DeepFake detection models
trained on these existing datasets may not fully generalize to wild
DeepFakes in the real world. Based on current knowledge and
experience, we believe that the effectiveness of DeepFake detection
models can only be enhanced when trained with a dataset that
is exhaustive enough to encompass as many various DeepFakes
as possible. To better support the development and evaluation of
more effective DeepFake detection methods, we have constructed a

new large-scale challenging Asian DeepFake dataset and organized
the accompanying video track of the first Fake Media Forensics
Challenge of China Society of Image and Graphics (FMFCC-V). As
is graphically depicted in Figure 1, we summarize our two main
contributions as follows.

Our firstmajor contribution is the FMFCC-V dataset. The FMFCC-
V dataset is by far the first and the largest public available Asian
dataset for DeepFake Detection. There are in total 38102 Deep-
Fake videos and 44290 pristine videos, corresponding more than
23 million frames, in the FMFCC-V dataset. The source videos are
collected from 83 paid individuals speaking in a variety of condi-
tions for roughly 40 minutes each. All individuals are Asians and
give consents to the use and manipulation of their faces by sign-
ing a formal agreement. The DeepFake videos are generated using
four kinds of most popular face swapping methods for roughly 16
minutes each before post processing. In addition, we introduced
diversity into both DeepFake videos and pristine videos through
deliberate addition of twelve kinds of perturbations, simulating
real world scenarios. Based on the FMFCC-V dataset and other
existing DeepFake datasets, we benchmark video-level results of
six representative DeepFake detection methods. This is a compre-
hensive performance evaluation of DeepFake detection methods,
offering insights into the current status and future strategy in Deep-
Fake detection. The FMFCC-V dataset can be downloaded from
https://github.com/iiecasligen/FMFCC-V.

Beyond building and releasing the FMFCC-V dataset, our second
major contribution is a completed benchmark competition using
this dataset. The FMFCC-V competition attracted over 400 contes-
tants who come from 60 organizations such as Institute of Automa-
tion, Chinese Academy of Sciences, Wuhan University, Shenzhen
University, University of Science and Technology of China, Zhe-
jiang University, South China University of Technology, National
University of Defense Technology and so on. The monetary prizes
provided a large incentive for these contestants to dedicate a lot of
time and computational resources to optimize DeepFake detection
algorithms for benchmarking. Compared with the DFDC compe-
tition [3] organized by FaceBook, we only gather the metadata of
predictions rather than the source codes and models for protecting
the intellectual property rights of the contestants. Based on the
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result of the FMFCC-V competition, we provided a detailed analy-
sis of top submissions. The homepage of FMFCC-V competition is
http://fmfcc.net.

2 RELATEDWORK
2.1 DeepFake Generation Methods
Nowadays, there are many sophisticated DeepFake generation
methods based on the improved Generative Adversarial Networks
(GAN) [24] or Auto-Encoder (AE) [31] have been presented by re-
searchers. Most of these methods have not been in mainstream as
available software tools that anyone can use easily. However, sev-
eral independent open-source face swapping tools and applications
such as DFaker [4], FakeApp [11], faceswap [10], faceswap-GAN
[1] and DeepFaceLab [9] have been frequently used to generate
DeepFake videos circulated on the Internet and in the existing
DeepFake datasets. Most of these DeepFake generation methods
adopt the classical AE architecture to synthesize fake face images.
An overview of the basic face swapping process based on AE is
illustrated in Figure 2.

Before face synthesis, the face images and facial landmarks are
extracted from the video frames. The landmarks are used to align
face images to a standard configuration. Then, the aligned face
images are cropped and fed into an AE to train the face swapping
model. The AE is usually formed by encoder-decoder structure. In
the training process, the encoder extracts latent features of face
images and the decoder is used to reconstruct the face images. To
swap identities between target images and source images, there is a
need of two encoder-decoder pairs where each pair is used to train
on a face image set. Specifically, the parameters of two encoders are
shared between two encoder-decoder pairs which enables the com-
mon encoder to find and learn the identity-independent attributes
between two sets of face images. The two encoder-decoder pairs are
trained in an unsupervised manner and optimize their parameters
to minimize the reconstruction errors. In the synthesis process, any
image containing a target face can be encoded through the shared
encoder and decoded with the source decoder. Then, the synthe-
sized faces are warped back to the configuration of the original
target faces. The last step is smoothing the boundaries between the
synthesized regions and the original video frames. Given a video,
the face in each frame can be generated to replace the original face
following the above process with little manual intervention.

2.2 Existing DeepFake Datasets
Building a DeepFake dataset for the research of DeepFake detection
methods requires a huge amount of effort on data collection and
manipulation. Up to now, there are some public available and fre-
quently used DeepFake datasets. Based on release time, synthesis
algorithms and data size, these DeepFake datasets can be catego-
rized into three generations [37]. Table 1 lists the basic information
of these DeepFake datasets. It should be noted that the number
of recompression videos, computer graphics methods, expression
swapping methods and other non-learned synthesis methods are
not counted.

UADFV: The UADFV dataset [56], released in November 2018, is
grouped in the first generation. This dataset contains 49 real videos
sourced from YouTube and 49 DeepFake videos. The DeepFake
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Figure 2: The basic face swapping process.

videos are generated using FakeApp [11] application and only one
identity is considered in all DeepFake videos. The average length
of DeepFake videos is 11 seconds.

DF-TIMIT: The DeepFake-TIMIT dataset [32], released in De-
cember 2018, is grouped in the first generation. This dataset contains
320 real videos and 640 DeepFake videos. The real videos come
from the VidTIMIT dataset [49]. The DeepFake videos are gener-
ated using the public face swapping algorithm faceswap-GAN [1].
Regarding the resolution of synthesized face images, two different
qualities are considered in DF-TIMIT dataset. They are low quality
subset with synthesized faces of 64×64 pixels and high quality sub-
set with synthesized faces of 128×128 pixels. The average length of
DeepFake videos is 3 seconds.

FF++-DF: The FaceForensics++ dataset [46], released in Janu-
ary 2019, is grouped in the first generation. This dataset contains
1000 real videos extracted from YouTube and 1000 unique Deep-
Fake videos. The DeepFake videos are generated using the public
face swapping algorithm faceswap [10]. Besides, there are another
3000 fake videos manipulated by computer graphics approach and
expression swapping method. Three levels of video quality are con-
sidered in FF++-DF dataset. They are raw quality with Constant
Rate Factor (CRF) parameter of 0, high quality with CRF parameter
of 23 and low quality with CRF parameter of 40. The average length
of DeepFake videos is 18 seconds.

DFD: The Google DeepFake Detection dataset [44], released in
September 2019, is grouped in the second generation. This dataset
contains 363 real videos and 3068 DeepFake videos. The real videos
are recorded from 28 consented individuals with various genders,
ages and ethnic groups in 16 different scenes. The DeepFake videos
are generated using an improved implementation of the face swap-
ping algorithm which are not disclosed. The average length of
DeepFake videos is 29 seconds.

Celeb-DF: The Celeb-DF dataset [37], released in November
2019, is grouped in the second generation. This dataset contains 590
real videos and 5639 DeepFake videos. The real videos are chosen
from public available YouTube videos, corresponding to interviews
of 59 celebrities with a diverse distribution in their genders, ages and
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Table 1: The basic information of the existing DeepFake datasets.

Dataset Total
Fake Videos

Total
Videos

Fake Video
Maxlength

Uncontrolled
Capture

Informed
Consent

Consented
Subjects

Asian
Proportion

Synthesis
Methods

Perturbation
Methods

UADFV 49 98 44s
√ × 0 0.0% 1 0

DF-TIMIT 640 960 9s × × 0 0.0% 1 0
FF++-DF 4000 5000 72s

√ × 0 0.0% 1 0
DFD 3068 3431 67s

√ √
28 0.0% 1 0

Celeb-DF 5639 6229 24s
√ × 0 5.1% 1 0

DPF 10000 60000 72s × √
100 25.0% 1 7

DFDC 104500 123654 11s
√ √

960 0.5% 4 9

FMFCC-V 38102 82392 1165s
√ √

83 100.0% 4 12
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Figure 3: Example faces of the existing DeepFake datasets.

ethnic groups. In particular, about five percent of subjects are Asians.
The DeepFake videos are generated using a refined version of a

public DeepFake generation algorithm, improving aspects such as
the low resolution of the synthesized faces and color inconsistencies.
The average length of DeepFake videos is 12 seconds.

DPF: The DeeperForensics-1.0 dataset [29], released in January
2020, is grouped in the third generation. This dataset contains 50000
real videos and 1000 unique DeepFake videos. 100 paid individuals
are invited to record the source videos in a controlled studio setting.
The participants are selected to ensure variability in genders, ages,
skin colors and nationalities. About a quarter of participants belong
to the yellow race. All recorded faces are clean without glasses and
decorations. The DeepFake videos are produced by a single model
and all target individuals come from FF++-DF dataset. Besides,
various perturbations are applied on each of the 1000 DeepFake
videos for another 9000 augmented DeepFake videos. The average
length of DeepFake videos is 18 seconds.

DFDC: The FaceBook DeepFake Detection Challenge dataset
[19], released in October 2020, is grouped in the third generation.
This dataset contains 19154 real videos and 104500 DeepFake videos.
Regarding the data size, it is by far the largest DeepFake dataset.
The real videos are recorded from 960 paid individuals with various
genders, ages and ethnic groups speaking in a variety of settings. All
participants agreed to be filmed, to appear in a machine learning
dataset and to have their face images manipulated by machine
learning models. The manipulated videos are generated using four
deep learning based face swappingmethods, two computer graphics
methods and an audio swapping method. The average length of
DeepFake videos is 10 seconds.

Some examples of the aforementioned DeepFake datasets are
shown in Figure 3. During the build process of the FMFCC-V dataset,
we invite some paid individuals to record source videos. All partici-
pants are Asians with various genders and ages. We get consents
from all the participants for using and manipulating their faces. By
comparison, the FMFCC-V dataset has advantages in the aspects
of the number of DeepFake generation methods, the type of video
perturbation methods and the scale of unique DeepFake videos.
Therefore, our proposed FMFCC-V dataset is grouped in the third
generation.

2.3 DeepFake Detection Methods
DeepFakes are increasingly detrimental to privacy, society secu-
rity and democracy. Methods for exposing DeepFakes have been
proposed as soon as this threat was introduced. In general, The
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DeepFake detection methods can be divided into three categories
based on the class feature domains.

Methods in the first category are based on the spatial features.
Some artifacts, fingerprints or noises may be present in the gen-
erated face images or face boundaries. There are some methods
exploit visual artifacts [39], inconsistent head poses [56], missing
symmetry [33], warping artifacts [36], blurred boundaries [34] and
resampling traces [25] to expose manipulated face images. Besides,
some detection methods adopt specially designed Deep Neural
Networks (DNN) as generic classifiers and let the networks de-
cide which features to analyze. The classical representatives are
attention mechanism [59], image reconstruction decoder [41], sin-
gle classifier [30], capsule network [42] and residual network [52].
Methods in the second category are based on the temporal fea-
tures. The anomalies between consecutive frames such as optical
flow motion [15], eye blinking pattern [35], facial action units [14]
and heart rate [23] have been exploited to detect DeepFake videos.
Most of temporal features are extracted through Recurrent Neu-
ral Networks (RNN) or some variations [47]. Methods in the third
category are based on the multi-domain features. This kind of
methods exploit multi-branch networks to combine spatial features,
temporal features and frequency features for exposing DeepFakes
[13, 27, 38, 45, 54]. Besides, the data augmentation technique has
been frequently used to enhance the generalization of DeepFake
detection methods.

3 THE FMFCC-V DATASET
In order tomake up the drawbacks of the existing DeepFake datasets
and support the future development of the DeepFake detection
methods, we construct the FMFCC-V dataset. The main advantages
of FMFCC-V dataset are more generation methods, better visual
quality, greater Asian proportion, longer video length and more
perturbation types. A comparison of the FMFCC-V dataset with the
existing DeepFake datasets is shown as Table 1.

3.1 Source Data
In the stage of source data collection, we invite 83 paid individuals
to record the source videos. The average length of source videos
is approximate 40 minutes. To avoid the portrait right issues, we
obtain consents from all participants for using and manipulating
their faces. The statistics of source data are shown in Figure 4.
Regarding the genders, the subjects are evenly split between male
and female. Or, to be more precise, 42 subjects are males. 41 subjects
are females. Regarding the ages, 9.6% subjects are younger than 20.
48.2% subjects are between 20 and 30. 35.0% subjects are between
30 and 40. 7.2% subjects are older than 40. This age distribution
is in accordance with the most common age group appearing on
the social videos. Regarding the ethnic groups, all subjects are
Asians which is a key feature of the FMFCC-V dataset. In addition,
the source videos exhibit large range of changes in the aspects
of head poses, expressions, backgrounds, resolutions and frame
rates. Regarding the head poses, Approximately four fifths of video
frames are front face images. The other one fifth of video frames
are side face images. Here, the face images are classified as front
face when the yaw angle or the pitch angle of the head less than
20 degree, or the face images are classified as side face. Regarding
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Figure 4: Statistics of our collected source data.
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Figure 5: Diversity in genders, ages, head poses and expres-
sions in our collected source data.

the backgrounds, the source videos are recorded in indoor and
outdoor settings. Besides, the resolution of source videos mainly
includes 480p, 720p and 1080p. The frame rate of source videos
mainly includes 25fps and 30fps. Figure 5 shows the diversity in
different attributes of our collected source videos. In the end, our
collected source data contains over 3700 minutes videos with a total
of over 6.3 million frames.

3.2 Synthesis Methods
The DeepFake videos in FMFCC-V dataset are generated using one
of four DeepFake synthesis methods of faceswap [10], faceswap-
GAN [1], DeepFaceLab [9] and Recycle-GAN [16]. These methods
are some of the most popular face swapping methods at the time
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Figure 6: Some cases of the four synthesis methods in the
FMFCC-V dataset.

the dataset was created. In the following, take the off-the-shelf
software DeepFaceLab as an example, we will describe the principle
of fake video synthesis in detail. The other three synthesis methods
will be described in brief. Some cases of the four synthesis methods
in the FMFCC-V dataset are shown in Figure 6.

Faceswap: The faceswap [10] method is an early face swap-
ping algorithm based on AE structure. AE structure consists of
two encoder-decoder pairs with a shared encoder that are trained
to reconstruct face images of the source individual and the target
individual, respectively. This structure encourages the shared en-
coder to learn common features across both identities, while each
decoder learns identity-specific features. During the face swapping
process, the decoder associated with the source individual takes
the encoding of a target face and generate a fake source face. The
fake source face is then blended with the rest of the target image
using Poisson blending technique. Regarding the target video, the
target face in each frame can be generated to replace the original
face through the trained face swapping model and post processing
steps.

Faceswap-GAN: The faceswap-GAN [1] method is an improved
vision of the faceswapmethod. Besides the basic structure of AE, the
main difference compared to the faceswap method is two additional
discriminators behind the target decoder and the source decoder.
The discriminator learns to distinguish between real face images
and reconstructed face images. The success of discriminator is
the idea of an classification loss that forces the reconstructed face
images to be, in principle, indistinguishable from real face images.
This strategy is particularly powerful for image generation task,
as this is exactly the objective that much of computer graphics
aims to optimize. With the help of the discriminators, the quality
of generated face images can be better.
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Figure 7: Example segmentation masks generated by face
segmentation model.
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Figure 8: Example results of the processes of face reconstruc-
tion and face swapping following the change of the number
of training iterations.

DeepFaceLab: The DeepFaceLab [9] method is a popular face
swapping tool complicated three main phases of extraction, train-
ing and conversion. The extraction phase aims to extract the face
images from video frames. This phase consists of three processing
parts of face detection, face alignment and face segmentation. In
the step of face detection, the faces can be extracted by the default
face detector. In the step of face alignment, the extracted facial
landmarks are used to align faces to a standard template. In the
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Table 2: Twelve types of perturbations in FMFCC-V dataset.

No. Perturbation Type Apply Ratio

1 Gauss Noise or Multiplicative Noise 0.8
2 Random Brightness 0.8
3 Random Contrast 0.8
4 Gaussian Blur or Motion Blur 0.6
5 Altering Hue Value 0.5
6 Altering Saturation Value 0.5
7 To Sepia or To Gray 0.2
8 Image Compression 0.2
9 Coarse Dropout 0.1
10 Sharpen 0.1
11 Rotate 0.1
12 Horizontal Flip 0.1

step of face segmentation, we use the visual editor to eliminate the
occlusion of hands, glasses and any other objects which may cover
the face somehow and control specific areas for swapping. Based
on the labeled masks, the face segmentation model can be trained
to generate fine-grained masks of all video frames. Examples of
generated face segmentation mask are shown in Figure 7. After
the phase of extraction, everything needs in the training phase is
already prepared. Next, we take the LIAE structure as face swap-
ping framework. LIAE structure ia a more complex structure with a
shared encoder, two independent inters and a shared decoder. The
main difference compared to the traditional AE structure is that the
first inter is used to generate both latent codes of source faces and
the target faces while the second inter only output the latent codes
of the target faces. Then, the latent codes are put into the shared
decoder. We can get the reconstructed source faces and target faces
alongside with their masks. Figure 9 shows the example results of
the processes of face reconstruction and face swapping following
the change of the number of training iterations. In the phase of
conversion, the first step is to transform the generated face along-
side with its mask from the trained decoder to the original position
of the target image in source face. The next step is blending and
sharpening, with the ambition for the generated face to seamlessly
fit with the target image along its outer contour. In a similar way,
the target face in each frame can be processed through above steps.

Recycle-GAN: The Recycle-GAN [16] method is an unsuper-
vised approach for video retargeting that enables the transfer of
sequential content from one domain to another while preserving
the style of the target domain. This method combines both spatial
and temporal information along with adversarial losses for content
translation and style preservation. Move to our face swapping task,
the contents of the source video can be transferred to the target
video and the generated fake video will be in the style of the target
video.

3.3 Date Augmentation
In order to increase the diversity of the FMFCC-V dataset, we apply
various perturbations such as adding noise, blurring, darkening,
brightening, adding contrast and flipping to each frame to better
simulate videos in real world. Specifically, as shown in Table 2,

Figure 9: An example face containing various perturbations.
From left to right, top row: original, adding noise, dark-
ening, brightening. Middle row: blurring, increasing con-
trast, reducing contrast, converting to grayscale. Bottom
row: dropout parts, sharpening, rotating and horizontal flip-
ping.

twelve types of different perturbations are applied to both DeepFake
videos and pristine videos. Each of these perturbations includes
different intensity levels. We apply random-type, random-level
perturbations to all DeepFake videos and pristine videos, producing
an augmented subset. In principle, each augmented videos may be
subjected to a mixture of more than one perturbation. See Figure 9
for visual examples of the different perturbations. The variability
of perturbations improves the diversity of the FMFCC-V dataset to
better imitate the data distribution of the real world.

3.4 Dataset Contents
To meet the requirements of different application scenarios, we
provide two versions of the DeepFake dataset. One is the long
version of the FMFCC-V dataset and the other is the short version
of the FMFCC-V dataset. The main difference between the long
version dataset and the short version dataset is that the length of
videos in the long version dataset is much greater than in the short
version dataset. Besides, the short version dataset has a larger scale
and a diverse distribution.

Long Version: The FMFCC-V long version dataset consists of
83 pristine videos and 192 DeepFake videos, corresponding more
than 7.7 million frames. Each pristine video corresponds to one
unique subject. The DeepFake videos are generated using one of
the four DeepFake synthesis methods mentioned above. All target
videos and source videos used in the DeepFake generation process
come from these 83 pristine videos. The length of all videos in the
long version dataset is approximate 16 minutes. No perturbations
are applied to this dataset.

Short Version: The FMFCC-V short version dataset consists
of 44290 pristine videos and 38102 DeepFake videos, correspond-
ing more than 23 million frames. The length of all videos in the
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short version dataset is approximate 10 seconds. The perturbations
mentioned above are applied to half of these pristine videos and
DeepFake videos. Those disturbed videos formed a augmentation
subset which can be used to evaluate the robust performance of the
DeepFake detection methods.

4 DETECTION BENCHMARK
In order to survey the challenge level of the existing DeepFake
datasets and our constructed FMFCC-V dataset, we perform a com-
prehensive performance evaluation of DeepFake detection, with
the six of the current representative DeepFake detection methods.

4.1 Compared Methods
We consider six DeepFake detection methods in our evaluation
experiments. Those methods are either robust in various detection
scenarios or classic in the field of video forensics. All of those
DeepFake detection methods have public available testing codes
and corresponding models.

XceptionNet: The Method in [8, 46] adopts Xception network
[17] as the backbone architecture for DeepFake classification. Xcep-
tionNet is a traditional Convolutional Neural Network (CNN) based
on separable convolutions with residual connections. In the task of
DeepFake detection, the final fully connected layer of XceptionNet
is replaced with two outputs. The other layers stay the same. The
XceptionNet model used in our evaluation experiments is trained
on the FF++-DF dataset.

CapsuleNet: The Method in [2, 42] uses Capsule network [48]
based on VGG-19 network [50] as the backbone architecture. This
method consists of three primary capsules and two output capsules.
The latent features extracted by part of the VGG-19 network are
the inputs, which are distributed to the three primary capsules. The
output features are dynamically routed to the two output capsules.
The CapsuleNetmodel used in our evaluation experiments is trained
on the FF++-DF dataset.

DSP-FWA:TheMethod in [5, 36] employs a dual spatial pyramid
strategy on both image and feature level to expose the face warping
artifacts introduced by the resizing and interpolation operations
in the basic DeepFake generation algorithms. The spatial pyramid
pooling module [26] in this method can be used to better handle
the variations in the resolutions of the face images. The DSP-FWA
model used in our evaluation experiments is trained on unpublished
DeepFake dataset collected by the authors.

Heavy-DA: The Method in [12] uses EfficientNet-B7 [51] pre-
trained with ImageNet and noisy student [55] as the backbone
architecture. The heavy augmentations such as adding noise, blur-
ring, rotating, altering contrast, darkening and brightening are
applied to training data. Besides, dropping structured parts of faces
during training is also used as a form of augmentation. The Heavy-
DA model used in our evaluation experiments is trained on the
DFDC dataset.

WS-DA: The Method in [7] ensembles two Weakly Supervised
Data Augmentation Network (WS-DAN) models [28] and a Xcep-
tionNet classifier to produce predictions. The two WS-DAN mod-
els adopt EfficientNet-B3 and XceptionNet as feature extractors,
respectively. The XceptionNet classifier used the original design
with two-class output and applied some augmentations to improve

model generalization. The WS-DA model used in our evaluation
experiments is trained on the DFDC dataset.

Mixup-DA: The Method in [6] consists of three EfficientNet-
B7 models. One model runs on frame sequences where the three-
dimensional convolution are added to each block of the EfficientNet-
B7 structure. The other two models work frame-by-frame and differ
in the size of the face crop and augmentations during training. The
mixup technique [57] is applied on aligned real-fake face pairs
to tackle overfitting problem. The Mixup-DA model used in our
evaluation experiments is trained on the DFDC dataset.

4.2 Experimental Settings
We evaluate the overall detection performance using the video-level
Area Under ROC Curve (AUC) score for the reason that fake videos
are much more menacing than manipulated images. To balance
the computational precision and computational complexity, 100
DeepFake videos and 100 pristine videos were picked out from each
DeepFake dataset randomly for constructing the testing dataset
in our evaluation experiments. Specially, we take all the videos in
the UADFV dataset as the testing dataset for the reason that the
number of videos in the UADFV dataset is smaller than 100. The
testing videos of the DF-TIMIT dataset come from the high quality
subset. The testing videos of the FF++-DF dataset come from the raw
quality subset. For each video, we perform evaluations only on one
fifth of all frames. There is no significant difference in the number
of sampled frames of testing videos for the reason that there is no
significant difference in the length of testing videos. The prediction
of each video is the average value of all sampled frames.We evaluate
performance of each detection method using the inference codes
and the published detection models with the default settings of the
hyper-parameter. The average detection performance is presented
as an indicator of the challenge levels of various DeepFake datasets.

4.3 Results and Analysis
After carried out all evaluation experiments, we present a com-
prehensive DeepFake detection benchmark at video level. Table 3
and Figure 10 show AUC scores and ROC curves of the compared
DeepFake detection methods on the existing DeepFake datasets.

According to the average AUC scores of the compared DeepFake
detection methods on each dataset, in general, the FMFCC-V dataset
is a challenging dataset to the current DeepFake detection methods.
The overall performance of the compared DeepFake detection meth-
ods on FMFCC-V dataset is lower than most of the existing Deep-
Fake datasets. To be exact, the average AUC score of the FMFCC-V
dataset is reduced 0.1409, 0.0010, 0.1644, 0.0129 and 0.0047 com-
pared with the UADFV dataset, the DF-TIMIT dataset, the FF++-DF
dataset, the Celeb-DF dataset and the DPF dataset, respectively. On
the other hand, The average AUC score of the FMFCC-V dataset is
increased 0.0281 and 0.0110 compared with the DFD dataset and
the DFDC dataset which indicates that the challenge levels of the
DFD dataset and the DFDC dataset are marginally higher than
the FMFCC-V dataset. But, the data size of the FMFCC-V dataset
is much greater than the DFD dataset. The Asian proportion and
the video mixlength of the FMFCC-V dataset is much greater than
the DFDC dataset. According to the performance of the DSP-FWA
method, the visual quality of the videos in the FMFCC-V dataset
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Table 3: AUC scores of the compared DeepFake detection methods on the existing DeepFake datasets.

Method↓ Dataset→ UADFV DF-TIMIT FF++-DF DFD Celeb-DF DPF DFDC FMFCC-V

XceptionNet [8, 46] 0.9742 0.5000 1.0000 0.4595 0.5096 0.4604 0.5488 0.4741
CapsuleNet [2, 42] 0.8661 0.7418 0.9998 0.7213 0.7641 0.5877 0.6479 0.7162
DSP-FWA [5, 36] 0.9500 0.9978 0.9004 0.6123 0.7245 0.9398 0.6158 0.7993
Heavy-DA [12] 0.9642 0.8668 0.9744 0.9810 0.9851 0.9814 0.9992 0.9726
WS-DA [7] 0.9971 0.9454 1.0000 0.9464 0.9871 0.9764 0.9996 0.9535
Mixup-DA [6] 0.9708 0.8313 0.9889 0.9875 0.9836 0.9595 0.9993 0.9613

Average 0.9537 0.8138 0.9772 0.7847 0.8257 0.8175 0.8018 0.8128
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Figure 10: ROC curves of top five DeepFake detection methods on the existing DeepFake datasets.

has been improved obviously compared with the videos in the first
generation datasets. Furthermore, the difficulty level for detection
of the FMFCC-V dataset is higher than the other datasets to the
data augmentation based methods mentioned above.

5 THE FMFCC-V COMPETITION
The goal of the FMFCC-V competition is to spur researchers to build
innovative new technologies that can help to expose DeepFakes.
Based on the released FMFCC-V dataset, contestants just need to
submit the metadata of predictions into the FMFCC-V competition
platform for ranking the performance of their solutions. Submis-
sion of source codes and models are not required for protecting
the intellectual property rights of contestants. All submissions are
evaluated in the same way. Results are shown on the leaderboard
in real time.

5.1 Evaluation Metric
For the purpose of ranking submissions, a threshold-free evaluation
metric, LogLoss, is used to estimate the performance of predictions.
The function of LogLoss can be written as:

𝐿𝑜𝑔𝐿𝑜𝑠𝑠 = − 1
𝑁

𝑁∑︁
𝑖=1

[𝑦𝑖 ln (𝑝𝑖 ) + (1 − 𝑦𝑖 ) ln (1 − 𝑝𝑖 )] , (1)

where 𝑁 is the number of videos being predicted. 𝑝𝑖 is the predicted
probability of the video being fake. 𝑦𝑖 is 1 if the video is fake. 𝑦𝑖 is
0 if the video is real. In summary, a smaller LogLoss is better. The
use of the logarithm provides extreme punishments for being both
confident and wrong. In the worst possible case, a prediction that
a video is true when it is actually false will add infinite to error
score. In order to avoid this, predictions are bounded away from
the extremes by a small value, 10−12, in our evaluation metric.
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Table 4: Detection metrics of the top ten submissions in the preliminary phase and the final phase.

Team Name Preliminary Phase Final Phase
Rank LogLoss AUC PRE REC ACC Rank LogLoss AUC PRE REC ACC

WLAR 9 0.1246 0.9901 0.9487 0.9429 0.9514 1 0.1265 0.9908 0.9431 0.9613 0.9517
CCDS 4 0.0922 0.9949 0.9638 0.9721 0.9710 2 0.2563 0.9598 0.8875 0.8787 0.8837
Tom For Jerry 7 0.1185 0.9914 0.9580 0.9419 0.9553 3 0.2646 0.9589 0.8777 0.8853 0.8810
RealDeepfake-SZU 8 0.1222 0.9906 0.9498 0.9479 0.9540 4 0.2883 0.9539 0.8816 0.8633 0.8738
ChuanJuDaShi 1 0.0406 0.9987 0.9880 0.9824 0.9868 5 0.3098 0.9495 0.8397 0.8660 0.8503
prml 10 0.1268 0.9894 0.9528 0.9394 0.9518 6 0.3175 0.9495 0.8511 0.8767 0.8617
NCC 5 0.1021 0.9952 0.9811 0.9467 0.9678 7 0.3206 0.9482 0.8724 0.8520 0.8637
Maya 2 0.0772 0.9964 0.9636 0.9908 0.9790 8 0.3612 0.9470 0.8857 0.8887 0.8870
SCUT 6 0.1047 0.9911 0.9711 0.9471 0.9635 9 0.3838 0.9376 0.8651 0.8120 0.8427
SCUT 414 3 0.0904 0.9853 0.9729 0.9760 0.9770 10 0.4809 0.8872 0.8353 0.8047 0.8230

Average - 0.0999 0.9923 0.9650 0.9587 0.9657 - 0.3110 0.9482 0.8739 0.8689 0.8718
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Figure 11: ROC curves of the top ten submissions in the pre-
liminary phase and the final phase.

5.2 Competition Schedule
The FMFCC-V competition consists of the preliminary phase and
the final phase. Only top ten teams of the preliminary phase can
reach the final phase.

Preliminary Phase: In the preliminary phase, we released two
datasets of the public training dataset and the public testing dataset.
The public training dataset, containing labels for the videos, was
available for contestants to train their DeepFake detection models.
This dataset consists of 10000 ten second video clips, in which 40%
(4000 clips) included DeepFake videos and 60% (6000 clips) included
pristine videos. It was allowed that contestants train their mod-
els with the other external DeepFake datasets. The public testing
dataset is what competition platform computes the preliminary
leaderboard against. This dataset consists of 20000 ten second video
clips, in which 45% (9000 clips) included DeepFake videos and 55%
(11000 clips) included pristine videos. The two datasets were con-
structed from undisturbed videos of the FMFCC-V short version
dataset. About 50 unique subjects were used in this phase. Con-
testants can run their detection model in their own environments
against the public testing dataset. The metadata of predictions were
submitted into the FMFCC-V competition platform. The scores of

all teams were posted to the preliminary leaderboard of the FMFCC-
V competition platform in real time. Contestants were limited to
three submissions every day.

Final Phase: In the final phase, we constructed a private testing
dataset which was privately held outside the FMFCC-V competi-
tion platform, and was used to compute the final leaderboard. This
dataset consists of 3000 ten second video clips, in which 50% (1500
clips) included DeepFake videos and the other 50% (1500 clips) in-
cluded pristine videos. This dataset was constructed from disturbed
videos of the FMFCC-V short version dataset. About 30 unique
subjects were used in this phase and none of which were a part of
the released datasets in the preliminary phase. Unlike the public
testing dataset, a few videos of the private testing dataset included
organic content found in the wild scenario. After the preliminary
deadline, top ten teams were invited to deploy their algorithms on
the FMFCC-V competition platform remotely. Then, we can run
their algorithms on a pair of NVIDIA RTX 3090 GPU against the
private testing dataset. The prediction submissions were returned
to the FMFCC-V competition platform for computing their final
leaderboard scores. Results had to run over all videos in the private
testing dataset within two hours.

5.3 Results and Analysis
After the FMFCC-V competition ended, 196 teams submitted the
results in the preliminary phase in total and top ten teams reached
the final phase. In order to appraise the performance of the submis-
sions from many aspects, Besides the LogLoss, we also calculated
the detection metrics of AUC score, Precision (PRE), Recall (REC)
and Accuracy (ACC). The functions of PRE, REC and ACC can be
written as:

𝑃𝑅𝐸 =
𝑁𝑇𝑃

𝑁𝑇𝑃 + 𝑁𝐹𝑃
, (2)

𝑅𝐸𝐶 =
𝑁𝑇𝑃

𝑁𝑇𝑃 + 𝑁𝐹𝑁
, (3)

𝐴𝐶𝐶 =
𝑁𝑇𝑃 + 𝑁𝑇𝑁

𝑁𝑇𝑃 + 𝑁𝐹𝑃 + 𝑁𝑇𝑁 + 𝑁𝐹𝑁
, (4)

where 𝑁𝑇𝑃 , 𝑁𝐹𝑃 , 𝑁𝑇𝑁 and 𝑁𝐹𝑁 signify the number of true positive
videos, false positive videos, true negative videos and false nega-
tive videos. Here, we set the classification threshold to 0.5. Finally,
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shown in Table 4 are detection metrics of the top ten submissions
in the preliminary phase and the final phase. Figure 11 shows ROC
curves of the top ten submissions in the preliminary phase and the
final phase, respectively.

As expected, the best submissions achieved very good detection
performance on the public testing datset in the preliminary phase
for the reason that the videos in the public training dataset has
the same distribution with the public testing dataset. However,
the detection performance of most of the top ten submissions in
the final phase is severely degraded for the reason that the videos
in the private testing dataset were added various perturbations,
none of which were seen in the public training dataset and public
testing dataset. Specially,𝑊𝐿𝐴𝑅 ranked the ninth place with the
LogLoss of 0.1246 and ACC of 0.9514 in the preliminary phase,
achieved the first place with the LogLoss of 0.1265 and ACC of
0.9517 in the final phase.𝐶ℎ𝑢𝑎𝑛𝐽𝑢𝐷𝑎𝑆ℎ𝑖 ranked the first place with
the LogLoss of 0.0406 and ACC of 0.9868 in the preliminary phase,
achieved the fifth place with the LogLoss of 0.3098 and ACC of
0.8503 in the final phase. The average LogLoss in the final phase
are increased 0.2111 compared with the average LogLoss in the
preliminary phase. The average ACC in the final phase are reduced
0.0939 compared with the average ACC in the preliminary phase.
The competition results illustrate the challenge of the FMFCC-V
dataset for DeepFake detection methods.

5.4 Winning Solutions
Here, we provide a brief description of the top three winning solu-
tions of the final phase.

The first solution,𝑊𝐿𝐴𝑅, uses MTCNN [58] for face detection.
The backbone architecture consists of a face classification model
and a face clustering model. The face classification model based
on EfficientNet-B7 [51] is used for predicting the manipulation
probability of single frame. The face clustering model is used for
individual clustering. Then, the manipulation probability of each
video is the fusion result of all clustered individuals. The second
solution,𝐶𝐶𝐷𝑆 , uses two-pathway structure for deep feature extrac-
tion. One pathway is browsing pathway which is used for checking
the temporal consistency of each video. Another pathway is scru-
tinizing pathway which is used for predicting the manipulation
probability of each key frame. The backbone network includes
three mainstream networks of SlowFastNet [22], X3DNet [21] and
MVitNet [20]. The third solution, 𝑇𝑜𝑚𝐹𝑜𝑟 𝐽𝑒𝑟𝑟𝑦, uses MTCNN and
RetinaFace [18] for face detection in different detection stages. The
backbone network is EfficientNet-B0. Multiple negative sample gen-
eration methods are used for avoiding overfitting during detection
model training process.

6 CONCLUSION
In this paper, we proposed an Asian large-scale challenging dataset
FMFCC-V for DeepFake detection. FMFCC-V dataset consists of
38102 DeepFake videos and 44290 pristine videos. The pristine
videos are recorded from 83 paid Asians. All individuals give con-
sents to the use and manipulation of their faces. The DeepFake
videos are generated by four of the most popular DeepFake syn-
thesis methods. Twelve kinds of perturbations are applied to both
DeepFake videos and pristine videos. Compared with the existing

DeepFake datasets, FMFCC-V dataset contains more diverse Deep-
Fake generation methods, better visual quality, greater Asian pro-
portion, longer video length andmore perturbation types. FMFCC-V
dataset can serve as a useful supplementary to the existing Deep-
Fake datasets to support the development and evaluation of more
effective DeepFake detection methods against DeepFakes in real
world. We conducted a comprehensive evaluation of six repre-
sentative DeepFake detection methods on the existing DeepFake
datasets and FMFCC-V dataset. The experimental results indicate
that FMFCC-V dataset is indeed a challenging DeepFake dataset.
Based on our constructed FMFCC-V dataset, we have organized the
FMFCC-V competition which attracted about 400 contestants. We
provided a detailed analysis of top submissions.
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