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Several big tech companies are currently eager of building the metaverse, mainly through virtual reality experiences. Albeit immersive,
in shared virtual environments it might be difficult to have emotionally rich interactions. Indeed, current available headsets and VR
applications have limited possibilities for tracking and sharing emotions. We believe that physiological signal technology could enhance
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in VR with human body signals. In order to prove the effectiveness of the system, we illustrate a use case and the development of a
proof-of-concept scenario. Finally, we present the results of the tests conducted on this proof-of-concept that demonstrate the validity
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1 INTRODUCTION

The metaverse, a parallel universe merging physical and virtual elements [15], has been widely discussed recently.
Several big tech players, such as Facebook, NVIDIA, Microsoft and Apple announced important steps in this field.
Facebook (now Meta) has recently released Horizon and their Workrooms, which can be considered as a first glimpse
of what interacting and working in the metaverse will look like. Apple has a different vision and believes that the
metaverse would be accessed rather through augmented reality glasses, adding virtual elements to the real world for a
more natural experience. Although commercial VR technology is able to reproduce in the virtual environment (the user’s
avatar) the user’s hand and head gestures (e.g, the Oculus Quest 2), replicating facial expressions in VR is still at research
stage [19]. Face tracking has been recently introduced in the new HP Reverb G2 Omnicept headset, potentially making
VR scenarios emotionally richer. This headset also integrates a heart rate sensor and eye tracking. The integration of
physiological sensors in commercial headsets will allow emotionally-augmented interactions in the metaverse that
could go far beyond the interactions of the real world. Several new scenarios can be enabled with the integration of
physiological signals in virtual reality: self-reflection on current emotional status, via biofeedback, improving user’s
self-regulation in stressful situations [17, 21]; emotionally augmented avatars, able to visually represent stress or other
emotional states that might be not visible at a human glance in real environments [2]; adaptive VR therapy that uses
increasingly stressful stimuli based on the measured emotional response [11]; 4) automatic tailoring of metaverse
content based on the desired emotional response [7]. Although the HP Reverb G2 Omnicept is a first step to enable
emotionally aware metaverse experiences, it still misses important physiological indicators, such as full ECG, EDA and
respiration rate, which could help better estimating the cognitive workload and the emotional state of the user [13].
While waiting for a VR headset fully equipped with phsysiological sensors, commercial portable sensing solutions such
as the Biosignalsplux wireless toolkit could provide a lightweight, versatile and easy to set-up solution to enable most
of the previous scenarios, thanks to the large set of sensors that can be plugged in.

In order to facilitate the design of new emotionally aware scenarios, we developed a novel framework to retrieve,
record and visualize physiological data during VR experiences using the Biosignalsplux device. Such framework aims at
helping designers of novel VR experiences with no programming knowledge and limited knowledge of physiological
signal analysis to assess whether their VR experiences are able to elicit users’ emotional response via the analysis of
users’ behaviour and physiological response. In the remainder of this paper, first we present the related work. Then, we
present the proposed system architecture, a use case for testing our framework and the testing methodology. Finally,
we present the results of the study and discuss future work for bridging the gap between the existing solution and our
vision of an emotionally-aware metaverse.

2 RELATEDWORK

In a recent review, Halbig and Latoschik found 1119 papers reporting physiological measurements in VR [8]. The authors
classified previous work in this field in three main categories: therapy, entertainment and training and simulation.
Studies about VR with the use of physiological signals have a long history in research. An early work of Wiederhold et
al., published in 1998 [23], investigated the fear of flying and showed that there are significant physiological differences
between people who are afraid of flying and people who are not. VR is often used to treat specific phobias and diseases.
Seinfeld et al. [18], using physiological signals, investigated the influence of music on anxiety caused by the fear of
heights in VR. There is a common aspect in most of these studies: if the researchers or practitioners want to collect
physiological data during a virtual reality experience, they need to set up everything. This means to find a way to follow
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the experiment, to see what the participant sees in VR, to store data and to be able to analyse it. A correct analysis of
the users’ reaction to the different VR stimuli is possible only if the collected data - VR video, physiological signals, and
other available sources - are synchronized. This task may require a considerable amount of time if not supported by
dedicated software.

This leads to the motivation behind this paper: designing and implementing a framework for recording and syn-
chronizing experiences in VR with physiological signals. The framework would be a useful tool for whoever wants to
analyse the users’ physiological response to VR stimuli. Having a ready-to-use test environment would allow to save
time and focus on the actual experiment; the only required effort is to build the virtual scene, everything else is done by
the framework. In this manner, the main effort can be spent in improving the VR scenes based on the user’s reaction
rather than in setting up the acquisition and analysis process.

Other frameworks for facilitating the collection of physiological signals have been developed so far. However, none
of them presented 1) the versatility of our solution in terms of type of sensors that could be integrated through the
wireless Biosignalsplux toolkit, 2) the large compatibility with VR scenarios, thanks to the Unity 3D integration, 3)
the possibility to synchronize the recorded signals with RGB cameras and VR video, and 3) the possibility to annotate
events. Previous frameworks are often limited to specific application scenarios (e.g., Bicycle4CaRe [1] for cycling,
RehabNet [22] for physical exercise rehabilitation, Athena for combat simulation [12]) or to specific platforms (e.g.,
PhysioVR [14], designed for mobile VR applications, and VAST [9], designed for textitdesktop VR). Some systems
presented a limited quantity of physiological signals (e.g., MuLES [5] uses only EEG, while many are limited to three
different sensors [14] [22] [6]). PhysSigTK [16] is one of the richest platforms in terms of types of sensors that can be
integrated, but requires several different devices, some of which are not wireless. Finally, only Athena [12] and VAST [9]
supported synchronization of the recorded tracks with the possibility to annotate the recorded data with markers.

3 SYSTEM DESIGN

The framework is designed for conducting VR experiences and recording user’s physiological signals and behaviours.
The framework supports two main use-cases: real-time monitoring and offline analysis. In the first use-case, the
experimenter can see in real-time what the participant sees in the virtual world and how the body reacts to the
experience. In addition to this, the examiner is able to record the whole session including all the signals and streams he
gets. Once recorded, everything can be synchronized in order to be easily accessible and analysable in the future. In the
second use-case, the examiner replays a previously recorded session and watches everything as it was showed during
the real-time monitoring. In this replay-mode, there is the possibility to find key moments in which some relevant event
happened. The examiner is also able to tag these events placing markers on them: these allow a simple navigation on
the session and would also be very useful for analysis.

The system is designed to be connected with Unity 3D for creating the 3D scenes and display content in VR
headsets. For the use-case and test presented in this paper, we used the HTC Vive headset connected to a desktop PC.
The BiosignalsPlux Hybrid-8 module is used to collect the user’s physiological signals. It supports several sensors,
including Accelerometer (ACC), Electrocardiography (ECG), Electrodermal Acitivity (EDA), Electroencephalography
(EEG), Electromyography (EMG), Electrogastrography (EGG), Electrooculography (EOG), Respiration Rate (RR) and
Temperature (TMP). The proposed framework allows also to use a RGB camera to film the participant during the
experience, enabling an external view on the users to monitor their physical reactions to the events. Examiners can
see if the participant moves, rotates his body, is not stable, or has any other kind of reaction in response to a virtual
stimulus. Moreover, we focused on keeping system structure and usability easy, considering that the potential users
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Fig. 1. Framework architecture

will not be engineers or computer science experts. These people, in fact, will reasonably be scientist, doctors, designers,
or researchers that need to test and analyse some phenomena in VR.

The architecture of the system can be divided into threemain layers: visualization layer, recording and synchronization
layer and controller layer. Visualization layer is responsible for the streaming and playback of the data (VR video,
camera video and physiological signals); it is constituted by a Java application for camera and physiological streams and
by Unity3D for virtual reality. The recording and synchronization layer acquires the data, synchronizes it and saves it
on the storage. It consists of two components, one for dealing with camera video and physiological data inside the Java
application and one for VR video acquisition from Unity. Finally, the controller layer allows the communication with
the external devices and collect their data. Figure 1 shows a high-level view of the system. The code of the framework
and of the use case scenario presented below is available for the research community at the following address [removed
for anonymization]. A video tutorial of the system is available as complementary material.

4 USE CASE

We designed and developed a proof of concept scenario to assess whether a non-expert user would be able to find
correlations between VR events and users’ reactions using our framework. We chose VR stimuli able to generate fear,
because this is an emotional reaction that can be easily identified from the analysis of the physiological signals. Indeed,
generally it produces increase of the EDA, heart rate and respiration rate [10]. Furthermore, a loud auditory stimulus
can make muscles contract as a consequence of a startle. The muscle that reacts more quickly to this kind of stimuli is
the sternocleidomastoid [4]. Therefore, our scenario involves a frightening visual stimulus coupled with a very loud
noise. In particular, the virtual environment consists of an abandoned dungeon with some rooms and corridors. In one
of the rooms there is a monster that only appears when the player goes inside: as soon as the player enters the room a
frightening loud scream starts and the monster appears and moves towards the player very fast; when it reaches him/her,
it disappears. This scenario should allow to register a clear physiological signal difference between what happens
before and after the event. For this particular use-case, we developed a locomotion system that exploits the HTC Vive
controller touchpad to set the movement direction. We avoided teleportation, often used to reduce motion sickness, to
give enough time to the user to explore the dungeon before triggering the sudden and unexpected appearance of the
monster. Audio is used to create an even more immersive experience: players can hear the character’s footsteps while it
walks and a background music plays during the whole experience.
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5 METHODS

5.1 VR Experience

The test on the VR experience was conducted on 15 volunteers, 5 females, aged between 19 and 38 (mean 26.27, SD
5.33). They were asked if they had experience with VR, videogames or a touchpad controller. The majority of them
had experience with videogames, tried VR once but had no experience at all with touchpad controllers. Participants
signed a consent form about being filmed and being aware of possible VR sickness. Using the proposed framework, we
measured heart rate, electrodermal activity (EDA) on the left-hand index and middle finger, electromyography (EMG)
on the neck, on the sternocleidomastoid muscle, and respiration rate. In addition to these signals, we also collected
body acceleration with the 3-axis accelerometer. The accelerometer was placed on the chest through an elastic band.

The testing protocol implied the following steps: collect the participant’s data; describe the VR scene to the participant
specifying that the goal is to find a key in the dungeon in the shortest possible time; describe the locomotion system to
the participant; set up the sensors on the participant’s body; let the participant play an example VR scene in order to
get used to VR and locomotion system; run the system by launching the Java application, start the recording from there,
launch the Unity scene and start the recording from there as well; let the participant find the key and wait 30 more
seconds; stop the recording from both the applications; synchronize videos and signals.

5.2 Framework usability

As a complementary validation of our framework, we tested the usability of the interface for monitoring, recording
and playing back VR scenarios. The test was conducted on 15 people, 6 females, aged between 19 and 38 (mean 26, SD
5.41); 13 of them were computer engineers or computer science students, 1 was a mechatronic engineer and 1 was an
educational science student, with none or limited experience in physiological signal analysis.

The test followed these steps: users watched a video tutorial in order to understand the basic functionalities of the
system; then they were asked to configure the sensors inside the application, start a recording and stop it after the
appearance of the monster, which occurred about 10 seconds after the recording started. Participants tested then the
offline mode of the application. In one task, they were asked to find the event in a previously recorded non-synchronized
session looking inside the three files (VR video, camera video and signals) one by one. In another task, they were
asked to perform the same task with our application (and another recorded session). The order of these two tasks was
randomized.

After these tasks, users were asked to answer general questions about system functionalities: this phase was useful
for understanding if users could think of different approaches for synchronizing files or for analysing data. The last
step of the test was to let users fill a System Usability Scale (SUS) questionnaire [3].

6 RESULTS

Every session was successfully recorded and synchronized. Participants took between 2 and 3 minutes to explore
the dungeon and trigger the scary event. To analyse if the use-case scenario designed was effective in generating a
physiological response we analysed the data recorded through our framework. The analysis was facilitated by our
framework since in the offline mode it was possible to replay the whole session, find the scary event moment and mark
it. The timestamp of such marker, manually annotated by a human, was then compared with the physiological signals.
For such experience, it is possible to find peaks in the EMG signal and in the accelerometer data (3 channels, one per
axis) through simple data analysis (finding the max or min for each data channel). Since the accelerometer was placed
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on the chest, it did not move much during the VR experience until the scary event occurred. The same concept applies
for EMG. During the experience muscles are generally relaxed, they only contract as a response to sudden stimuli like a
loud noise. Since the replaying technique is based on a human search of the right timestamp, it cannot be very accurate;
data analysis instead has milliseconds accuracy. We consider successful a comparison that shows a difference of at
most 1 second between the two techniques. For 8 datasets, the event annotated by the human corresponded to the
one spotted in all 4 channels (EMG and ACC), for 3 datasets corresponded in 3 channels, and for 1 dataset only in one
channel. 3 datasets were probably affected by artifacts, or the participant behavioural reaction was restrained.

The other relevant measures we acquired are ECG and EDA. In this case, it is difficult to find peaks, but we can rather
identify an increase in the average values over a time-window. We examined the mean heart rate and EDA in the 30
seconds preceding and following the event. More specifically, since the event can cause sudden movement that affects
the measurement, the first 3 seconds after the event were skipped and the mean was computed for the subsequent
30 seconds. The mean heart rate was extracted from the ECG signal via the Python Heart Rate Analysis Toolkit [20].
The mean heart rate increased after the event 12.32% in average. The average increase of EDA was of 10.17%. The
average score of the SUS questionnaire was 76, which is considered as good. Although the graphical interface is not
very catchy, users found the system usable and felt confident while performing the tasks. From the test we saw that the
most valuable feature of the system is the file synchronization; this leads to an easy and comfortable data analysis that
would be way harder without the framework.

7 CONCLUSION AND FUTUREWORK

This paper illustrates the design, development and evaluation of a framework for recording and synchronizing expe-
riences in VR with physiological signals. To the best of our knowledge, our solution is the first to provide a general
purpose analysis framework for any Unity application, enabling the integration of a variety of physiological sensors
through the BiosignalsPlux Bluetooth wireless kit. This framework is therefore a useful tool for whoever wants to
design and evaluate experiences involving VR and physiological measurements, facilitating data collection and analysis.

The evaluation through the proof of concept proved the effectiveness and validity of the system, which behaves
correctly and fully satisfies the requirements it was designed for. In particular, starting from the comparison between
"manual" and data-driven approach to find the event in the recorded session, we showed that it was possible to match
the physiological signals with the user’s reaction. This result led us to conclude two things. The first one is that once
the session files are synchronized, identifying the event time is easy. The only thing to do is to replay the session, find
the event and mark it. The second outcome is that data analysis allows to find easily detectable events in most cases,
and that it brings us the same results as the manual analysis. This feature is particularly useful because it allows to
facilitate the analysis process by easily finding key events of the experience. From the analysis of physiological signals,
we showed that ECG and EDA analysis are clearly identifiable in the data if we know when the event happens. We also
showed that the accelerometer data and EMG data can be particularly useful to identify user’s reactions.

There are some improvements that can be done in order to make the framework more powerful and usable. First,
the integration of VR real-time monitoring (currently available in a separate Unity window) into the Java application
would make the usage of our platform easier and more direct. We also plan to improve signals visualization, in order
to provide more control on the time frames to be displayed and to introduce further physiological indicators, to be
extracted from the collected raw signals. Integrating instructions and suggestions for sensor placement in the interface
could also be beneficial for novice users of physiological sensors. Finally, we plan to test the tool with further headsets,
in particular for the integration with latest wireless VR headsets.
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We believe that this framework could be a useful tool for the design of new experiences in the metaverse that can
elicit emotional reactions in the users. The road towards an emotionally augmented metaverse is still long and many
studies should still be conducted for providing emotionally rich experience in the metaverse. The proposed framework
can be considered as a small, open-source brick to construct such emotionally augmented environments.
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