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ABSTRACT
This paper addresses an optimization problem with two decision
variable vectors. This problem can be divided into multiple subprob-
lems when an arbitrary value is given to the first decision variable
vector. In conventional genetic algorithms (GAs) for the problem,
an individual is often expressed by the value of the first decision
variable vector. In evaluating the individual, the value of the re-
maining decision variable vector is determined by metaheuristics or
greedy algorithms. However, such GAs are time-consuming or not
general-purpose. We propose a GA with a neural network model
to estimate the optimal objective function values of the subprob-
lems. Experimental results compared to other GAs show that the
proposed method is effective.
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1 INTRODUCTION
The genetic algorithm (GA) [1] is known as an effective method
for solving optimization problems. It is one of the metaheuristics
using multiple candidate solutions to find a near-optimal solution
in a reasonable time and has been actively studied. In recent years,
more complicated optimization problems have needed to be solved,
and it is important to develop GAs that can find a better solution
in a shorter time.
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When a GA is applied to an optimization problem, especially
to one with two decision variable vectors, the following strategy
is often adopted [2–7]. An individual of GA is expressed by the
values of one of the decision variable vectors. In evaluating the
individual, the values of the remaining decision variable vector are
determined by applying metaheuristics or greedy algorithms. This
application corresponds to solving the problem of optimizing the
remaining decision variable vector. However, the metaheuristics
are time-consuming, and the greedy algorithms are not general-
purpose.

In this paper, we address a problem in which optimizing the
remaining decision variable vector can be divided into multiple
similar subproblems, and we propose a GA with a neural network
for solving the problem. As mentioned above, in the individual
evaluation of existing GAs, metaheuristics or greedy algorithms
intend to solve the subproblems: find the optimal values of their
decision variables. However, what is needed in the individual eval-
uation is the optimal values of objective functions, not decision
variables. Therefore, in the proposed method, the neural network
estimates the optimal objective function values of the subproblems,
and the estimated values are used for evaluating the individual. This
estimation method is general-purpose and is not time-consuming.

As another GA with machine learning, the surrogate-assisted
GA is proposed [8–10]. This GA uses the surrogate model to ap-
proximate an objective function, and the surrogate model is trained
during the execution of the GA. In contrast, the proposed method
uses a model to estimate the optimal objective function values of
subproblems, and the model is trained before the execution of the
GA.

The rest of this paper is organized as follows. Section 2 defines a
problem to be solved in this paper and shows its concrete examples.
Section 3 proposes a method for solving the problem. Section 4
shows experimental results for one of the concrete examples and
evaluates the performance of the proposed method by comparison
with other methods. Finally, Section 5 concludes this paper.

2 PROBLEM STATEMENT
This section defines a problem to be solved in this paper and then
shows its concrete examples.

2.1 Definition
We address a problem with two decision variable vectors, x1 and
x2. The problem is formulated as

min
x1,x2

f (x1,x2;P) , (1)

where P is a parameter vector in the problem. We give two
examples of P : in the knapsack problem, P consists of the values of
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items, and in the traveling salesman problem, P consists of distances
between cities. f is the objective function and is parametrized by
P .

Once the first decision variable vector x1 is given an arbi-
trary value a1, f can be expressed as the sum of partial functions
дk (k = 1, 2, . . . ,q) and is given by

f (a1,x2;P) =
q∑

k=1
дk

(
x2k ;Pk

)
, (2)

where each x2k is a part of the second decision variable vector x2.
Each element of x2 must be an element of one of x21,x22, . . . ,x2q ,
and the correspondence depends on a1. Pk is a part of P , and
the correspondence also depends on a1. The partial function дk

is a function of x2k and is parametrized by Pk . Since all дk are
independent, minimizing f in equation (2) can be achieved by
minimizing each дk individually. The subproblem of minimizing
дk is formulated as

min
x2k

дk
(
x2k ;Pk

)
(k = 1, 2, . . . ,q) . (3)

All subproblems are assumed to be similar: all Pk consist of the
same kind of parameters as each other, and all дk are of the same
form.

2.2 Concrete Examples
Concrete examples of the problem defined in Subsection 2.1 include
the clustering problems [3, 5] and the drone delivery scheduling
problem (drone problem) [11]. This subsection describes one of the
clustering problems and the drone problem.

2.2.1 Clustering problem [5]. In a service area, n users are divided
into q clusters to allocate power to them. They receive the power
from a base station. Users in each cluster share the power resources
of the cluster. The clustering problem is to determine the cluster to
which each user belongs and the amount of power allocated to the
user to maximize the total throughput from the base station to all
users.

Let yi be the decision variable meaning the cluster number to
which the user i (= 1, 2, . . . ,n) belongs, zi be the decision variable
meaning the amount of power allocated to the user i , and hi be the
channel gain to the user i . The decision variable vectors x1, x2, and
the parameter vector P defined in Subsection 2.1 are as follows:

x1 = [y1 y2 . . . yn ] ,

x2 = [z1 z2 . . . zn ] ,

P = [h1 h2 . . . hn ] .

Once x1 is given an arbitrary value a1, the objective function f
can be divided into q partial objective functions each of which is
the sum of throughputs to users in one cluster. Specifically, let n(k)
be the number of users in the cluster k (= 1, 2, . . . ,q), that is, the
number of variables yi satisfying yi = k . Note that these numbers
n(k) depend on a1. Let ikm ∈ {1, 2, . . . ,n} (m = 1, 2, . . . ,n(k)) be
them-th user in the cluster k . The partial objective function дk , the
decision variable vector x2k , and the parameter vector Pk are as

follows:

дk
(
x2k ;Pk

)
= −

n(k )∑
m=1

N1log2
©­­«1 +

zikm
hikm∑n(k )

m′=1 zikm′
hikm′

+ N2

ª®®¬ ,
x2k =

[
zik1
. . . zikn(k )

]
,

Pk =

[
hik1
. . . hikn(k )

]
,

where N1 and N2 are constants. Each subproblem is to determine
the amount of power allocated to each user in one cluster. The
power allocation in each cluster does not affect the other clusters,
and therefore each subproblem can be optimized individually. For
example, by letting n = 6,q = 3, and x1 = [1 2 3 1 3 2], i11 = 1, i12 =
4, i21 = 2, i22 = 6, i31 = 3, and i32 = 5 are determined. Therefore, x21 =
[z1 z4], x22 = [z2 z6],x23 = [z3 z5], P1 = [h1 h4],P2 = [h2 h6], and
P3 = [h3 h5] are also determined. All Pk consist of hi , and all дk
are of the same form. Therefore, all subproblems are similar.

2.2.2 Drone problem [11]. A truck loaded with n parcels and p
drones leaves a distribution center and stops at q points on the way
to a destination. The drones take off from each point and deliver
parcels to customers. A drone can carry only one parcel. Therefore,
if the drones deliver to more than p customers from the point, some
of them must return to the truck and deliver undelivered parcels.
When all drones finish delivering from the point and return to the
truck, the truck moves to the next point. From the last point, the
truck moves to the destination.

The drone problem is to determine the drone delivering a parcel
to each customer and the point at which the drone takes off. Its
objective is to minimize the completion time of delivering to all
customers. The route of the truck is fixed, so its travel time does
not change. Therefore, minimizing the delivery completion time
is the same as minimizing the sum of the longest flight time of all
drones at each point.

Let yi be a decision variable meaning the point number from
which a drone delivers to the customer i (= 1, 2, . . . ,n) and zi be
a decision variable meaning the drone number delivering to the
customer i . Letwik be the drone flight time between the customer i
and the point k (= 1, 2, . . . ,q). The decision variable vectors x1, x2
and the parameter vector P defined in Subsection 2.1 are as follows:

x1 = [y1 y2 . . .yn ] ,

x2 = [z1 z2 . . . zn ] ,

P =
[
w11 w12 . . .w1q w21 . . .w2q . . .wnq

]
.

Once x1 is given an arbitrary value a1, the objective function f
can be divided into q partial objective functions each of which is the
delivery completion time at one point. Specifically, let n(k) be the
number of customers to who drones deliver from the point k , that is,
the number of variables yi satisfying yi = k . Note that these num-
bers n(k) depend on a1. Let ikm ∈ {1, 2, . . . ,n} (m = 1, 2, . . . ,n(k))
be them-th customer to who a drone delivers from the point k . The
partial objective function дk , the decision variable vector x2k , and
the parameter vector Pk are as follows:

дk
(
x2k ;Pk

)
= max

j=1,2, ...,p

∑
m∈M (j,k )

wikmk ,
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M (j,k) =
{
m

��� j = zikm

}
,

x2k =

[
zik1
. . . zikn(k )

]
,

Pk =

[
wik1 k

. . .wikn(k )k

]
,

where M(j,k) is the set of customers to who the drone j delivers
from the point k . Each subproblem is to determine the drones
that deliver to customers from one point. The flight time from
each point does not affect the other points, and therefore each
subproblem can be optimized individually. For example, by letting
n = 10,q = 3, and x1 = [1 1 2 3 2 1 2 3 2 1], i11 = 1, i12 = 2, i13 =
6, i14 = 10, i21 = 3, i22 = 5, i23 = 7, i24 = 9, i31 = 4, and i32 = 8 are
determined. Therefore, x21 = [z1 z2 z6 z10], x22 = [z3 z5 z7 z9],
x23 = [z4 z8], P1 = [w11 w21 w61 w10,1], P2 = [w32 w52 w72 w92],
and P3 = [w43 w83] are also determined. All Pk consist ofwik , and
all дk are of the same form. Therefore, all subproblems are similar.

3 PROPOSED METHOD
This section proposes a GAwith a neural networkmodel to estimate
minдk , the optimal objective function value of subproblem (3). We
describe the basic concept of the proposed method and then its
details.

3.1 Basic Concept
In existing GAs for the problem (1) with two decision variable
vectors x1 and x2, each individual often consists of the value of
only x1. The value of the remaining x2 is determined whenever the
individual is evaluated to select good ones used in operations such
as the crossover. It is evaluated to be good if the determination of
x2 results in generating a good solution. For generating the good
solution, the value of x2 is determined by applying metaheuristics
or greedy algorithms [2–7]. However, the metaheuristics are time-
consuming, and the greedy algorithms are not general-purpose. In
addition, although these methods determine the value of x2, rather
than the optimal value of x2, the individual evaluation requires
minx2 f (a1,x2), the optimal objective function value under x1 = a1.

In recent years, neural networks have attracted attention again
and been actively studied. If a neural network model can estimate
minx2 f (a1,x2) froma1, the estimated value can be used to evaluate
an individual of GA. The estimation by this model takes a reason-
able time and is applicable for all problems formulated as (1), which
overcomes the disadvantages of the metaheuristics and the greedy
algorithms. However, the model must be trained during the execu-
tion of the GA, so the training is time-consuming and is required
for each instance. If the model can estimate minx2 f (a1,x2;P) from
not only a1 but also P , it can be used commonly for all instances.
Moreover, it can be trained before the execution of the GA, so the
execution time does not increase. However, since the number of
inputs a1 and P to the model is larger, training the model is more
difficult.

As shown in equation (2), once the decision variable vector x1
is given an arbitrary value a1, the objective function f can be
expressed as the sum of multiple partial functions дk (x2k ;Pk ).
Therefore, instead of directly estimating minx2 f (a1,x2;P), our pro-
posed model indirectly estimates minx2 f (a1,x2;P) by estimating

дkmin = minx2kд
k (x2k ;Pk ) and summing them. Since the parame-

ter Pk in the subproblem (3) is determined depending ona1, the pro-
posed model can estimate дkmin from only Pk without a1. Moreover,
the dimension of Pk is lower than that of P . Therefore, training the
proposed model becomes easier. Since all subproblems are similar as
assumed in Subsection 2.1, the proposed model can alone estimate
дkmin for all k , and multiple models are not required. Therefore, it
is more efficient.

3.2 Basic Framework of the Proposed Genetic
Algorithm

Based on the basic concept described in Subsection 3.1, each indi-
vidual of GA consists of the value of the decision variable vector x1,
and the selection, crossover, and mutation operations are applied to
individuals. The selection requires fitness to evaluate an individual.
In many existing GAs, it corresponds to the objective function value
f . In contrast, in the proposed method, f is not calculated directly,
and the fitness is calculated by using the estimation eдkmin of the
optimal objective function value дkmin for each subproblem. The
value eдkmin is estimated by inputting the parameter Pk into the
neural network model trained in advance. From estimated values,

the fitness e f is calculated by e f =
q∑

k=1
eдkmin . Note that e f means

the estimated value of minx2 f (a1,x2;P).

3.3 Dataset for the Neural Network Model
Our neural network model estimates the optimal objective function
value дkmin from the parameter Pk of each subproblem. It is trained
before the execution of the GA. Therefore, it is possible to create
many training data in a long time to improve the estimation accu-
racy. The input of the model is the subproblem parameter, which is
denoted by SP . The output is the estimated value, which is denoted
by s .

A sufficient number N of training data are created in the fol-
lowing way. First, an appropriate method generates N subprob-
lem parameters SP i (i = 1, 2, . . . ,N ). Next, the subproblem with
each SP i is solved, and let si be its optimal objective function
value. The combination of SP iand si is data, and the dataset is
{(SP1, s1), (SP2, s2), . . . , (SPN , sN )}. For solving the subproblem, it
is necessary to prepare an optimization method. Since the solution
should be optimal, and the number of decision variables in each
subproblem is smaller than that in problem (1), the exact methods
such as the branch-and-bound method and the dynamic program-
ming should be prepared. If preparing them is difficult, approximate
methods such as the GA and the tabu search are used.

3.4 How to Determine the Final Solution
For problem (1) with decision variable vectors x1 and x2, the pro-
posed GA determines the value of only x1 but never determines
that of x2. Therefore, it does not yet determine the final values of
all the decision variable vectors, that is, the final solution. To deter-
mine the final solution, after running the GA and determining the
final value of x1 from the best individual, the optimization method
prepared in Subsection 3.3 solves each subproblem. By finding the
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Figure 1: Flow of the whole proposed method.

optimal value of x2k for each subproblem, x2 is determined, and
the final solution is also determined.

Finally, the flow of the whole proposed method is summarized
in Figure 1.

4 NUMERICAL EXPERIMENTS
This section shows experimental results of applying the method
proposed in Section 3 and discusses its performance compared with
other methods. As a case study, we use the drone problem described
in Subsection 2.2.

4.1 Method
We use 20 instances in [11]. In these instances, the numbers of
customers, drones, and takeoff points are, respectively, n = 50,p =
6, and q = 10. The flight time wik between each customer i and
each point k is different depending on instances. To each instance,
we apply the following four GAs:

• Proposed method: GA whose individual consists of the value
of x1, and the individual is evaluated using the neural net-
work model,

• GA1: GA whose individual consists of the values of x1 and
x2,

• GA2: GA whose individual consists of the value of x1, and
the individual is evaluated by determining the value of each
x2k using a greedy algorithm,

• GA3: GA whose individual consists of the value of x1, and
the individual is evaluated by determining the value of x2
using a metaheuristic.

Each GA is executed 10 times. The experiments are conducted on a
computer with Intel Core i7-7500U (2.70GHz).

4.2 Setting of the Proposed Method
This subsection describes the settings of the dataset, the neural
network model, and the GA in the proposed method.

4.2.1 Setting of the dataset and the neural network
model. First, we describe how to create the dataset
{(SP1, s1), (SP2, s2), . . . , (SPN , sN )}. The number of training
data is set to N = 8000. The input of the neural network model is
the subproblem parameter vector SP , and in the drone problem, it
is a vector of flight timeswik between one point k and customers to
whom drones deliver from the point. Since n = 50, the dimension
of SP is set to 50. However, mostly the number of customers
in a subproblem is less than 50. For the subproblem, only some
elements of SP are the flight times, and the remaining elements are
set to 0. By randomly giving the number of customers and the flight
times, each parameter vector SP i of the dataset is generated. In
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this generation, to improve the estimation accuracy, the elements
of SP i are sorted in descending order by SP i and are normalized
between 0 and 1 by the element. The subproblem with each SP i

is solved by the branch-and-bound method to obtain its optimal
objective function value si . Not only training data but also 2000
test data are created in the same way.

Next, the architecture and parameters of the neural network
model are as follows:

• Number of hidden layers: 1,
• Layer: Fully connected,
• Number of neurons: 50 (input layer), 50 (hidden layer), and
1 (output layer),

• Activation function: Rectified linear unit (ReLU),
• Loss function: Mean square error (MSE),
• Optimizer: Adam,
• Batch size: 512,
• Number of epochs: 1000.

4.2.2 Setting of the genetic algorithm. As described in Subsection
3.2, an individual is evaluated using the value eдkmin estimated
by inputting the parameter vector Pk of each subproblem into
the neural network model. In this input, the elements of Pk are
sorted in descending order, which is the same as those of parameter
SP i of the dataset. The fitness e f of the individual is calculated

by e f =
q∑

k=1
eдkmin . However, if the number of customers in the

subproblem is less than or equal to the number of drones p = 6, it is
optimal that each drone delivers to separate customers. In this case,
the maximum flight time of drones equals the optimal objective
function value дkmin and is used instead of eдkmin .

In the selection, tournament selection selects two individuals
as parents. Uniform crossover or single point mutation is applied
to them to generate two offspring. The generated offspring are
replaced with the parents in the population. The parameter setting
of GA is as follows:

• Population size: 10000,
• Number of generations: 80,
• Tournament size: 5,
• Crossover rate: 0.6,
• Mutation rate: 0.01.

4.3 Setting of the Other Methods
GA1 differs from the proposed method in the individual representa-
tion described in Subsection 4.1, the evaluation, and the mutation.
In the evaluation of GA1, the objective function value f is directly
calculated as a fitness. Single point mutation is applied to each part
of an individual expressed by x1 and x2.

GA2 and GA3 differ from the proposed method only in the eval-
uation. In the evaluation of GA2, the value of the decision variable
vector x2k for each subproblem is determined by the greedy al-
gorithm called the Longest Processing Time (LPT). LPT assigns
the customer with the longest flight time to the drone with the
shortest total flight time. Note that LPT is not general-purpose. An
individual is evaluated by f calculated from the values of x1 and
each x2k . In the evaluation of GA3, the value of x2 is determined

Figure 2: Training curves.

by the local search. In this local search, an initial candidate solu-
tion is generated randomly. Some new solutions are generated by
changing each variable of the candidate solution randomly. If the
best of the generated solutions is better than the candidate solution,
it is replaced with the candidate solution. Those operations are
repeated 10 times. An individual is evaluated by f calculated from
the values of x1 and x2.

The parameter setting of GA1 and GA2 is the same as that of the
proposedmethod, whereas that of GA3 differs in that the population
size is 5500.

4.4 Results
First, we verify the estimation accuracy of the neural network
model proposed in Subsection 3.2. Figure 2 shows the variation of
the mean absolute errors (MAEs) for the training and test data. Both
MAEs greatly decrease, and the MAE for the test data is 1.20 and
slight at the final epoch. Therefore, the proposed model is properly
trained.

Next, the proposed method is compared with GA1, GA2,
and GA3. Table 1 shows the average objective function values
f̄pm , f̄GA1, f̄GA2, and f̄GA3, respectively, by applying the proposed
method, GA1, GA2, and GA3 10 times. Table 2 shows the average
computation time T̄pm , T̄GA1, T̄GA2, and T̄GA3. These tables include
results by an integer programming solver [11]: fI P andTI P . In [11],
the computation is limited to about 3600 seconds. Figure 3 shows
two average convergence curves of the proposed method executed
for the instance 1 five times. One is the best of the estimated ob-
jective function values of all individuals, and the other is the true
value for the estimation. Figure 4 shows four average convergence
curves of the proposed method and other GAs for instance 3 five
times.

We conduct the t-test between f̄pm and each of f̄GA1, f̄GA2,
and f̄GA3 in Table 1. The p-values for the three t-tests are 3.60 ×

10−14, 0.15, and 2.68×10−7. Therefore, at a 5% significance level, the
difference between f̄pm and each of f̄GA1 and f̄GA3 is significant,
but the difference between f̄pm and f̄GA2 is not significant. These
results of the t-tests and Table 1 show that the proposed method
finds better solutions than GA1 and GA3 and as good solutions
as GA2. Table 2 shows that the average computation time of the
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Table 1: Comparison of objective function values by the proposed method and other GAs

Instance f̄pm f̄GA1 f̄GA2 f̄GA3 fI P [11]

1 101.8 124.4 102.0 104.5 96
2 87.8 102.0 86.3 89.2 84
3 90.4 108.6 88.2 96.5 85
4 91.2 111.4 90.5 98.4 88
5 92.2 113.0 93.1 97.3 88
6 90.1 104.4 88.9 93.7 86
7 88.2 103.4 86.5 95.6 83
8 99.9 120.4 100.1 104.0 93
9 88.3 109.2 89.6 94.6 88
10 96.2 118.9 97.2 104.2 94
11 89.8 106.0 89.8 88.4 82
12 94.7 117.2 94.7 100.8 92
13 99.9 120.9 98.6 106.1 96
14 85.7 103.0 85.3 88.8 84
15 102.5 122.6 103.7 103.8 95
16 95.3 128.7 95.9 103.0 93
17 102.4 129.2 101.5 105.3 96
18 87.0 108.3 85.4 97.2 84
19 97.4 124.3 97.2 105.6 93
20 100.9 127.0 100.2 111.2 96

Average 94.085 115.145 93.735 99.41 89.8
Standard deviation 5.562 9.019 5.955 6.277 4.946

Table 2: Comparison of computation time [s] by the proposed method and other GAs

Instance T̄pm T̄GA1 T̄GA2 T̄GA3 TI P [11]

1 16.21 14.61 14.72 275.72 3610.89
2 15.96 14.51 14.48 274.76 2476.56
3 16.07 14.51 14.67 275.14 3612.25
4 15.84 14.53 15.79 275.15 3614.61
5 15.74 14.53 14.97 275.04 1099.56
6 15.99 14.62 14.63 275.14 2138.09
7 16.56 14.51 14.42 274.86 351.75
8 27.27 14.51 14.38 273.34 3609.88
9 33.18 14.50 14.27 271.10 3604.55
10 17.20 14.60 14.33 275.37 3605.33
11 16.45 14.65 14.43 278.72 3606.98
12 16.27 14.59 14.54 282.60 3610.52
13 48.05 14.33 14.51 274.05 3610.59
14 16.15 14.44 14.25 273.56 3606.17
15 16.16 14.46 14.49 282.09 3607.63
16 16.27 14.32 14.30 280.79 3606.31
17 16.80 14.66 14.30 276.84 3612.31
18 16.29 14.46 14.51 278.17 261.53
19 16.53 14.39 14.37 287.40 3605.69
20 16.88 14.48 14.33 276.41 3610.33

Average 19.294 14.511 14.535 276.813 3028.077
Standard deviation 7.863 0.093 0.336 3.746 1111.137
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Figure 3: Convergence curves of the proposed method for
instance 1.

Figure 4: Convergence curves of the proposed method and
other GAs for instance 3.

proposed method is about 257 seconds shorter than that of GA3.
However, it is about 5 seconds longer than those of GA1 and GA2.
Table 1 and 2 show also that the proposed method can find good so-
lutions faster than the integer programming solver. Figure 3 shows
that the proposed method gradually evolves the initial individu-
als with bad objective function values into individuals with good
ones. Therefore, individuals are evolved correctly using estimations
by the neural network model. Figure 4 shows that the proposed
method and GA2 are slightly worse than GA3 until about the 45-th
generation. GA1 is the worse at any generation.

4.5 Discussion
The proposed method can find better solutions than GA1, as shown
in Table 1. However, it takes about 1.5 seconds longer than GA1 for
most instances, as shown in Table 2. This is because the elements of
parameter vector Pk in each subproblem are sorted in descending
order in inputting Pk to the neural network model, as described
in Subsection 4.2.2. Moreover, the proposed method takes much
longer than GA1 for instances 8, 9, and 13. This is because the
branch-and-bound method for determining the final solution takes

longer if the subproblem it solves has many decision variables. For
these same reasons, the proposed method takes longer than GA2.

The proposed method can find better solutions than GA1 and
GA3 and as good ones as GA2, as shown in Table 1. Hybrid strate-
gies such as GA2 and GA3 are often adopted for problems with
multiple decision variable vectors. Compared to GA2, the proposed
method does not use an algorithm depending on a problem, so it is
general-purpose. Compared to GA3, the proposed method does not
long search for the optimal solution of a subproblem, so it is not
time-consuming. Another possible strategy is to use a GA whose
individual consists of all decision variables like GA1. Compared to
GA1, the proposed method can find much better solutions. There-
fore, the proposed method is superior to methods employing other
strategies.

Figure 3 shows that the estimated objective function value is
almost the same as the true one until about the 40-th generation.
However, from the generation, the estimated value is meaningfully
smaller than the true one. This is because the estimation by the neu-
ral network model includes an error, and overestimated individuals
survive.

5 CONCLUSION
This paper has proposed a GA with a neural network model to
estimate optimal objective function values of subproblems. Ex-
perimental results for the drone problem show that the proposed
method is superior. However, since its performance is evaluated
only for the drone problem, we need to conduct experiments for
other problems to verify its effectiveness.

Subproblems of problem (1) are similar to each other. However,
there are cases where subproblems are not similar. For such a prob-
lem, multiple neural network models are required for the respective
subproblems. We need to address the problem and develop a GA
with the multiple neural network models.
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