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ABSTRACT
In the pharmaceutical industry, the maintenance of produc-
tion machines must be audited by the regulator. In this
context, the problem of predictive maintenance is not when
to maintain a machine, but what parts to maintain at a given
point in time. The focus shifts from the entire machine to
its component parts and prediction becomes a classification
problem. In this paper, we focus on rolling-elements bear-
ings and we propose a framework for predicting their degra-
dation stages automatically. Our main contribution is a k-
means bearing lifetime segmentation method based on high-
frequency bearing vibration signal embedded in a latent low-
dimensional subspace using an AutoEncoder. Given high-
frequency vibration data, our framework generates a labeled
dataset that is used to train a supervised model for bear-
ing degradation stage detection. Our experimental results,
based on the FEMTO Bearing dataset, show that our frame-
work is scalable and that it provides reliable and actionable
predictions for a range of different bearings.

1. INTRODUCTION
Machine learning techniques combined with affordable sen-
sors and processing power gave rise to predictive mainte-
nance as a means to break the traditional trade-off between
machine lifetime maximization (through corrective event-
based maintenance) and downtime minimization (through
preventive risk-based maintenance) [19].

Traditionally, predictive maintenance aims to schedule inter-
ventions on a machine based on health condition predictions
derived from high frequency data collected by sensors. How-
ever, in the pharmaceutical industry, production machines
must be audited by a medicines agency after each repair or
maintenance operation. As a result, it is customary that
maintenance and its associated auditing process are sched-
uled regularly (e.g., twice a year). In this context, predic-
tive maintenance is no longer a regression problem: when to
schedule maintenance? It becomes a classification problem:
what parts of a machine should be exchanged at a given point
in time?

We focus on one type of machine part: rolling-element bear-
ings. Bearing products are important components of active
pharmaceutical ingredient machinery, packaging machinery
and medical testing equipment. The problem is how to pre-
dict the state of a bearing using vibration data. An existing

approach is to consider a one class classification [18; 8] where
a model is trained using only healthy bearing vibration data
and the faults are detected when the signal deviates sig-
nificantly from the healthy signal. Another approach is to
train a supervised two class classifier using data from only
the beginning of an experiment when a bearing is known to
be healthy and the end of the same experiment when the
bearing is known to be faulty [23]. However, binary classifi-
cation does not provide the necessary level of bearing health
condition granularity. The data can be segmented into mul-
tiple stages manually by inspecting plots of vibration signal
throughout the whole bearing lifetime in both frequency and
time domains [24; 10], or using clustering algorithms [31; 9].

In this paper, we build on the aforementioned ideas and
present a framework for early stage detection of degrada-
tion in bearings. This is crucial to decide which bearings to
replace at a given point in time. Specifically, our contribu-
tions are the following:

1. We build on domain knowledge to automate data la-
beling. We propose a k-means bearing lifetime seg-
mentation method based on high-frequency bearing
vibration signal embedded in a latent low-dimensional
subspace using an AutoEncoder.

2. We design a supervised classifier, based on a multi-
input neural network, for bearing degradation stage
detection.

3. Our experiments with a publicly available dataset (see
Section 5) show that our framework is practical and
efficient: (i) the automatic labeling method is compa-
rable to manual labeling, (ii) the classifier is trained
quickly with high accuracy and (iii) it identifies stages
reliably based on individual vertical and horizontal
measurements.

Code and experiments are available at https://github.

com/DovileDo/BearingDegradationStageDetection.

2. RELATED WORK
Existing work in the literature focuses on process validation
in the pharmaceutical industry based on mathematical mod-
els [2] rather than predictive maintenance based on sensor
data. In the rest of this section, we focus on bearing degra-
dation modeling.

Bearing degradation modeling methods can be categorized
into two groups: continuous degradation, focused on build-
ing a single model to capture the degradation, and discrete
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degradation stage models, based on the assumption that the
distribution governing the degradation changes over time.

Continuous degradation models by nature are regres-
sion models that often rely on fault, commonly referred to
as first predicting time (FPT), detection [11]. Due to low
healthy bearing vibration signal variation and high varia-
tion in bearing lifetime lengths, linear target function is set
only after the FTP is detected and bearing vibration sig-
nal starts showcasing an exponential degradation trend. A
health index for FPT detection is typically calculated from a
single feature, such as RMS, or a combination of features de-
rived from bearing vibration data and fused together, using
e.g., PCA [28; 6], Mahalanobis distance [29] or Chebyshev
inequality function [17], is used as a health index for FPT
detection. A fault is detected when the health index exceeds
a predefined threshold value. This is a critical decision in
the system, yet threshold value setting is not a trivial task
and, at times, can be quite arbitrary. What is more, these
methods are limited to a single health index that does not
convey enough information to detect faults in early degra-
dation stages. As a result, Continuous degradation models
suffer from late fault detection.

Unsupervised AutoEncoder based anomaly detection meth-
ods [16; 5] are used as an alternative to health index. Deep
neural networks are able to extract rich representations of a
healthy bearing that together with the decoded signal resid-
uals are used for fault detection. In the proposed method,
we leverage AutoEncoder based anomaly detection in the
late bearing degradation stage. However, in the early degra-
dation stages these methods face a similar challenge of an
appropriate threshold setting that would allow early fault
detection without increasing rate of false positives. Further-
more, as these methods are based on residuals, strictly only
healthy bearing signals can be used for training which is hard
to select and distinguish from early degradation stages. For
these reasons, we do not use AutoEncoder based anomaly
detection in the early stages of bearing degradation.

Wang et al. [26] estimated remaining useful life (RUL) di-
rectly by using exponential degradation models to fit the
degradation curve composed of features extracted from a
raw signal past measurements. Fault threshold setting is
bypassed by extrapolating the degradation curve into the fu-
ture and measuring the time until the extrapolated curve ex-
ceeds the complete failure threshold. This way, both health
index building and threshold setting are avoided. Yet, due
to a constant trend of the bearing degradation curve at early
degradation stages, the extrapolation method fails to accu-
rately estimate RUL early in a bearing’s lifetime.

Continuous degradation models by design are focused on
modeling later stages of bearing degradation. Our work is
different from these models as we attempt to build a frame-
work for bearing condition monitoring throughout a bear-
ing’s lifetime. We therefore employ the Discrete degradation
stage modeling method.

Discrete degradation stage modeling is a more robust
time-varying bearing degradation process modeling approach
compared to the Continuous degradation models, however
faced with even harder challenge of identifying multiple degra-
dation stages.

Statistical models such as hidden Markov models [21] or
Bayesian belief networks [31] are used to characterize (hid-
den) bearing degradation stages based on observations (vi-
bration signals). These approaches consider low dimensional

feature vector inputs since model parameter estimation in
high dimensional settings is challenging [22]. Low dimen-
sional inputs reduce model predictive power, as information
is lost when bearing vibration signal is embedded in lower
dimensions.

Liu et al. [12] model discrete degradation stages as a multi-
class classification problem. Yet, they use low dimensional
input vectors as well as an arbitrary number of classes that
lead to low accuracy for early bearing degradation, both
in terms of data labeling and classification. In contrast,
our approach introduces and combines an automatic data
labeling strategy based on domain knowledge with a deep
neural network classifier that is well suited for predictions
in both early and late degradation stages.

3. DOMAIN KNOWLEDGE
As a rolling-element bearing degrades, it goes through phys-
ical changes that can be detected in the frequency spectrum,
and which can generally be divided into five categories:

Healthy bearing. While a bearing is healthy, fundamental
frequency (shaft rotating speed) is the only frequency that
appears in the frequency spectrum. Fundamental frequency
persists throughout the bearing’s lifetime.

Stage 0 - thinning lubrication. The earliest sign of bear-
ing deterioration are vibrations in the ultrasonic frequency
region, indicating that bearing lubrication is beginning to
thin, see Figure 1. In order to detect these signs, vibration
data has to be sampled at a very high rate which may not be
feasible in industrial applications. What is more, physical
examination of a bearing at this stage may not reveal any
signs of degradation. Therefore, throughout this paper, a
bearing at this stage is considered to be healthy.

Stage 1 - insufficient lubrication. Decreased lubrica-
tion left unmitigated leads to increased friction, causing the
bearing to enter the second stage of degradation. Ultrasonic
frequency vibrations continue to rise. In addition, changes
appear in the natural frequency region as increased inten-
sity of the impact forces agitates the natural frequencies of
different bearing components, see Figure 1. At this stage, if
disassembled, the bearing would have an insufficient level of
lubrication.

Stage 2 - bearing fault. Rolling-element bearings are
prone to four types of faults: outer race, inner race, rolling
element, and cage fault [32]. Due to a developed fault or
a combination of faults, acceleration readings start to rise,
and characteristic fault frequencies can be detected in a fre-
quency range that we denote bearing fault frequency, see
Figure 1. At this stage, the bearing should be immediately
replaced. A specific bearing fault would be observed if the
bearing was disassembled.

Stage 3 - bearing failure. When the bearing reaches
the last deterioration stage, severe cracks appear and the
edges of the raceway or rolling element defects get smoothed.
This creates significant looseness in the bearing; therefore,
high-frequency fault detection methods may decline as the
characteristic fault frequencies are replaced by vibrations in
the form of random noise, particularly in the lower frequency
regions, see Figure 1. In this stage, the overall vibration
velocity amplitudes rise significantly, and complete failure of
the machinery can occur at any time. Ideally, no machinery
should ever be pushed to this point.

Problem. Our key insight in this paper, is that a multi-



Figure 1: Bearing degradation stage signatures1

class classification enables predictions at any point in time,
based on a bearing’s current condition.

Formally, the problem is the following: Given a discrete-
time vibration signal x[n] sampled at a high-frequency n and
obtained for a bearing at an unknown degradation stage k,
where k ∈ {healthy bearing, stage 1, stage 2, stage 3}, the
problem is to define a mapping function f : x[n] 7→ k.

We propose a method to automatically train a classifier that
learns this mapping function.

4. METHOD
We propose a two step method (see Figure 2 for an overview).
In the first step, an unsupervised k-means clustering method
is used to split a bearing’s lifetime dataset into k stages.
Our assumption here is that experiments are performed on
a range of representative bearings. The resulting datasets
are automatically labeled within the pharmaceutical com-
pany, without the need for manual intervention from bearing
experts.

The labeled data is used as input for the second step, where a
unified classifier is trained to predict the stage of a vibration
signal for a single bearing.

4.1 Labeling
We consider bearing lifetime data, obtained by running ex-
periments on healthy bearings until they fail. A bearing’s
lifetime dataset D contains vibration signals for multiple
bearings {B1, B2, ..., BN}, where Bi is a list of sequential
bearing vibration signal vectors (x[n]t0, x[n]t1, ..., x[n]T ),
obtained with sampling frequency n for a fixed time at reg-
ular intervals, from the initial time t0 at which the bearing
was healthy until the time T where the bearing fails.

A common way to deal with unlabeled data is unsupervised
clustering. In our case, unsupervised methods cannot be
applied on multiple bearings at once. When trained on mul-
tiple bearings, unsupervised methods pick up differences in
bearing fault modes (e.g., inner race outer race, rolling el-
ement, and cage fault), as well as different running speeds,
or loads in addition to the degradation stages. To single out
bearing degradation stages, every bearing in the training set
is processed separately.

The discrete-time vibration signal x[n] is first transformed to
the frequency domain using Fast Fourier Transform (FFT).
As we are dealing with high-frequencies, the signal trans-

formed to the frequency domain is high-dimensional, x[n]
FFT−−−→

x[l], where n is sampling frequency and l = n/2 + 1. We
consider two approaches for dimensionality reduction: Au-
toEncoder and principal component analysis (PCA).

1https://www.stiweb.com/v/vspfiles/downloadables/
appnotes/reb.pdf

First, we consider an AutoEncoder (architecture in Figure
3) and apply k-means clustering to the data embedded in
the latent low-dimensional space. A separate AutoEncoder
is trained for each bearing in the training set to reduce the
mean absolute error (MAE) reconstruction loss:

LMAE(θ) = E
∥∥∥X − X̂(X, θ)

∥∥∥
1

=
1

T

T∑
t=0

∣∣∣Xt − X̂t

∣∣∣
where θ is the AutoEncoder weights, X = {x[l]}Tt=0 are bear-
ing vibration signals in the frequency domain from t = 0 to
T , and X̂ = {x̂[l]}Tt=0 are AutoEncoder reconstructed bear-
ing vibration signals.

The AutoEncoder serves two purposes. In addition to its
ability to learn non-linear, complex data transformations
for dimensionality reduction, it is also used as an anomaly
detection method [1] for the degradation stage 3 labeling.
Empirically, we observed that when stage 3 is present in the
data, k-means clustering tend to split it into multiple stages
and cluster early stages together as the variance within the
stage 3 is much higher than the variance between the early
degradation stages. Therefore, if it is known that stage 3 is
in the data, we leave the end of a bearing lifetime (last 20%
of observations) out when training an AutoEncoder. Bear-
ing degradation stage 3 is detected by analysing AutoEn-
coder decoded signal residuals. When residuals of a left out
observation deviate by more than three standard deviations
from the mean residual value of the reconstructed signals
in the training dataset, then this observation is labeled as
stage 3. The rest of the bearing’s lifetime is labeled by clus-
tering the data in the AutoEncoder embedding space using
k-means.

PCA is often used as dimensionality reduction [4; 20], as well
as a basis for clustering [12; 27]. Therefore, we replaced the
AElabels part of the method in Figure 2 to map vibration
signals into lower dimensions. We observe that the first
principal components explain only a small portion of the
variance. We thus decided to keep the first 40 principal
components of each signal (between 30% and 60% variance).

We compare the AutoEncoder and PCA methods for dimen-
sionality reduction in Section 5.

4.2 Classifier
Earliest signs of bearing degradation are only visible in the
frequency domain as described in Section 3. However, as
degradation progresses, the signal in the time domain gets
more and more informative. To capture both effects, our
model architecture combines inputs in the time and fre-
quency domains. Figure 4 shows our proposed multi-input
neural network, with bearing vibration signal input in both
frequency and time domains.



Figure 2: AutoEncoder based data labeling and bearing degradation stage detection

Figure 3: AutoEncoder architecture

Figure 4: Classifier architecture



Table 1: Time domain features

1.
Mean
1
n

∑n
i xi

2.
Abs. median
Median(|xi|, ..., |xn|)

3.
Standard deviation√

1
n

∑n
i (xi − x̄n)2 4.

Skewness
1
n

∑n
i (xi−x̄n)3

( 1
n

∑n
i (xi−x̄n)2)

3
2

5.
Kurtosis

1
n

∑n
i (xi−x̄n)4

( 1
n

∑n
i (xi−x̄n)2)2

6.
Crest factor

max|x|√
1
n

∑n
i x2

i

7.
Energy∑n

i |xi|
2 8.

RMS√
1
n

∑n
i x

2
i

9. # of peaks 10. # of zero crossings

11. Shapiro test 12. KL divergence

Bearing vibration signal in the time domain is transformed
to the frequency domain using FFT. A signal in the fre-
quency domain can be further analyzed to obtain higher
quality features using signal processing techniques such as
spectral analysis, power spectrum analysis, power spectral
density analysis and envelope analysis [13]. Yet, this re-
quires extensive mechanical engineering expertise. Neural
networks are notorious for their ability to extract features
automatically from relatively raw data. Therefore, the fre-
quency domain input side of the neural network is used as
a feature extractor first and then the extracted features are
concatenated with time domain features.

Most of the time domain features are motivated by the ob-
servation that samples of a healthy bearing vibration tend
to follow a normal distribution, whereas distribution of the
samples towards a bearing failure tend to deviate signifi-
cantly from it. The thirteen time domain features are listed
in Table 1. As Kullback–Leibler divergence (KL) is not sym-
metric, it makes up two features: KL from the empirical
distribution of an observation samples to N (x̄, s2) and KL
from N (x̄, s2) to the empirical distribution. Skewness mea-
sures sample distribution asymmetry, kurtosis - distribution
tail heaviness (outliers), and crest factor shows how extreme
the signal peak is. Signal energy, RMS, number of peaks,
and zero crossings tend to increase significantly towards a
bearing failure point and are clear signs of total degradation.
These features are commonplace in vibration signal analysis
[32].

The neural network is trained to optimise categorical cross-
entropy loss:

LCE(θ) = −
C∑

c=1

kc log(yc)

where C ≤ 4 is the number of bearing degradation stages,
k is the bearing degradation stage vector predicted by the
k-means clustering as described in Subsection 4.1, and y =
f(x[l], x[n]′) is the bearing degradation stage posterior prob-
ability vector predicted by the classifier.

It is worth noting that our multi-input architecture design
leverages reduced input dimensionality and thus offers com-
putational advantages, in addition to its ability to analyse

bearing vibration signal in both frequency and time do-
mains.

5. EXPERIMENTAL FRAMEWORK
Our goal is to experimentally explore the viability of our
framework: how well can degradation stages be distinguished
automatically for the training set? How well can the stage
a bearing is in be predicted using a vibration signal? In
this section, we describe the experimental framework. We
present our results in the next section. All experiments were
executed on a Lenovo ThinkPad X390 touch 13 Core i 5
16GB RAM, 512 GB SSD.

5.1 System
The proposed framework was implemented in Python. Pan-
das [30] and NumPy [7] were used for data preprocessing
and extraction of some time domain features. The remaining
time domain features and all frequency domain features were
extracted using signal processing functions in the SciPy [25]
library. The Scikit-learn [15] implementation of k-means was
used for clustering and PCA dimensionality reduction. Both
AutoEncoders and the multi-input neural network were im-
plemented with Keras [3]. The labeling portion of the frame-
work is 331 SLOC, and the classifier is 51 SLOC.

5.2 Workload
The proposed framework is trained and evaluated using the
FEMTO Bearing dataset2, which was presented in the IEEE
PHM 2012 Prognostic challenge [14].

This dataset contains horizontal and vertical bearing vi-
bration measurements collected by running experiments on
bearings. To accelerate the degradation process, bearings
were put under stress conditions exceeding the recommended
load force. A total of 17 bearings were tested under three
different load and rotational speed conditions, detailed in
table 2. Due to safety concerns, experiments were stopped
after the accelerometer readings exceeded 20 g, signifying
that the bearing reached the final degradation stage.

The FEMTO Bearing dataset is challenging due to high vari-
ability in bearing lifetime durations (from 28 minutes to 7
hours), see Figure 5 for training set bearings. Bearing faults
are not specified. Worse, it is noted in the data challenge
description that bearings may have suffered from multiple
defects at once.

During the experiments, bearing vibrations were sampled
every 10 s at 25,600 Hz for 0.1 s. Sampling at such a high
frequency in industrial applications may not be feasible. So,
we downsampled the raw vibration signal of 25,600 Hz in
the FEMTO dataset by half to 12,800 Hz. This significantly
reduces data dimensionality yet preserves an actionable fre-
quency range. After the transformation to the frequency
domain, we obtain frequencies up to 6,400 Hz, where the
signs of bearing degradation are expected to appear.

Downsampled signal in the frequency domain is represented
by 641 features (12,800 Hz (sampling rate) x 0.1 s (sampling
duration) / 2 (due to the Sampling Theorem) + 1 (zero fre-
quency)). The dataset contains both vertical and horizontal
vibration signals; therefore, both signals were transformed
to the frequency domain.

2https://ti.arc.nasa.gov/tech/dash/groups/pcoe/
prognostic-data-repository/#femto



Figure 5: Lifetimes of training set bearings. The x-axis
shows the time (× 10 seconds), the y-axis shows the root
mean square (RMS) of the horizontal vibration accelera-
tion. Sharp increase in RMS indicates failure, however early
stages of degradation can not be predicted from the RMS
alone.

Table 2: Bearing operating conditions and dataset split
Condition Speed Load # of bearings in

# rpm N train set test set
1 1,800 rpm 4,000 N 2 5
2 1,650 rpm 4,200 N 2 5
3 1,500 rpm 5,000 N 2 1

5.3 Metrics
In the absence of ground truth, we need to introduce metrics
to characterize (a) how well stages are distinguished in the
labeling phase, and (b) how well the classifier predicts the
bearing stage given a vibration signal.

To evaluate labeling, we compare the automatically gener-
ated stage labels with the ones that we created manually
using the method from [24] (for the training set). The less
discrepancy the better, so we measure accuracy. Figure 6
illustrates this metric.

To evaluate the classifier, we first measure the time it takes
to train the classifier. We also compare the predicted stage
with the ones we labeled by the k-means clustering (for the
test set). For predictive maintenance, it is imperative that
predictions, at various points in time, follow the sequence of
degradation stages. So, in addition to accuracy at random
points in time, we also measure how well the predicted stages
overlap with the actual stages when predictions are made
sequentially in time.

5.4 Experiments
We split the FEMTO Bearing dataset into a training set and
a test set, see Table 2. Observations of all six bearings in
the training set were labeled automatically using both the
AutoEncoder and PCA methods. As the FEMTO dataset
contains measurements of horizontal and vertical vibrations,
both signals were used as inputs for labeling. Separate Au-
toEncoders were trained for each bearing, for both vertical
and horizontal vibration signals. In total, 12 AutoEncoders
were trained. Horizontal and vertical vibration signals em-
bedded by the AutoEncoders were concatenated, resulting
in a latent space of 16 dimensions where k-means cluster-
ing was applied. As it is known that all bearings during
the experiments reached stage 3, the last 20% of observa-
tions of each bearing were left out when training the Au-
toEncoders. Stage 3 was labeled using horizontal vibration

Figure 6: Bearing 1 1 labeling. Top: highest magnitude
frequency of each observation of both horizontal and vertical
vibration signals. Middle: smoothed maximum acceleration
calculated by averaging five highest absolute acceleration
measurements in the time domain. The top and middle
graphs are used for manual segmentation (vertical lines).
Bottom: bearing 1 1 with AElabels. Manual and automatic
labels largely overlap (high accuracy).

signal anomaly detection and the rest of the stages were la-
beled using 3-means clustering. We dub labels generated by
the described method AElabels.

We replaced the AElabels part of the labeling method in
Figure 2 with PCA to generate PCAlabels for reference.
Again, both horizontal and vertical signals reduced to 40
dimensions were concatenated and clustered using 4-means
clustering.

The data automatically labeled with AElabels and PCAlabels

was used to train two instances of the classifier that takes
horizontal and vertical vibration signals as input vectors.

Our experiments are based on the test set from the FEMTO
Bearing dataset. They focus on (1) the accuracy of the au-
tomatic labeling method, (2) the time to train the classifier
and (3) the accuracy of the predictions. Throughout, we
compare the impact of the dimensionality reduction meth-
ods AElabels and PCAlabels.

6. EXPERIMENTAL RESULTS



Figure 7: Bearing degradation stage labeling, as described
in Subsection 4.1, accuracy. Left: AElabels vs manual la-
beling. Right: PCAlabels vs manual labeling. Both labeling
methods lead to high accuracies overall, except for stage 1.

6.1 Data labeling
Figure 6 illustrates the accuracy of AElabels for a single
bearing. The automatic method is largely aligned with man-
ual labeling, with some overlap across neighbouring stages.

Figure 7 is a box plot that shows the distribution of accuracy
across all bearings in the train set. It shows the accuracy of
the AElabels and PCAlabels methods, for each stage. Both
labeling methods perform well for all bearings except bear-
ing 1 2. It is worth noting that manual labeling of bearing
1 2 was challenging as frequency and acceleration graphs did
not share the general degradation patterns of other train set
bearings. Also, the separation between healthy bearing and
degradation stage 1 can at times be arbitrary when label-
ing manually. Therefore, low accuracy is likely caused by
incorrect manual labeling.

6.2 Classifier
Training. Figure 8 shows the classifier training accuracy.
Classifier training on PCAlabels takes more epochs and it
reaches lower accuracy than the classifier trained on AElabels.
This is a very significant advantage in terms of practicality
for the AElabels method, as it has the potential to scale
with the number of bearings and machines in production.

Figure 8: Classifier training accuracy.

As a sanity check, a classifier trained on randomly gener-
ated labels reaches around 25% training accuracy which is
expected for a four class classification.

Inference. As explained in Section 5.3, predictions were
generated for all bearings in the test set sequentially in time.
Classifier predictions were smoothed by averaging the pos-
terior probability of the five most recent predictions.

Figure 11 illustrates the posterior probabilities of bearing

Figure 9: Classifier test set prediction accuracy. Left: clas-
sifier trained on AElabels vs test set AElabels. Right: clas-
sifier trained on PCAlabels vs test set PCAlabels.

Figure 10: Percent of stage length (between first and last
prediction of the given class) overlapped by any other stage.

degradation stages predicted for selected bearings by the
classifiers trained with AElabels and PCAlabels. The train-
ing set contains only two bearings with lifetimes longer than
4 hours, while four bearings’ lifetimes are shorter than 3
hours. These differences in lifetime length are likely influ-
enced by different fault modes. We selected typical predic-
tions for bearings with both long and short lifetimes. The
AElabels classifier generates predictions that neatly fall into
one of the four stages. Basically, the four stages can be re-
constructed from the predictions. Recall that each predic-
tion is based on a single vibration signal without historical
context.

The PCAlabels classifier is less accurate. For instance, the
top graph shows stage 1 prediction throughout the lifetime
of the bearing. This is a liability for predictive maintenance.
Also, the middle graph shows instability in time, with stage
2 predicted early and late in the bearing’s lifetime. The
bottom graph shows a fault that is detected too early with
AElabels and way too late with PCAlabels. The former
prediction is conservative and thus well-suited for predictive
maintenance in the context of this study.

Figures 9 and 10 show the classifier prediction accuracy
(with respect to k-means clustering labels) and the percent-
age of a stage length that overlaps with other stages across
all bearings. The classifier trained on AElabels reaches
much higher accuracy in later degradation stages. Bear-
ing degradation stages predicted by the classifier trained on
AElabels overlap less than those trained with PCAlabels.
The classifier trained on AElabels predicts healthy bearing
(healthy or stage 1) less often thus supporting a more con-
servative predictive maintenance approach.

Finally, we explore the quality of the decisions that can be
made based on the classifier’s predictions. We consider that



Figure 11: Classifier predictions for bearings 2 7 (top), 1 5 (middle) and 1 6 (bottom). Left: predictions of the classifier
trained on AElabels. Right: predictions of the classifier trained on PCAlabels.

a bearing fault is identified when the classifier predicted
stage 2 or stage 3, whichever happens first, for the first time.
Table 3 shows the timing of the faults detected by the classi-
fiers trained on both AElabels and PCAlabels compared to
(a) the remaining healthy lifetime after the fault is detected
(the smaller the better) and (b) the remaining total bearing
lifetime remaining after the fault is detected (it should be
high enough to guarantee that non healthy parts are picked
for replacement when maintenance is scheduled). Again, the
AElabels method performs well regardless of the bearing
lifetime. In contrast, the PCAlabels method tends to lead
to late detection decisions when the lifetime of a bearing is
short.

Table 3: Bearing faults detected by the classifiers trained on
AElabels and PCAlabels. The asterisk (*) indicates cases
where faults were detected either too early (>90% of the
lifetime left), or too late (<10% of the lifetime).

Bearing % of healthy % of lifetime Total
ID after fault left after fault length

AElabels PCAlabels AElabels PCAlabels

1 3 4.2 11.0 47.4 61.5 2371
1 4 0.0 20.1 23.7 58.4 1424
1 5 8.1 13.7 69.0 90.2* 2459
1 6 4.6 97.2 93.2* 32.2 2444
1 7 42.4 22.6 68.2 99.5* 2255
2 3 15.6 28.8 87.0 86.9 1951
2 4 31.9 0.0 34.0 0.8* 747
2 5 20.8 35.6 99.8* 100.0* 2307
2 6 3.1 8.9 45.2 76.0 697
2 7 0.0 0.0 27.9 3.1* 226
3 3 11.5 0.0 80.2 95.6* 430

7. CONCLUSIONS
We focused on the problem of predictive maintenance in
the pharmaceutical industry, where the issue is not when
to schedule maintenance, but which parts of a machine to
replace at a given point in time. We proposed a framework
for predicting the degradation stages of rolling-element bear-

ings, which are a key component of active pharmaceutical in-
gredient machinery, packaging machinery, and medical test-
ing equipment. This framework is based on (1) automatic
labeling: a k-means bearing lifetime segmentation method
based on high-frequency bearing vibration signal embedded
in a latent low-dimensional subspace using an AutoEncoder,
and (2) a multi-class classifier: a multi-input neural net-
work taking a 2-dimensional vibration signal as input and
predicting the degradation stage. Our experiments with the
FEMTO dataset gave evidence that our approach is promis-
ing as it scales well (thanks to the automated labeling and
the short training time) and produces actionable predictions.

A lot of work remains to be done before this method can be
deployed in production. First, our method assumes that a
training set is obtained from representative bearings. Whether
a zero-shot learning approach is possible in this domain is
an open question, however. It would enable a straightfor-
ward application to a wide range of different bearings in
production. Even if zero-shot learning is not possible, fur-
ther work is needed to characterize the scope of application
of a given degradation stage model. Finally, a deployment of
our method requires that vibration signals can be obtained
cheaply and reliably from a large number of bearings in pro-
duction. Whether these measurements can be obtained from
embedded sensors deployed permanently (and thus accred-
ited by the regulator) or from sensors deployed manually
before scheduled maintenance periods is another open ques-
tion.
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