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ABSTRACT
Self-supervised learning establishes a new paradigm of learning
representations with much fewer or even no label annotations. Re-
cently there has been remarkable progress on large-scale contrastive
learning models which require substantial computing resources,
yet such models are not practically optimal for small-scale tasks. To
fill the gap, we aim to study contrastive learning on the wearable-
based activity recognition task. Specifically, we conduct an in-depth
study of contrastive learning from both algorithmic-level and task-
level perspectives. For algorithmic-level analysis, we decompose
contrastive models into several key components and conduct rig-
orous experimental evaluations to better understand the efficacy
and rationale behind contrastive learning. More importantly, for
task-level analysis, we show that the wearable-based signals bring
unique challenges and opportunities to existing contrastive mod-
els, which cannot be readily solved by existing algorithms. Our
thorough empirical studies suggest important practices and shed
light on future research challenges. In the meantime, this paper
presents an open-source PyTorch library CL-HAR, which can serve
as a practical tool for researchers1. The library is highly modular-
ized and easy to use, which opens up avenues for exploring novel
contrastive models quickly in the future.

CCS CONCEPTS
•Computingmethodologies→Unsupervised learning; Learn-
ing settings; Neural networks; •Human-centered computing→
Ubiquitous and mobile computing.
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1 INTRODUCTION
The rapid proliferation of wearable devices such as mobile phones
and fitness trackers have spurred on the increasing attention in
sensing user activities and behavioural insights in numerous appli-
cations, e.g., healthcare, assisted living, wellness monitoring and
smart building solutions [6, 7]. Wearable-based human activity
recognition (HAR) seeks to accurately infer human activities based
on streaming signals collected by wearable sensors, and it is playing
an important role in ubiquitous and pervasive computing. In the
past decade, deep learning models have outperformed traditional
machine learning approaches in diverse application fields includ-
ing HAR [26, 30, 41]. Modern deep neural networks demonstrate
outstanding performance especially when they are trained with a

1CL-HAR is available at https://github.com/Tian0426/CL-HAR.

large number of labeled instances. However, collecting large vol-
ume of labeled activity data is a strong limiting factor since it is
both expensive and time-consuming. Moreover, the label annota-
tion process is prone to human bias and may result in ambiguous
annotations. In order to alleviate the annotation issues, algorithms
based on semi-supervised learning, weakly-supervised learning and
transfer learning are proposed accordingly to alleviate the depen-
dency of label annotations [4, 27, 29]. While the above studies have
sought to reduce the required label annotations under different
learning paradigms, challenges persist in wearable-based tasks due
to the difficulty of accurately annotating raw sensor signals which
are not self-illustrative to human annotators compared with other
modalities of data such as audio and images.

Recently, self-supervised learning establishes a new paradigm
of learning feature representations without human annotations.
Self-supervised learning designs a certain pretext task and gen-
erates corresponding intrinsic ground-truth labels for the pretext
task automatically. According to the wearable sensors’ character-
istics, various pretext tasks can be constructed, such as masked
reconstruction [15], motion forecasting [37], and data transforma-
tion predictions [31]. Training models with pretext tasks can learn
general-purpose latent representations, hence benefiting down-
stream tasks. Notably, we are witnessing an explosion of works
based on contrastive learning for various applications, such as
image classification, person re-identification, graph mining and
natural language processing [17, 35, 46]. Contrastive learning has
emerged as a promising technique and achieves the state-of-the-art
performance with instance discrimination as its pretext task, which
even surpasses the supervised learning counterpart on downstream
classification tasks in terms of accuracy [8, 14]. Without human
annotation, instance discrimination typically assigns the same label
to samples augmented from the same instance, and assigns distinct
labels to other instances.

The implicit prerequisites of successful contrastive pretrained
models, though, are the large-scale training samples as well as sub-
stantial computing resources such as TPUs [8]. Therefore, it is not
optimal to directly applying existing frameworks to the small-scale
task of HAR. In addition, the unique data characteristics of wear-
ables have not been fully investigated in contrastive models. There-
fore, due to the above model scale and data characteristics differ-
ences, it is imperative to criticize and improve existing contrastive
models for HAR tasks. Recently, empirical comparisons on data aug-
mentation for HAR are conducted on specific models [19, 38, 42, 44].
These studies indicate promising results of contrastive learning on
HAR, but a deeper understanding of contributing ingredients in
contrastive learning is still left mysterious.

To this end, we aim to shed light on what makes good con-
trastive learning on small-scale wearable-based HAR task through
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the lens of systematic algorithmic-level and task-level investiga-
tions. Specifically, for algorithmic-level analysis, we first decompose
a general contrastive learning framework into several key ingredi-
ents, i.e., data augmentation transformations, backbone networks,
construction of positive and negative pairs, projectors and predic-
tors. For task-level investigations, we explore the challenges as
well as opportunities to exiting models brought by wearables’ data
characteristics, such as cross-person generalization, robustness on
wearing diversity and sliding window issues. Rigorous and con-
trolled empirical evaluations are conducted on three benchmark
datasets UCIHAR [2], UniMiB SHAR (SHAR) [21] and Heterogene-
ity Dataset for Human Activity Recognition (HHAR) [36]. In the
meantime, we release an easy-to-use open-source PyTorch library
CL-HAR, featuring highly modularized contrastive learning compo-
nents, standardized evaluation as well as systematic experiment
management. We envision this work to provide valuable empirical
evidence and insights of effective contrastive learning algorithms
and to serve as a common testbed to foster future research.

The rest of the paper is organized as follows. The next section
presents related work on HAR and contrastive learning algorithms.
It is followed by discussions on a general paradigm of contrastive
learning framework for HAR in Sec. 3. Our detailed investigations
on algorithmic level and task level are illustrated in Sec. 4. Sec. 5
recapitulates our observations and its significance.

2 RELATEDWORK
Human Activity Recognition. In recent years, a large body of re-
search for wearable-based human activity recognition is dedicated
to learning discriminative features by leveraging various deep neu-
ral networks, including convolutional networks, residual networks,
autoencoders and Transformers [7, 22, 26, 33, 41]. These models are
accurate when the number of training instances is sufficiently large,
yet such performance is not guaranteed when the labels are scarce.
Semi-supervised learning methods seek to leverage unlabeled train-
ing instances which are typically easier to collect [20, 23, 27]. In
addition, weakly-supervised learning approaches mitigate this issue
by requiring a small amount of inaccurate or coarse labels [29, 34].
Moreover, transfer learning approaches are proposed to transfer
useful information from label-rich source domains to the label-
sparse target domain [4, 6, 28, 32].

Recently, self-supervised learning, especially contrastive learn-
ing has demonstrated superior abilities in learning features in an
unsupervised manner [15, 31, 37]. Various forms of data transfor-
mation in contrastive learning have been investigated recently. [38]
evaluated eight data augmentation techniques designed for wear-
able sensors in place of image augmentation operators in the Sim-
CLR model. [42] investigated the efficacy of the sampling frequency
of sensors and proposed a data augmentation technique based on
re-sampling. [19] applied both time-domain and frequency-domain
augmentation techniques in SimCLR and the encoder was adapted
from [45] in order to be compatible with features in time and fre-
quency domains. The Temporal and Contextual Contrasting (TS-
TCC) method is proposed to incorporate the temporal characteris-
tics of time series into contrastive learning [11]. Instead of focusing
only on data augmentation for a specific model, our work aims to
provide rigorous empirical investigations on each component of

contrastive learning. Besides, various types of contrastive learning
models are simultaneously studied and compared.

Contrastive Learning. Necessitated by the manual annotation
bottleneck, contrastive learning creates different views of the same
instance to form positive pairs in absence of labels. SimCLR ob-
tains the positive sample from augmented views on the instance
and contrast them against massive negatives [8]. The key idea of
instance discrimination is to treat each instance as a single cate-
gory. Aside from generating positive samples from a single instance,
other approaches assign samples from the same cluster or near-
est neighbours as positives [5, 10, 18]. In order to eliminate the
requirement of the massive number of negative samples, BYOL [14]
and SimSiam [9] achieve competitive performance without any
negative instance. The very recent literature provides taxonomy
for existing approaches [17].

While there have been substantial gains from contrastive mod-
els, the reasons behind the gains are still unclear. This motivates
research studies to demystify contrastive learning and unravel
the hidden mechanisms behind its success. In [39], it is empiri-
cally shown that reducing the mutual information between the
augmented samples while keeping task-relevant information in-
tact can improve the overall representation learning. [25] found
that even if existing approaches induce inconsistency during data
augmentation, the learned models still demonstrate strong results
for classification, which could be due to two reasons, i.e., a clean
training dataset provides useful dataset bias for downstream tasks,
and the capacity of representation function is low. In addition, the
contrastive loss is analyzed to be closely related with two prop-
erties, i.e., i) the alignment of features from positive pairs and ii)
the uniformity of the induced distribution of features on the hyper-
sphere [43]. [12] studied the adversarial robustness of pretrained
contrastive models. Meanwhile, contrastive learning is compatible
with other learning frameworks. For instance, [16] proposed to
extend the contrastive approach to the fully-supervised setting to
leverage label information to complement the unsupervised nature
of contrastive learning. [1] customized augmentation in reinforce-
ment learning. The burgeoning studies on contrastive learning
show extraordinary potency of learning from unlabelled data at
scale, but they do not work well for small models, as pointed out
by [13]. Our analysis on wearable-based HAR task aims to fill the
gap of contrastive models in small-scale tasks.

3 CONTRASTIVE LEARNING IN HAR
3.1 Problem Formulation
Given 𝑁 unlabeled samples {x𝑖 }𝑁𝑖=1, each sample x𝑖 ∈ R𝐿×𝐷 de-
notes an activity which lasts for 𝐿 time-stamps and has 𝐷 dimen-
sions. Due to the continuous stream of activity signals, the signals
are usually segmented by fixed-size sliding window with window
size of 𝐿 and step size of 𝐿

2 to form discrete samples. Our objective
is to learn a neural-network-based encoder 𝑓 (·;𝜙) to produce latent
features from these samples, i.e., h𝑖 = 𝑓 (x𝑖 ;𝜙). The learned model
can be subsequently utilized as a pretrained model for downstream
tasks by fine-tuning a linear classifier on top of it. That is, after 𝑓 is
trained, a downstream supervised classification task can be tackled
by the classification network𝜙 ◦ 𝑓 , where the linear classifier𝜙 (·;𝜓 )
is fine-tuned over the fixed backbone network 𝑓 .
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3.2 A General Contrastive Learning
Framework

As suggested by its name, the contrastive model is trained by learn-
ing to contrast between different instances with the instance dis-
crimination task. It is achieved by treating each individual instance
as an independent class. Samples generated from a specific instance
by data augmentation are treated as positives, while rest instances
are treated as negative samples. Positives are pulled closer to each
other while negatives are pulled away from the instance.

A data augmentation transformation function 𝑇 (·) : X → X
indicating a single random transformation or a compositional trans-
formation is applied to obtain augmented views {x1

𝑖
, x2

𝑖
} for each x𝑖 .

We then obtain latent representations {h1
𝑖
, h2

𝑖
, ...} for these views us-

ing the backbone encoder network 𝑓 . The parameters of networks
are omitted for simplicity hereinafter. A projection head 𝑔(·) is usu-
ally utilized to map h into a lower-dimensional embedding space
z = 𝑔(h). In the setting of unsupervised learning, the ground truth
class label for x𝑖 is unavailable. The objective of contrastive learning
is to map input instances {x𝑖 }𝑁𝑖=1 to compact feature representa-
tions {z𝑖 }𝑁𝑖=1 where similar instances are closer while dissimilar
instances are separated. To be concrete, the InfoNCE loss for the
positive pair (x1

𝑖
, x2

𝑖
) is defined as

ℓ𝑖 = − log
exp(sim(𝑧1

𝑖
, 𝑧2
𝑖
)/𝜏)

exp(sim(𝑧1
𝑖
, 𝑧2
𝑖
)/𝜏) +∑𝑁

𝑘=1 1[𝑘≠𝑖 ] exp(sim(𝑧1
𝑖
, 𝑧𝑘 )/𝜏)

(1)
where 1[𝑘≠𝑖 ] ∈ {0, 1} is an indicator function, sim(·, ·) denotes a
similarity metric, (𝑧1

𝑖
, 𝑧𝑘 ) is any negative pair and 𝜏 denotes the

temperature parameter. Such loss function in Eq. (1) is computed
across all positive pairs, i.e., Ltotal =

∑𝑁
𝑖=1 ℓ𝑖 .

3.3 Key Components and Discussions
3.3.1 Data Augmentation Transformations. The choice of trans-
formation functions 𝑇 controls the properties of the learned in-
variance in representations. Most existing contrastive models are
inspired by experiences in computer vision domains, which im-
plicitly contain strong inductive bias such as cropping-invariance
on image data. Nevertheless, for activity data, such invariance is
sub-optimal since cropping a subset of time-series data may in-
evitably lose crucial temporal cues. Taking this cue, we seek to
study data transformation functions that are tailored for time-series
instances, as listed in Table 1. Specifically, two categories of data
transformations are investigated, i.e., time-domain and frequency-
domain functions. The time-domain transformation functions stem
from wearable-based time series, and are widely adopted in self-
supervised approaches in HAR [38, 40]. It consists of both single
and compositional functions. The augmentation in the frequency
domain is inspired by the fact that wearable devices measure phys-
ical phenomena, where collected data are fundamentally a func-
tion of signal frequencies [45]. In this paper, we investigate four
frequency-based transformations adapted from [19]. The main dif-
ference between our analysis and [19] is that, [19] keeps features in
frequency domain, while ours transform the augmented instances
back to the time domain to feed into backbone networks, which
circumvents the modification of existing backbone networks. To
be specific, each instance is transformed to the frequency domain

by Fast Fourier Transform (FFT) [3]. The frequency response at
frequency 𝜔𝑘 = 2𝜋𝑘/𝐿 is defined as

𝐹 (𝜔𝑘 ) =
1
𝐿

𝐿∑︁
𝑡=1

𝑥𝑡𝑒
−𝑗𝜔𝑘𝑡 = 𝐴(𝜔𝑘 )𝑒 𝑗\ (𝜔𝑘 ) , 𝑘 ∈ {1, 2 . . . , 𝐿}, (2)

where 𝐴(𝜔𝑘 ) and \ (𝜔𝑘 ) are the amplitude spectrum and phase
spectrum, respectively. The frequency-based augmentation is ap-
plied on 𝐹 (𝜔𝑘 ). Then the data are transformed back to the time
domain by inverse Fast Fourier Transform (iFFT)

𝑥𝑡 =
1
𝐿

𝐿∑︁
𝑘=1

𝐹 (𝜔𝑘 )𝑒 𝑗𝜔𝑘𝑡 , 𝑡 ∈ {1, ..., 𝐿}. (3)

3.3.2 Backbone Networks. The backbone networks are usually
fixed to be ResNet in existing works, and hence are less investigated
than data augmentation in contrastive learning. We reckon that a
proper backbone network is critical to learning representations in
HAR and we implement and compare six commonly utilized neural
networks whose representation capabilities conform to wearables’
data characteristics, i.e., DeepConvLSTM, LSTM, CNN, AE, CAE
and Transformer. Details are presented in Appendix B.

3.3.3 Construction of Positive and Negative Pairs. How to con-
struct the positive pairs in Eq. (1) is crucial to contrastive learning,
since the models are encouraged to be invariant to transformations
among positive pairs. Current contrastive learning approaches treat
different views of the same instance as positives, and such views
are usually generated by applying predefined transformations on
the instance. For existing models SimCLR, BYOL, SimSiam and TS-
TCC, (x1

𝑖
, x2

𝑖
) are considered as a positive pair, and we denote such

scenario as 2augs. We also study the alternatives denoted as 1aug,
i.e., (x1

𝑖
, x𝑖 ) or (x2𝑖 , x𝑖 ), since {x

1
𝑖
, x2

𝑖
, x𝑖 } are expected to convey the

same semantic content.
While it is convenient to construct such positive pairs from

the same instance, it inevitably ignores the inter-sample relations.
Hence, it is also plausible to construct positive pairs from distinct
samples in the dataset. For instance, the Nearest-Neighbour Con-
trastive Learning of visual Representations (NNCLR) method finds
the nearest neighbour of the sample from a memory bank to be the
positive pairs, i.e.,

ℓNNCLR𝑖 = − log
exp(sim(𝑧𝑖 ,NN(𝑧𝑖 , 𝑄))/𝜏)∑𝑁

𝑘=1 exp(sim(NN(𝑧𝑖 , 𝑄), 𝑧𝑘 )/𝜏)
, (4)

where NN(𝑧𝑖 , 𝑄) is the nearest neighbour of 𝑧𝑖 based on distance
metric 𝑄 .

The SimCLR, NNCLR and TS-TCC require negative pairs for
training, which can be obtained within mini-batches or memory
banks. BYOL learns a high-quality representation without negative
samples. To achieve so, BYOL trains an online network to predict the
target network representation of the same instance under different
views and using an additional predictor network on top of the online
encoder to prevent the model collapse. SimSiam further validates
the design without negatives when the momentum encoders are
removed and the size of batch size is reduced. We seek to compare
these models, and investigate the influence of pair sizes.
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Table 1: Details of Data Augmentation Functions in the Experiments.

Domain Augmentation Implementation Details

Time noise add a randomly generalized noise signal with a mean of 0 and standard deviation of 0.8
scale amplify each channel by a randomly generalized distortion with a mean of 2 and standard deviation

of 1.1
shuffle randomly permute the channels of the sample
negate multiply the value of the signal by a factor of -1
permute randomly split each signal into no more than 5 segments in the time scale, then permute the

segments and combine them into original shape
resample up-sample the signal in time axis to 3 times its original time steps by linear interpolation and

randomly down-sample to its initial dimensions
rotation rotate the 3-axial (x, y and z) readings of each sensor by a random degree, which follows a uniform

distribution between −𝜋 and 𝜋 , around a random axis in the 3D space
t_flip reverse the signal in time dimension
t_warp stretch and warp each signal in the temporal dimension with an arbitrary cubic spline
perm_jit apply permutation and noise
jit_scal apply noise and scaling

Frequency
hfc split the low and high frequency components and reserve high frequency components
lfc split the low and high frequency components and reserve low frequency components
p_shift shift the phase values of the frequency response with a randomly generalized number from the

uniform distribution between −𝜋 and 𝜋
ap_p perturb the amplitude and phase values of a randomly selected segment of the frequency response

of the sample. The selected segment is of half length of the frequency domain data. The perturbation
on amplitude is a Gaussian noise with a mean of 0 and standard deviation of 0.8. The perturbation
on phase follows a randomly generalized uniform distribution between −𝜋 and 𝜋

ap_f apply the amplitude and phase perturbation to the whole sequence of frequency response with the
same perturbation ranges as ap_p’s

4 EMPIRICAL INVESTIGATIONS
4.1 Algorithmic-Level Investigations

Our experiments are implemented with PyTorch [24] and we
report accuracy performance metrics. Other metrics are available
in CL-HAR. Implementation details can be found in Appendix B.

4.1.1 Effects of Data Augmentation. It is observed empirically that
different transformation functions of data augmentation can af-
fect the performance of contrastive learning approaches [38]. We
compare time-domain augmentation under 1aug, and the results
on UCIHAR and SHAR datasets are listed in Table 2 and Table 3
respectively. It is observed that there is no unique augmentation
transformation that consistently performs better than others in all
models. When two positives are both generated by augmentation
in 2augs, as shown in Fig. 1, the variations of performance are en-
larged. It implies that some augmentation functions fail to preserve
the semantic meaning of the original instance and cause the distor-
tion of semantics. The results on frequency-domain augmentation
are listed in Table 4 and Table 5, and variations on results exist as
well. The caveat is that invariance induced by augmentation should
not be taken for granted, and how to seek a proper augmentation
transformation automatically is still an open problem.

4.1.2 Effects of Backbone Networks. To investigate the effects of
the backbone networks, we ablate six commonly adopted neural net-
works for each contrastive model. The results are depicted in Fig. 2.

On UCIHAR dataset, convolution-based networks (FCN and CAE)
are slightly better than LSTM-based networks (DeepConvLSTM
and LSTM). While on SHAR dataset, convolution-based networks
are significantly better than LSTM-based networks. AE performs
the worst on both datasets, which may due to its limited network
capacity of linear layers. Transformer performs worse than convo-
lutions, while achieves better results than LSTM- and linear-based
models. Therefore, convolutional neural networks are more robust
than other networks for HAR. Meanwhile, the reconstruction loss
in CAE is complementary to contrastive loss, as CAE is slightly
better than FCN in most cases. In addition, we study the effects of
FCN’s model capacity w.r.t. the number of convolutional layers, as
well as the effects of pooling and batch normalization (BN) layers.
The results are illustrated in Fig. 3. Our ablations suggest that i)
proper network capacities are model-specific, and in general, larger
capacities are beneficial to models, ii) pooling layer is beneficial to
contrastive models, and iii) BN layer helps the model in most cases.

4.1.3 Effects of Negative Pairs. SimCLR treats other instanceswithin
a batch as negatives, hence we alter the batch sizes to validate the ef-
fects of negative pairs. As shown in Fig. 4(a), increasing the number
of negatives from 16 to 128 can greatly improve the performance.
Further enlarging the batch size from 128 instead hurts the perfor-
mance. This can be caused by the inherent inconsistency of instance
discrimination, where all instances within a batch are considered
as different classes, despite the fact that many of them actually
share the same class. For NNCLR, such performance degradation is
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Table 2: Comparisons on data augmentation functions in contrastive learning approaches in UCIHAR dataset.

Models noise scale negate perm shuffle t_flipped t_warp resample rotation perm_jit jit_scal mean ± std

BYOL 94.17 88.16 84.95 90.73 83.20 92.18 89.03 91.7 88.2 89.90 89.08 89.21 ± 3.14
SimSiam 83.93 82.91 80.97 85.63 80.78 89.51 83.06 88.25 87.57 81.41 81.02 84.09 ± 3.18
SimCLR 93.64 90.0 81.94 88.25 74.9 90.15 88.98 91.84 54.08 89.51 93.54 85.17 ± 11.66
NNCLR 90.53 86.31 85.24 85.39 60.92 85.24 84.95 95.10 51.31 85.29 89.56 81.80 ± 13.26
TS-TCC 93.40 89.17 90.34 90.29 92.14 89.08 90.58 91.65 89.61 93.79 90.97 91.00 ± 1.59

Table 3: Comparisons on data augmentation functions in contrastive learning approaches in SHAR dataset.

Models noise scale negate perm shuffle t_flipped t_warp resample rotation perm_jit jit_scal mean ± std

BYOL 89.41 88.86 89.59 89.29 89.90 87.46 89.96 88.86 84.84 91.17 87.71 88.82 ± 1.68
SimSiam 89.17 89.17 89.59 87.52 88.62 89.41 90.69 87.34 87.22 86.37 88.68 88.53 ± 1.27
SimCLR 87.10 84.60 82.90 84.72 77.24 70.66 88.13 88.56 81.07 88.62 84.42 83.46 ± 5.48
NNCLR 85.88 84.18 88.62 87.83 87.16 90.20 84.18 89.41 83.93 89.35 84.48 86.84 ± 2.40
TS-TCC 79.37 70.72 79.00 83.51 79.12 82.47 79.85 80.10 78.27 83.81 68.05 78.57 ± 4.95
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(a) performance on UCIHAR dataset (b) performance on SHAR dataset

Figure 1: Visualization of various combinations of augmentation functions on SimCLR model on (a) UCIHAR and (b) SHAR
datasets.

Table 4: Comparisons on frequency-domain augmentation
functions in contrastive learning in UCIHAR dataset.

Models hfc lfc p_shift ap_p ap_f mean ± std

BYOL 86.70 87.04 91.50 91.55 91.70 89.70 ± 2.59
SimSiam 86.36 83.01 87.71 90.24 91.26 87.72 ± 3.28
SimCLR 83.54 86.21 91.89 89.42 88.88 87.99 ± 3.20
NNCLR 82.86 81.07 81.26 80.92 71.50 79.52 ± 4.55
TS-TCC 94.37 92.14 92.33 91.07 92.37 92.46 ± 1.19

Table 5: Comparisons on frequency-domain augmentation
functions in contrastive learning in SHAR dataset.

Models hfc lfc p_shift ap_p ap_f mean ± std

BYOL 79.06 89.65 72.98 77.6 71.82 78.22± 7.07
SimSiam 85.09 90.14 85.58 77.97 88.92 85.54± 4.75
SimCLR 69.99 65.12 85.09 64.09 76.57 72.17± 8.75
NNCLR 74.5 90.57 83.87 75.59 89.35 82.77 ± 7.50
TS-TCC 69.87 81.8 82.96 74.25 82.90 78.35 ± 5.97
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Figure 2: Visualization of performance on four contrastive models with six different backbone networks.
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Figure 3: Visualization of ablation studies on FCN backbone network in SHAR dataset. (a) effects of different number of
convolutional layers. (b) effects of batch normalization and pooling layers.

less obvious, since enlarging the size of support set increases the
possibility of finding a better nearest neighbour, hence improving
the positive pairs.
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Figure 4: Comparisons of performance on UCIHAR dataset

4.1.4 Positive Pairs from Distinct Samples. On UCIHAR, NNCLR
can achieve the best performance of 95.1% as shown in Table 2.With
a larger support set, its performance can achieve 96% in Fig. 4(b).
This favorably advocates that semantically consistent positive pairs
are crucial in contrastive learning. On SHAR, however, such ad-
vantage is less obvious. The possible reason is that larger data
discrepancies in SHAR increases the difficulty of defining a good
nearest neighbour.

4.1.5 Effects of Projector and Predictor. As illustrated in Fig. 5, with
the number of layers ranging from 1 to 4 in both the projector and
predictor, the accuracy is ranged from 89% to 91%. Therefore, the
two components are less critical in contrastive models.
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Figure 5: Effects of capacities of the projector and predictor
of NNCLR on SHARwith the backbone network being FCN.

4.2 Task-Level Investigations
We conduct experiments from task-relevant perspective which is
closely tied to the data characteristics of wearables.

Table 6: Performance of contrastive models on UCIHAR
under cross-person setting. The source domain indices are
{0, ..., 29 \ target domain index}.

Target 0 1 2 3 4
BYOL 100.00 92.38 99.12 96.21 93.38
SimSiam 100.00 91.72 98.83 94.32 92.72
SimCLR 100.00 95.70 97.95 96.53 92.05
NNCLR 100.00 92.43 98.53 92.43 92.38
TS-TCC 99.42 88.74 99.41 93.06 84.44

Table 7: Performance of contrastive models on SHAR un-
der cross-person setting. The source domain indices are
{1, 2, 3, 5, 6, 9, 11, 13 − 17, 19 − 25, 29 \ target domain index}.

Target Domain 1 2 3 5
BYOL 69.53 67.07 76.32 74.16
SimSiam 65.36 67.41 75.33 69.46
SimCLR 66.67 73.58 74.67 74.16
NNCLR 66.67 71.87 81.25 73.49
TS-TCC 60.16 62.44 75.66 69.80

4.2.1 Cross-Person Generalization. In previous settings, it is im-
plicitly assumed that the training and test data distributions are
well aligned. In practical scenarios of wearable-sensor-based activ-
ity recognition, however, the activity patterns of different persons
inevitably vary. This is more challenging than the previous set-
ting due to domain discrepancies among persons, and the training
objective is agnostic about the test data. To deal with the domain
shift, transfer learning and domain generalization approaches are
developed to alleviate the domain gaps [4, 6, 28, 32]. Here we inves-
tigate the cross-person generalization capability of the contrastive
models, i.e., the model is evaluated on previously unseen target
domain during test time. We follow the settings in GILE [28] to
treat each person’s data as a single domain.

The experiments are conducted with leave-one-domain-out strat-
egy, where one of the domains are chosen to be the unseen target

domain and data from all the other domains are considered as train-
ing data. The UCIHAR has 30 persons in total, and we evaluate
contrastive models under both data-rich scenarios where the total
number of training domains is 29 and data-scarce scenarios where
the number of training domains is limited to 4. For SHAR, the do-
mains with indices {4, 7, 8, 10, 12, 18, 26, 27, 28, 30} are removed due
to incomplete classes. Then two scenarios are evaluated with the
number of training domains being and 19 and 3.

The experimental results on data-rich scenarios are listed in
Table. 6 and Table. 7 for UCIHAR and SHAR, respectively. For
UCIHAR, all contrastive models show the same pattern, i.e., the
performance on target domain 0 and 2 are consistently better than
those on domain 1, 3 and 4. Hence, for domain 0 and 2, the domain
discrepancies are alleviated. This can be caused by the fact that there
exist certain source domains that share the same data characteristics
with target domain 0 and 2. For SHAR, the overall accuracy is much
lower than that in UCIHAR. This is reasonable since the domain
gaps are larger in SHAR due to the data collection protocol. Among
the 5 contrastive models, SimCLR and BYOL outperform other
models on at least 2 target domains.

The experimental results on data-scarce scenarios are shown
in Table. 8 and Table. 9. Compared with data-rich scenarios, the
overall performance is generally lower, as it is more challenging
to train models with limited training data. Interestingly, for UCI-
HAR, the NNCLR achieves the best performance on most target
domains, which indicates that choosing nearest neighbours from
distinct domains can help alleviate the mild domain shift issues
in UCIHAR. However, such conclusion does not hold in SHAR,
which indicates that nearest neighbours cannot handle extreme
large domain discrepancies.

Table 8: Performance of contrastive models on UCIHAR un-
der cross-person setting with number of source domains be-
ing limited to 4.

Source 1, 2, 3, 4 0, 2, 3, 4 0, 1, 3, 4 0, 1, 2, 4 0, 1, 2, 3
Target 0 1 2 3 4
BYOL 87.90 89.07 93.26 79.50 86.09
SimSiam 81.84 87.42 93.84 81.07 81.46
SimCLR 96.54 86.75 96.77 84.23 91.39
NNCLR 97.69 86.42 97.95 86.75 93.38
TS-TCC 87.32 80.79 91.50 45.11 66.89

Table 9: Performance of contrastive models on SHAR under
cross-person setting with number of source domains being
limited to 3.

Source 2, 3, 5 1, 3, 5 1, 2, 5 1, 2, 3
Target 1 2 3 5
BYOL 54.17 39.11 57.57 40.94
SimSiam 53.64 39.45 55.92 40.60
SimCLR 52.08 47.34 59.87 40.60
NNCLR 54.69 40.65 56.91 41.95
TS-TCC 54.95 36.02 51.97 42.28
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Figure 6: Visualization of performance of SimCLR on HHAR under varying sliding window lengths and step sizes.

Table 10: Performance of SimCLR model on HHAR under
wearing diversity setting.

Source \Target phone watch
phone 93.67 43.14
watch 28.03 83.79

phone+watch 92.21 78.30

Table 11: Performance of TS-TCC model on HHAR under
wearing diversity setting.

Source \Target phone watch
phone 91.29 24.27
watch 30.64 78.84

phone+watch 90.36 73.30

4.2.2 Robustness on Wearing Diversity. With the wider adoption
of various types of wearable devices, including mobile phones,
smart watches and sports bracelets, the sensor placement becomes
dynamic. Wearable devices can be worn on the wrist, or be placed
inside a user’s trouser and shirt pockets, depending on the types of
activities the user is engaged in. Consequently, it is imperative that
the models should be robust to wearing diversity which pertains to
the placement of the wearable sensors on the human body. More
importantly, the HAR models should be able to provide accurate
predictions across different wearing positions.

Here, we follow the setups in [6] to evaluate contrastive models
on HHAR dataset. Users in HHAR are equipped with 8 phones
around waist and 4 watches worn on arms. Users then perform 6
activities: ‘bike’, ‘sit’, ‘starsdown’, ‘stairsup’, ‘stand’ and ‘walk’. The
results of SimCLR and TS-TCC are listed in Table 10 and Table 11.
The results reveal that it is difficult for existing contrastivemodels to
achieve robustness on wearing diversity. Other contrastive models
have similar results, which can be found in CL-HAR website.

4.2.3 Sliding Window Matters. So far, all contrastive models on
HAR follow the default sliding window lengths and step sizes used
in previous deep learning models to partition the streaming sig-
nals from wearable devices. We argue, however, that such practice
implicitly violates the fully unsupervised setting of contrastive
learning, since such proper sliding window lengths and step sizes
are obtained under supervised setting where label information is
available. For a too long or too short sliding window, the parti-
tioned segment of data can contain multiple activities or only a

small fraction of an activity. We validate this issue in Fig. 6. The
results show the performance of SimCLR on HHAR with source
and target domain being ‘watch’ in Table 10. Without any informa-
tion of labels, the performance of the SimCLR model with arbitrary
sliding window length and step size can vary from 68% to 87%. In
conclusion, the implicit information leakage on sliding windows is
overlooked by existing contrastive models, and more future works
are desired to alleviate this issue.

5 CONCLUSION
Despite the recent success of large-scale contrastive learning mod-
els, how to obtain optimal performance for small-scaled tasks re-
main unclear. This motivates us to provide rigorous and extensive
experimental comparisons to investigate the efficacy of individual
components for the task of wearable-sensor-based human activity
recognition. In this paper, we evaluate state-of-the-art contrastive
models for HAR from the perspectives of algorithmic level and task
level. Based on our rigorous empirical observations, we show that
existing contrastive models cannot handle issues in HAR perfectly,
and hence there is much room for improvement in the future. In ad-
dition, we develop an open-source library CL-HAR, which contains
all experiments in our paper. The library is highly modularized,
and it is handy for developing new algorithms. We hope this work
can serve as a useful tool for future explorations on contrastive
learning for small scaled tasks.
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Figure 7: Visualization of time-domain augmentation transformations on activity data from SHAR.
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Figure 8: Visualization of frequency-domain augmentation transformations on activity data from SHAR.

A DATA AUGMENTATION
The visualization of time-domain and frequency-domain augmen-
tation functions are shown in Fig. 7 and Fig. 8.

B EXPERIMENTAL CONFIGURATIONS
B.1 Datasets
The UCIHAR dataset records 6 activities of daily living, i.e., walking,
sitting, laying, standing, walking upstairs and walking downstairs.
30 participants at an age between 19 to 48 carry a smartphone on
the waist while performing the activities. The smartphone records
reading at a sampling rate of 50 Hz. The raw data is of 9 dimensions.

The SHAR dataset is motivated by the observations that publicly
available datasets often contain samples from subjects with too

similar characteristics. Hence the dataset is designed with larger
domain discrepancies in both subjects differences and activities’
variations. 30 participants within an age of 18-60 perform 17 fine-
grained activities, among which are 9 types of activities of daily
living and 8 types of falls. The smartphones placed in the front
trouser pockets of the user record 3-dimensional signals at the
sampling rate of 50 Hz.

The HHAR dataset collects 6 activities in real world scenarios,
i.e., bike, sit, stairsdown, stairsup, stand, and walk. To reflect sensing
heterogeneities among the readings collected from different body
positions, 8 smartphones and 4 smartwatches are placed on the
waists and arms of 9 participants while conducting data collection.
The readings from the accelerometer and gyroscope are recorded at
a frequency of 50 to 200Hz (varies across devices). Each participant
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Table 12: Implementation Setup of Contrastive Models. lr: learning rate; bs: batch size; m: momentum; weight: weight decay;
𝜏 : temperature; EMA: exponential moving average; M: memory bank size.

Dataset Model lr bs Optimizer weight 𝜏 EMA M Epoch

UCIHAR

BYOL 5e-4 128 Adam 1.5e-6 - 0.996 - 60
SimSiam 5e-4 128 Adam 1e-4 - - - 60
SimCLR 3e-3 256 Adam 1e-6 0.1 - - 120
NNCLR 3e-3 256 Adam 1e-6 0.1 - 1024 120
TS-TCC 3e-4 128 Adam 3e-4 0.2 - - 40

SHAR

BYOL 1e-3 64 Adam 1.5e-6 - 0.996 - 60
SimSiam 3e-4 256 Adam 1e-4 - - - 60
SimCLR 2.5e-3 256 Adam 1e-6 0.1 - - 120
NNCLR 2e-3 256 Adam 1e-6 0.1 - 1024 120
TS-TCC 3e-4 128 Adam 3e-4 0.2 - - 40

HHAR SimCLR 5e-3 256 Adam 1e-6 0.1 - - 120
TS-TCC 3e-4 128 Adam 3e-4 0.2 - - 40

Table 13: Implementation Details of Backbone Networks for HAR.

Network Implementation Details

DeepConvLSTM A 4-layer convolutional neural network, with ReLU activation after each layer, and followed by a Dropout layer
and a two layer LSTM with the hidden size being 128. For each convolutional layer, the kernel size is 5 × 1 and
the number of output channels is 5. The drop out rate is 0.5.

LSTM A 2-layer LSTM with hidden size of 128.
CNN A 3-layer convolutional neural network, with Batch Normalization, ReLU activation and MaxPooling after each

convolutional layer and Dropout after the first convolutional layer. The kernel size of 8 and padding of size 4 are
applied in the convolutional layers. The numbers of output channels are 32-64-64. The dropout rate is 0.35.

AE Three-layer auto-encoder consisting of fully connected linear layers. In the encoder, the data is transformed into
8 channels by the first linear layer and flattened. The dimensions of the latter two layers are 2 × 𝑙𝑒𝑛_𝑠𝑤 and 128
where 𝑙𝑒𝑛_𝑠𝑤 is the length of sliding window. The decoder maps the representation to reconstruct encoder’s
input with a symmetric structure.

CAE A convolutional auto-encoder with the above mentioned 3-layer CNN as encoder and a 3-layer de-convolution
network as decoder. Each de-convolutional layer contains a max unpooling layer, a de-convolutional layer, Batch
Normalization and ReLU activation.

Transformer It consists of a linear layer and a stack of 4 identical blocks. The linear layer converts the input data to embedding
vectors of 128. A token of size 128 is added to the embedded input as the representation vector. Each block is
made up of a multi-head self-attention layer and a fully connected feed-forward layer. Residual connection is
made around each layer. Positional encoding is added before the embedding enters the first block.

performs each activity for 5 minutes. The raw data contains 6
features.

B.2 Implementation Details
Due to the imbalanced nature of all the datasets, in the training
stage, we set the probability of a sample being chosen in an epoch to
be proportional to the inverse of the amount of the corresponding
activity. Data normalization and sliding window segmentation are
applied to all the datasets. For UCIHAR and SHAR datasets, the data
providers have already segmented the data into sliding windows
of lengths 128 (2.56 seconds) and 151 (around 3 seconds), with half
sliding window length as the step size. Due to variant sampling
frequencies of smart devices used in HHAR dataset, we down-
sample the readings to 50Hz and apply 100 (2 seconds) and 50 as
sliding window length and step size. For SHAR dataset, the samples

from 10 out of 30 participants are ignored for the reason that those
domains contains incomplete classes.

In Sec. 4.1, the datasets are randomly partitioned into training,
validation and test sets, with the proportions of 64%, 16% and 20%,
respectively. In Sec. 4.2, Leave-One-Subject-Out evaluation method
is used. The test subject or the test body part forms the test set
and the rest domains are utilized as the training set. Classification
accuracy on the test set is reported as the performance measure.

Unless otherwise stated, the default implementation settings
of each contrastive model are listed in Table 12. Note that the
number of required epochs is different for models, yet all models are
sufficiently trained until convergence. Details of backbone networks
are depicted in Table 13.

More implementation details and visualizations can be found in
CL-HAR (https://github.com/Tian0426/CL-HAR).

https://github.com/Tian0426/CL-HAR
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