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ABSTRACT 
Oral presentation skills are essential for most people’s academic 
and career development. However, due to public speaking anxi-
ety, many people fnd oral presentations challenging and often 
avoid them to the detriment of their careers. Public speaking anx-
iety interventions that help presenters manage their anxiety as 
it occurs during a presentation can help many presenters. In this 
paper, we present a model for assessing public speaking anxiety 
during a presentation—a frst step towards developing real-time 
anxiety interventions. We present our method for ground truth data 
collection and the results of neural network models for real-time 
anxiety detection using audio data. Our results show that using an 
LSTM model we can predict moments of speaking anxiety during a 
presentation. 
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1 INTRODUCTION 
Oral presentations are challenging social and cognitive tasks that 
often require a signifcant amount of training and presentation 
experience for presenters to feel confdent and prepared. Due to the 
social aspect of oral presentation, many people report experiencing 
public speaking anxiety (PSA). PSA is the most common type of 
anxiety disorder, with reported prevalence rates ranging from 20 -
35% in various community samples [1, 3, 36]. Among people with 
social anxiety, 97% report public speaking anxiety so severe that it 
impairs their performance [1]. 

Automated systems such as the CBT conversational agent system 
described in [20] and other virtual reality systems [24] designed 
for exposure therapy could make PSA therapies accessible to more 
presenters. Nevertheless, even with more accessible PSA therapy, 
presenters still need assistance in managing their anxiety during 
their presentations, because they cannot always remember and 
perform the techniques they have been taught and have rehearsed 
before their presentation. 

Real-time automated systems for PSA, that detect and intervene 
on anxiety spikes that occur during a presentation, could address 
some of these barriers and make oral presentations less dreadful, 
increase presenters’ confdence, and improve the quality of presen-
tations. To ensure that these real-time PSA management systems 
are efective, robust real-time PSA detection models are required. 

With recent advances in sensing technologies, continuous de-
tection of anxiety level is now possible. Prior work in afective 
computing has shown that audio data can be used in various emo-
tion recognition tasks including stress [11, 43]. In this paper, we 
describe our eforts towards building a real-time PSA detection 
models that use audio data. We aim to address the research ques-
tion: Can PSA be estimated in real-time with enough accuracy to 
support real-time interventions? 

Given the enormous challenge of gathering ground truth labels 
for training real-time anxiety models, in this paper we leverage a 
data collection technique in which presenters do a retrospective 
review of their videotaped presentation, recalling and annotating 
their level of anxiety at each moment during their presentation. 
We use audio data collected from presenters in an online setting 
to build a continuous PSA level prediction model. We report on 
our data collection method, model training and evaluation results 
based on a set of speech features. 
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2 RELATED WORK 
In public speaking, the quality of speech is important. A speech 
signal carries a mixture of information about the speaker, including 
their afective state [33, 40]. Advances in speech technologies and 
artifcial intelligence have made it possible to detect stress and anx-
iety from speech. A meta-analysis of the literature on the detection 
of state and trait anxiety from auditory and visual cues reported that 
state anxiety (a transitory, situational response to anxiety-eliciting 
stimuli such as public speaking) was recognized better by judges 
from auditory cues than visual cues [16]. However, trait anxiety was 
highly correlated with the rating of visual-only cues. This suggests 
that momentary change in anxiety is better detected using speech 
signals, whereas trait anxiety (a person’s proneness to experience 
anxiety) is better detected using non-verbal behaviors. 

2.1 Efect of Anxiety on Speech 
In speech production, the adjustment of the laryngeal muscles, 
which control the tautness, geometry, and position of the vocal 
folds, modulates the airfow through the glottis and vocal tract to 
produce sound waves [47]. Speech production studies and vocal 
expression theories contend that the body’s physiological responses 
can infuence the tension of the vocal fold muscles [19, 39]. Stress 
and anxiety can increase the tautness of vocal fold muscles and res-
piration rate and as a result, infuences the quality and expressivity 
of the voice produced [23, 32, 43]. 

Studies assessing the relationship between acoustic features and 
anxiety have shown that various features are impacted by speech. 
For example, in one study that examined the efect of fear on speech 
in patients who have panic disorder with agoraphobia, pitch vari-
ability was lower in fearful than in happy speech [15]. This fnding 
was confrmed in another study that examined the relationship 
between acoustic characteristics, self-ratings, and listener-ratings 
of public speaking [14]. Other features such as jitters and Mel Fre-
quency Cepstral Coefcients (MFCCs) have also been shown to 
be afected by state anxiety and to be correlated with both self 
and listener/observer ratings of anxiety [12, 23]. These features 
can be extracted and used in machine learning models, such as 
one proposed by Fernandez [11] to estimate stress or anxiety in 
real-time. 

2.2 Real-time Public Speaking Anxiety 
Assessment 

Recent work by Nirjhar et al. [29, 30] has proposed knowledge-
based and data-based models that attempt to capture the temporal 
trajectories of acoustic and physiological PSA assessment. The 
knowledge-driven models are inspired by Bodie’s [4] notion of 
salient temporal patterns of PSA: habituation, sensitization, and es-
calation. In a model evaluation study [30], using data collected from 
71 real-life and 232 virtual reality (VR) public speaking sessions, the 
researchers showed that data- and knowledge-driven models, and 
their combination, can reliably estimate presenter’s trait anxiety 
with signifcant moderate correlation values between the actual and 
estimated trait anxiety scores. This work however focuses on using 
acoustic and physiological data to understand individual diference 
in trait anxiety. Although this is useful knowledge, research on how 
these models predict momentary state anxiety need to be done. 

Real-time stress and anxiety assessment, such as stress experi-
enced during public speaking, has received little attention. Often 
in building stress and anxiety detection models, researchers use 
protocols such as the Trier Social Stress Test Protocol (TSST) [2], 
the Stroop Test [38] or the Montreal Imaging Stress Task (MIST) [6] 
that include a 5-10-minute presentation task. Most of the studies us-
ing these protocols rely on training samples in which acute stress is 
assumed, based on stimulus intended to induce stress. For example, 
all the data collected while presenting is labeled as social-evaluation 
stress, and the data collected while performing an arithmetic task 
is labeled as cognitive stress [17, 35]. Stress and anxiety are highly 
subjective, and a stimulus that induces stress in one person might 
not induce stress in another. Particularly in the public speaking 
context, where presentations can last from 3 minutes to more than 
an hour, defning the duration and intensity of stress or anxiety 
is challenging. Simply labeling all data collected during a public 
speaking task as anxiety or stress would lead to inaccurate anxi-
ety detection models. Additionally, given the subjective nature of 
stress and anxiety, asking observers to label presenters’ behavior 
as anxious or not can result in disagreements among observers. 

One viable technique for ground truth label collection is retro-
spective review, in which participants review their recorded pre-
sentations and annotate the start, duration and intensity of their 
anxiety. One prior study [46] has used a similar method of col-
lecting moment-to-moment anxiety experience to examine how 
diferences in adolescents’ psychophysiological reactivity are re-
lated to individual diferences in trait anxiety. However, this method 
has primary been used in the gaming context to collect player af-
fect response during game play [26, 27] but so far has not been 
used to collect ground truth data for training presentation anxiety 
detection models. 

3 SPEECH-BASED REAL-TIME PREDICTION 
OF PSA DURING PRESENTATION 

We designed a speech-based public speaking anxiety prediction 
model that monitors the acceleration and decay of presenters’ state 
anxiety continuously during a public speaking task. The model is 
designed to be integrated into a presentation application that sup-
ports anxious speakers by intervening when a speaker is predicted 
to be anxious. 

3.1 Data Set 
3.1.1 Participants. Thirteen participants were recruited from fiers 
posted on online message boards of a US university in the North-
east. Participants were required to be 18 years of age or older, speak 
and read English, have some college education, and have public 
speaking experience. Of the 13 participants recruited, 12 partici-
pants (Males = 6, Females = 6, Mean age = 29), completed the study. 
Of these, 6 had high speaking competence as measured by the Self-
Perceived Communication Competence Scale (SPCCS) [28], while 
6 had moderate levels of speaking competence. 

3.1.2 Study Protocol. In a 90-minute online study (on Zoom [48]), 
participants were asked to review, rehearse, and deliver a 7-minute 
online presentation on a pre-defned topic before an audience of 
three confederates. The topic was on a paper about about research-
based annotation tool called texSketch [44]. At the beginning of the 
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Figure 1: The line graph at the bottom shows retrospective 
PSA ratings over time of participant P3. The box plot on 
the upper right summarizes the distribution of ratings and 
on the top left is the video the participant viewed as they 
completed the ratings. 

study, participants were consented and asked to complete baseline 
assessments (sociodemographic, SPCCS). They were then asked to 
relax for 5 minutes while watching a calming video. Self-reported 
public speaking anxiety before the presentation delivery was as-
sessed using the State-Trait Inventory for Cognitive and Somatic 
Anxiety (STICSA) questionnaire [37], Personal Report of Conf-
dence as a Speaker (PRCS) [31] and the Subjective Unit of Discom-
fort Scale (SUDS) [45]. At the end of the presentation, participants 
were asked to complete an overall presentation self-rating (7-item, 
7-point scale) questionnaire. One of the items in the questionnaire 
asked, “How nervous were you during your presentation?” 

We used a retrospective review protocol to capture ground truth 
on participants’ subjective anxiety during their presentation. Par-
ticipants’ online presentations were videotaped. Following their 
presentations, they were asked to watch their videotaped presen-
tations, recall their anxiety experience, and, using a continuous 
afect rating application [13], record their anxiety at each second 
of their presentation. Anxiety was annotated on a scale of 0 (Calm 
and Relaxed) to 10 (Very Anxious). Figure 1, shows a box plot of 
one of the participant’s ratings on the right and a line plot of their 
rating over time at the bottom. 

Presentations lasted an average of 551.42 secs (SD = 92.41 secs). 
The total corpus comprised 1.83 hours of presentation recordings 
and second-by-second anxiety ratings from 12 participants. 

3.2 Predicting Public Speaking Anxiety Using 
Audio Data 

3.2.1 Data Processing. Audio data was extracted from the recorded 
video presentation resulting in 12 wav fles with a sample rate of 
44KHz. We used the openSMILE toolkit [8] to identify voiced seg-
ments and extract eGeMAPS features [7], including 88 acoustic 
features at every second of voiced parts of the presentation. OpenS-
MILE has been widely used in automatic emotion recognition for 
afective computing [9, 18, 41] and acoustic features such as pitch, 
jitter, and shimmer have been shown to good predictors of stress 
[25, 34]. The features included statistical functionals (e.g., mean 

Figure 2: Real-time public speaking anxiety prediction 
model. 

and standard deviation) of frequencies features(e.g., pitch and jit-
ter), energy features (e.g., shimmer and harmonics-to-Noise Ratio 
(HNR)) and Spectral (balance) parameters (e.g., mel frequency cep-
stral coefcients (MFCCs)). The extracted feature columns were 
then normalized separately to the range 0-1. The data set was then 
transformed for use in a time-series anxiety forecasting task. The 
corresponding second-by-second anxiety labels were transformed 
from a scale of 0-10 to a scale of 0-1. 

3.2.2 Speech-based PSA Prediction Models. A previous study [21] 
that explored when to nudge presenters to take a deep breath during 
a presentation showed that presenters want anxiety intervention 
when a system detects that they are getting anxious. We, therefore, 
performed an emotion forecasting task using the extracted speech 
features and the anxiety labels that captured presenters’ anxiety at 
every second of the presentation. Emotion forecasting is the task 
of predicting future emotions based on a person’s past and current 
audiovisual cues [42]. The minimum time taken by the participants 
to cover one slide was 30 seconds. Therefore, we designed a multi-
variate time-series LSTM model that would forecast PSA levels 30 
seconds into the future based on 30 seconds of extracted acoustic 
features and passed anxiety predictions. A PSA intervention ap-
plication could use the anxiety prediction model to determine if 
an anxiety intervention should be deployed because a presenter is 
predicted to be anxious in the next segment of their presentation. 

We developed a speech-based prediction model that uses a Keras’ 
long-short term memory (LSTM) model [5] with 128 memory units 
in the hidden layer, a rectifed linear unit (RELU) activation unit, a 
single dense output layer (a deeply connected neural network layer) 
to predict presenters’ anxiety 30 seconds into the future based on 
current and past audio features and predicted anxiety labels. The 
model is ft using the Adam stochastic gradient descent [22] and 
optimized using the mean squared error (MSE) loss function. Figure 
2 visualizes the framework real-time PSA prediction model. 

3.2.3 Model Evaluation. To evaluate the LSTM model, we split 12 
participants’ presentation data into training data (5 participants), 
validation data (3 participants), and test data (4 participants). We 
trained the model on the training data and used the validation set to 
fne-tune the model’s performance. We then evaluated the model’s 
performance in the test set. We used mean absolute error ��� =√ 
1 1Σ|� − �̂ | and root squared mean error ���� = Σ(� − �̂)2 
� � 
to assess and compare the performance of the LSTM model to 
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Table 1: Descriptive and Correlation Statistics of the Anxiety Measures 

Measure Range Descriptive (SD - Standard 
Deviation, R - Range) 

Correlation 
retrospective 

with 
PSA 

Mean 
ratings 

PRCS 30 true-false questions (Scores: 0, No Mean = 9.33 (SD =5.91) � = 0.5, � = 0.07 
anxiety – 30 highest fear) 

STICSA 21 items Mean = 28.83 (SD = 6.83) � = 0.5, � = 0.14 
(1, Not at all – 4, Very much) 

SUDS Single item: Median = 4.5 (R = 1-7) � = 0.4, � = 0.07 
(0, Calm – 10, Very anxious) 

How nervous were you during Single item: Median = 3 (R= 2-7) � = 0.5,  � = 0.05∗
your presentation? (1, Not at all – 7, Very Nervous) 
Mean retrospective PSA ratings Second-by-second rating Mean = 3.41 (SD = 1.81) � = 1, � = 0.00 

(0, Calm – 10, Very anxious) 

a simpleRNN. The simpleRNN is a fully connected RNN where 
the output from the previous time step is fed to the next step. 
The current input and previous output are passed through a Tanh 
activation function. 

4 RESULTS 

4.1 Relationship between retrospective PSA 
ratings and other self-report PSA measures 

The average of the mean retrospective PSA ratings of the 12 par-
ticipants was 3.41. The means for presentations ranged from 1.04 
to 6.07. Table 1 column three shows the means and medians of 
the self-report anxiety measures administered in the study. The 
frst three measures in table 1 were collected before the presenta-
tion, and the last two, which include the retrospective PSA rating, 
were completed after the presentation. PRCS, STICSA, and Mean 
retrospective anxiety ratings are continuous normally distributed 
data. Therefore, we conducted a Pearson correlation test to assess 
the relationship between the PRCS and STICSA with mean ret-
rospective PSA rating. SUDS and "How nervous were you during 
your presentation?" (Nervousness) are single item ordinal measures. 
Therefore, we conducted Kendall’s coefcient of rank correlation 
to assess their correlation with the mean retrospective PSA rat-
ings. The was a signifcant moderate positive relationship between 
the retrospective PSA rating and the presentation nervousness rat-
ing (� = 0.5, � = 12, � = 0.05). There was a close to signifcant 
correlation between PRCS, SUDS, and the mean retrospective PSA 
rating. The last column of Table 1 below summarizes the correlation 
results. 

4.2 Speech-based PSA Prediction Model 
Performance 

We used mean absolute error (MAE) and root mean squared er-
ror (RMSE) to compare the performance of the our LSTM to a 
simpleRNN model in predicting future 30 seconds PSA based on 
current and past speech patterns and past predicted anxiety. Based 
on the MAE and RSME metrics, the LSTM model performed better 
than a simpleRNN model in forecasting presenters’ PSA. Table 2 
shows the aggregated performance of the model after randomized 

Figure 3: The top graph shows the performance of the LSTM 
in one trial with a test set of 4 participants data and the 
bottom graph shows the performance of the simpleRNN on 
the same test set. 

5 data split trials. Figure 3 shows visualizes the prediction perfor-
mance of the models. The top graph shows the performance of 
the LSTM in one trial with a test set of 4 participants data and the 
bottom graph shows the performance of the simpleRNN on the 
same test set. 

Table 2: Speech-based Models Performance (Mean Absolute 
Error and Mean Root Mean Squared Error) 

Model MAE (Variance) RSME (Variance) 

LSTM 0.028 (5.48E-05) 0.042 (0.0001) 
simpleRNN 0.156 (0.004) 0.183 (0.004) 

5 CONCLUSION 
In this work, we use speech to predict public speaking anxiety as it 
occurs during a presentation. We report a methodology for collect-
ing subjective ground-truth ratings of public speaking anxiety and a 
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method for predicting PSA in real-time based on a model trained on 
this data. Using the retrospective presentation anxiety annotation 
methodology, we captured the variance in PSA experience during 
presentations. We demonstrated that our LSTM model performed 
better than a simpleRNN model for continuous anxiety prediction. 

We found that the overall mean retrospective PSA rating was 
signifcantly moderately correlated with the self-report nervousness 
rating. Participants completed this nervousness rating immediately 
after their presentation and therefore had better recollections of 
their overall anxiety experience during a presentation. On the other 
hand, we did not fnd signifcant correlations between retrospective 
PSA ratings and the pre-post self-report PSA measures. Likely 
due to the small number of participants in our study. Another 
explanation could be that the self-report PSA measures used in 
this study (STICSA, SATI, SUDS, and PRCS) assess state anxiety at 
the moment of assessment and might not capture varying anxiety 
levels during a presentation. These measures may help evaluate an 
intervention’s efects on anxiety, that is if an intervention leads to 
a reduction of PSA but may not capture continuous and dynamic 
PSA experienced during a presentation. 

There are many advantages to using audiovisual and sensor-
based tools to identify public speaking anxiety as it unfolds during 
a presentation, mainly because it is impossible to ask presenters 
to self-report their anxiety while presenting. We have shown that 
the continuous stress and anxiety data collecting methodology 
can be conducted in online presentation settings and be used in 
other contexts where collecting continuous afect labels for model 
training are of interest but interrupting the users would interfere 
with task performance. 

The data collection study was conducted online with a confed-
erate audience. Although this is a more realistic setting than VR 
settings, which have been used in recent modeling works [10], our 
study has some limitations. One is the small sample of presenters 
and the modeling data. The presentations were short (5 minutes), 
fully prepared, and may not represent typical presentations that 
presenters prepare independently. 

Future work will evaluate the model with a larger dataset and live 
presentations of varying lengths and topics. Other inputs, such as 
physiological arousal, could also be included in the real-time anxiety 
assessment models to improve prediction reliability in diferent 
contexts. This current work lays the groundwork for expanding data 
collection on individual-specifc factors and contexts that induce 
anxiety experiences and developing just-in-time PSA interventions. 
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