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ABSTRACT

Incident handling, a fundamental activity of a cybersecurity inci-
dent response team, is a complex discipline that consumes a signifi-
cant amount of personnel’s time and costs. There are continuous
efforts to facilitate incident handling and response in terms of pro-
viding procedural or decision support and processing relevant data.
In this paper, we survey the approaches towards (semi-)automated
incident handling and response backed by recommender systems
that are successful in other domains. We discuss which phases and
tiers of incident handling can be automated and to what level while
evaluating the maturity of proposed approaches and tools. While
we did not find a full-scale recommender system that would guide
the user through incident handling and suggest which steps to take,
many of them aim at particular problems. The discussed issues are
not resolved yet but seem to get the attention of researchers and
will likely be investigated in the future.
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1 INTRODUCTION

Incident handling is a crucial service of a Computer Security In-
cident Response Team (CSIRT), Computer Emergency Response
Team (CERT), or Security Operations Center (SOC) [33, 57]. Inci-
dent handling covers various tasks beginning with incident triage
(initial assessment of severity and scope of the incident), incident
analysis, which often includes computer or network forensics, in-
cident response, which often requires interaction with end-users
or IT administrators, and gathering lessons learned [13, 33, 38].
The particular tasks of incident handling can further be distributed
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among several cybersecurity team members with various expertise
and skill levels [57]. The high-level procedures are well described
in the literature, but the execution is highly dependent on the local
environment, available data and tools, and even factors like the
organization’s capabilities and competence. Although incident han-
dling has been a common practice for over two decades, it is still an
interesting research topic with many open challenges [22, 50, 54].

The paramount goal of current research and development efforts
with respect to incident handling is the automation of the processes
and offloading as much effort from human to computer as possi-
ble [3, 57]. Although there are tasks that are hard or impossible
to automate and decisions that require a human in the loop, the
motivation for automation is manifesting in several directions and
growing in importance. First, we are facing a continuous increase
in the number and complexity of cyber attacks and disclosed vul-
nerabilities that are affecting more and more areas of daily lives and
human activities. Simultaneously, we face a shortage of skilled per-
sonnel. Estimates talk about four million unassigned work positions,
while many such positions require solid skills [26]. Automating a
significant amount of the incident handling tasks would reduce the
burden imposed on current personnel and allow novices to pursue a
career in cybersecurity. Incident handling playbooks [30, 43] allow
junior incident handlers to resolve incidents faster and more pre-
cisely, while automation of laborious tasks allows senior personnel
to focus on decision-making and analysis of advanced threats. Less
staff would be required to conduct fundamental operations while
more capacities could be dedicated to combating advanced threats.

In this paper, we survey the current state of the art in incident
handling and response automation. First, we elaborate on proce-
dures and tiers of incident handling and discuss which tasks can be
automated and to what extent. Subsequently, we introduce recom-
mender systems [1] in order to enumerate the approaches available
to support the tasks of incident handling. It is worth noting that
in this paper, we focus specifically on the recommender systems,
not the whole landscape of decision support tools for cybersecu-
rity operations. We encountered a plethora of works that propose
decision support [22, 25], automation [3], or other facilitation of
incident handling and response [39]. In essence, any visualization,
data fusion or correlation, calculation, or situation projection could
be considered a decision support tool. Although such tools are valu-
able and helpful, we consider them out of the scope of this work as
they only provide additional information or present them in a com-
prehensive manner but do not implement a recommender system.
We focus on approaches that go a step ahead and propose an action
to take, pre-select an option, guide the incident handler through
the processes, or otherwise actively help the users via the means
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of collaborative, content-based, or knowledge-based filtering used
in the recommender systems [1]. The main contributions of our
work are the review of the current status of recommender systems
in incident handling, identification of the most important authors
and works, and a review of open and resolved challenges.

This paper is structured in six sections. Section 2 recapitulates
the fundamentals of incident management, handling, and response
and highlights the tasks that can be automated or facilitated by
decision support and recommender systems. Section 3 provides
a brief introduction to recommender systems. Section 4 reviews
the relevant literature and highlights prominent publications, re-
searchers, and research artifacts. Section 5 surveys the available
tools and presents their taxonomy. Section 6 concludes the paper.

2 INCIDENT HANDLING AND RESPONSE

In this section, we first introduce the topic of incident handling.
Subsequently, we describe the incident handling in two dimensions.
First, we follow the workflow and comment on the phases of in-
cident handling. We identify the points in the incident handling
procedures in which the incident handlers have to make a decision
and suggest how a recommender system could be of use. Second,
we describe the incident handling in tiers (levels) corresponding
to personal responsibilities. Each tier is focused on a different part
of the incident handling, which poses diverse requirements for the
recommender systems. The section closes with a brief overview of
available tools.

2.1 Fundamentals of Incident Handling

Incident management, handling, and response are the fundamental
activities provided by a cybersecurity team (CSIRT/CERT) as listed
in RFC 2350 [21] or the CSIRT Services Framework [17]. Recently,
the incident response has become a task of third-generation SOC
as defined by CISCO [37]. Incident management is an umbrella
term for any activities related to cyber incidents. Incident han-
dling is a part of incident management alongside, e.g., vulnerability
handling. Incident response is often considered a part of incident
handling [33]. Other important materials on the fundamentals of in-
cident handling can be found in the form of guides and handbooks;
we may recommend The Computer Security Incident Handling
Guide [13] by NIST or The Incident Handler’s Handbook [31] by
the SANS Institute.

Although the workflow of incident handling is well described
in the literature and adopted by practitioners, it is not straightfor-
wardly applicable. Each organization, network, or environment is
different, and each team uses different equipment to gather and
analyze the data, which makes it extremely difficult to provide guid-
ance in all cases and for all environments with a sufficient level of
detail. Spring and Illari [54] reviewed human decision-making in
incident response and concluded that the existing guidelines do not
give advice on how to obtain an overall picture of an incident with
incomplete data, e.g., how to generalize hypothesis in terms of time
(among distinct events) and space (among devices in the network
or possible cyber victims). These steps are usually accomplished via
the expert knowledge of a security team. Poor decision-making was
addressed by Webb et al. [58], who proposed a model for security
risk management considering such deficiencies. Still, the impact of
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Figure 1: Incident handling workflow elaborated by
ENISA [33].

using decision support tools in incident handling practice is not well
investigated. A recent exemption is the work of Happa et al. [22],
who studied the impact of using visualization and decision support
tools in SOC and stated recommendations for future development,
such as including contextual data and enabling collaboration. An-
other issue is the difficult evaluation and applicability of such tools.
Even though a methodology for SOC performance evaluations was
recently proposed by Rosso et al. [50], it is often limited to case
studies and user evaluations [22, 25].

2.2 Workflow and Phases of Incident Handling

The most fundamental workflow of incident handling was intro-
duced by CERT/CC [4]; handling is divided into four phases: detec-
tion, triage, analysis, and response. In another well-known example,
NIST structures incident handling into four phases: preparation,
detection and analysis, eradication and recovery, and post-incident
activity [13]. It is worth noting that well-known documents formal-
izing incident handling are mutually inspired, which makes them,
to some extent, similar and interchangeable. In this work, we follow
the more elaborated workflow of incident handling described in
the guide by ENISA [33] displayed in Figure 1.

In the initial phases, the incident is detected, reported, and regis-
tered. Incident detection is out of the scope of incident handling.
There are a plethora of tools and approaches to detect an incident
described in the literature and used in practice. Although we can
proclaim the detection phase as out of the scope of this work, there
are several works referenced in this work that also cover the detec-
tion phase. We will comment on this issue in the literature review
in Section 5. The incident is reported to the cybersecurity team by
an intrusion or anomaly detection system, another cybersecurity
team (CSIRT/CERT/SOC), IT administrators within the organiza-
tion, or common users. The incident could be reported by email,
phone call, in-person, or via a web form. The cybersecurity team
receives the incident report and usually registers it in an incident
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handling system under a unique identifier. Reporting and registra-
tion are straightforward and do not require any decision support
or recommender systems.

Triage is a very interesting phase from the perspective of decision-
making; the decisions in this phase have to be taken quickly and
often with an insufficient amount of information, whereas the de-
cision affects the rest of the incident handling process. The goal
of triage is to prioritize the incident based on its significance and
severity and to allocate the resources to handle it. Triage consists
of three steps: verification, classification, and assignment.

During the verification, the incident handler checks for three
conditions. First, the report must be a real incident report, i.e.,
not spam or off-topic message. Second, the incident must fall into
the team’s constituency. For example, it must be related to an IP
address in the organization’s address range. If this is not true, the
incident report should be forwarded to a responsible team. Finally,
the incident should not already be reported; otherwise, it is marked
as duplicity and not handled further. Checking such conditions is
straightforward and can be performed effectively by humans or
automatically, so there is no need for decision support in this phase.

The classification is a crucial task that influences all the fol-
lowing procedures. The incident needs to be classified according
to the scheme in use by the team (there are many of them, and
cybersecurity teams often use their own). The classification then
determines which procedures should be done in the incident analy-
sis and response. There are very little data available at this stage,
which makes this task very difficult for humans and even for any
possible decision support system. Decision support is more than
welcome in this phase and approached by researchers [61].

The assignment refers to assigning the incident to a particular
handler, either the person on duty at the moment or to a specialist
on the particular type of incident. Some incidents may require the
assignment of more handlers. We elaborate more on the assignment
in the following subsection, where it plays a bigger role.

Incident resolution is the longest and most laborious phase of
incident handling. It consists of a cycle of data analysis, resolution
research, proposing and performing actions, and eradication and
recovery of the incident. Usually, the cycle is iterated several times;
new data for analysis may appear, or the performed action might not
eradicate the incident. Incident resolution is very situational; each
cybersecurity team has a different set of data, data analysis tools,
and actions available. Thus, the specific procedures or guidelines
are often limited to a certain environment, set of tools, or otherwise
restricted. This phase is very rich in problems that could be resolved
via decision support and recommender systems. In fact, proposing
the action (or, more specifically, selecting the attack mitigation
option) is one of the most popular applications of recommender
systems in cybersecurity [32, 51, 55]. We comment on the particular
examples of tools and approaches in Section 5.

When the incident is resolved, there is a need to close it properly.
Incident closure consists of assessing final information (e.g., what
happened, who were the actors, how it happened), final classifica-
tion, and archiving of the incident. The incident handlers can also
come back to an archived incident for a post-analysis and improve-
ment proposal, although this is often neglected due to the work
overload of cybersecurity teams. Yet, proper final classification and
archiving of the incident and its details is a valuable resource for
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decision support and recommender systems that can use the data
to train machine learning models or build knowledge bases.

2.3 Tiers

In addition to phases, incident handling can also be divided accord-
ing to the roles and responsibilities of security team members. This
division is generally referred to as Tiers or Levels, based on the
ITIL (Information Technology Infrastructure Library) methodol-
ogy [11]. In the initial proposal for cybersecurity teams, members
were assigned to two tiers [62]. However, as the number of inci-
dents and their sophistication grew, additional tiers were gradually
added, focusing on advanced incident analysis, threat hunting, and
security team management. As we have mentioned in previous
sections, cybersecurity teams often vary widely in their technolo-
gies, processes, and services. Therefore, the division into individual
tiers is not precisely defined as it is often determined by the orga-
nization’s management. The following definitions, which we use
in the paper, summarize and generalize the descriptions given in
the literature [36, 57] and public posts by cybersecurity compa-
nies [6, 12, 46].

Initial incident handling is the responsibility of Tier 1 personnel.
This level may be referred to as triage, where the triage specialist
or alert investigator works. They manage and configure security
monitoring tools, monitor alerts, and review them to determine
their relevance and urgency (whether a real security incident is
taking place). Besides, they perform triage of the incident and collect
relevant data. When they identify a cybersecurity incident, they
escalate its resolution to Tier 2. Employees at this initial level are
typically the least experienced analysts with system administration,
programming, and scripting skills.

The main part of handling a security incident happens at Tier 2,
referred to as investigation, where incident responders and analysts
work. They receive incidents, perform deep analysis, and correlate
collected evidence with threat intelligence to identify the threat ac-
tor, nature of the attack, and systems or data affected. In more detail,
they leverage emerging threat intelligence (e.g., IoCs, updated rules)
to identify affected systems and the scope of the attack, review and
collect asset data (e.g., configurations, running processes) on these
systems, and direct remediation and recovery efforts. These activi-
ties have a higher impact and generally require more experienced
analysts. At the knowledge level, the same skills are expected at
Tier 1, together with knowledge of advanced forensics, malware
assessment, threat intelligence, and ethical hacking.

Tier 3 is used to deal with more serious incidents and is re-
ferred to as threat hunting, where expert security analysts and threat
hunters work. They support complex incident response, cooperate
with Tier 2 on major incidents, and spend any remaining time look-
ing through forensic and telemetry data for threats that detection
software may not have identified as suspicious. In more detail, they
conduct vulnerability assessments, penetration tests, and review
alerts, industry news, threat intelligence, and security data. Besides,
they actively hunt for threats that have made their way into the
network, as well as unknown vulnerabilities and security gaps. Per-
sonnel at this level are expected to have the same knowledge as
those on the lower levels but with even more experience, including
high-level incident analysis, knowledge of penetration testing tools,
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cross-organizational data visualization, malware reverse engineer-
ing, and identifying and developing responses to new threats and
attack patterns.

Tier 4 is no longer focused directly on incident handling but cov-
ers all the activities of the security management team. This typically
includes a SOC manager who recruits and evaluates employees,
manages the escalation process, and reviews incident reports. They
develop and execute crisis communication plans for the chief in-
formation security officer and other stakeholders, run compliance
reports, support the audit process, and measure SOC performance
metrics. In terms of knowledge, personnel at this level should un-
derstand the tools and approaches used in lower tiers together with
project management skills, incident response management training,
and strong communication skills.

2.4 Tools

There are numerous tools supporting the incident handling work-
flow. A comprehensive, community-maintained list of them can be
found in a popular form of an "awesome list" on GitHub!. Although
there are several implementations of incident management soft-
ware, many of them implementing full incident handling workflow
or incident life cycle, only a few of them are widely used in the com-
munity. Many cybersecurity teams also develop their own solutions
and publish their source codes, but it is often problematic to transfer
such complex systems into a different environment. A well-known
incident handling system is RTIR?, a modification of the popular
Request Tracker (RT) specifically designed for incident response
needs. RTIR is a popular choice among established cybersecurity
teams that do not intend to build their own solution but welcome
the options of enhancing the existing one with custom modules and
connectors. Another interesting and well-known tool is TheHive?,
which facilitates mostly the incident analysis phase by connecting
to MISP (Malware Information Sharing Platform), which enables in-
vestigation with many data from cyber threat intelligence providers.
Such features sparked interest in TheHive project in recent years
and made it a popular choice among newly founded teams.

An interesting example of a commercial tool by Basis Technology
appeared recently. The Cyber Triage* features a recommendation
engine to assist in digital forensics. Although this is a commercial
product and no implementation details are publicly available, it
seems to be a variation of a classical product recommender system
based on the author’s quote "you may like this process based on
your interest in this file" on the project blog’.

3 RECOMMENDER SYSTEMS

The recommender systems are information filtering systems that
not only researchers’ attention due to vast application options
but also become recognized by the general public. Recommender
systems are part of information systems accessed by millions of
users on a daily basis, including social networks, news sites, e-
shops, and multimedia streaming services. Such systems are able
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to recommend goods to buy, people to connect with, or movies to
watch based on users’ preferences and history of action. Business
applications are a significant driving force in the development
of recommender systems [1, 47]. The recommender system used
by Netflix [20] has become so well-known that many researchers
admit to being inspired by it, even in cybersecurity [52]. We do
not intend to delve into the details of recommender systems in
this paper; there are many books and surveys on this wide area of
research. We may recommend an exhaustive textbook by Charu C.
Aggarwal [1]. An interesting introduction to the topic intended for
cybersecurity experts was presented by Pawlicka et al. [47]. Herein,
we recapitulate the most important features and classification of
such systems.

There are two versions of the recommender problem and four
goals to achieve by the recommender systems [1]. The problem
is either a prediction or a top-k recommendation. The prediction
problem (also known as the matrix completion problem) is predict-
ing an unknown value using a training dataset. For example, based
on a user’s ratings of similar movies, the recommender system
predicts how the user will rate a new movie. There are not many
possible applications of this problem in cybersecurity because there
are often not that many users and items (or similar combinations
of entities). However, it could be applied to a classification of threat
intelligence data or recommending possible attack paths. The top-k
recommendation problem (or ranking problem) can be illustrated
as recommending top-k items to a particular. Such a problem could
be applied to incident handling to recommend a list of actions to
perform in response to an incident.

The four generic goals of recommender systems are relevance,
novelty, serendipity, and diversity. Relevance is obvious and most
important; only the relevant recommendations are usable, but in
many cases, the other three goals influence the final recommen-
dation when there are multiple relevant options. Novelty means
recommending items that are somewhat novel; a recent movie could
be favored over an older classic to support the new movie’s sales,
or a recommendation of a recently discovered vulnerability might
get attention over an older, already patched one. Serendipity corre-
sponds to recommending more surprising results, unexpected by
a user. When considering the vulnerability scenario again, a user
interested in web security might be aware of recent vulnerabilities
in popular web frameworks but could be surprised by a recommen-
dation of a relevant vulnerability in OS or web server. Finally, the
diversity ensures that the recommendations are not repeated or
monothematic; the user may lose interest in such recommendations
over time. Diverse recommendations increase the chance of novel
or serendipitous findings, which would make this business-oriented
criterion relevant also to the cybersecurity field. Recommending
unusual or counter-intuitive action in the analysis of exploitation
using a zero-day attack could indeed speed up the incident handling.

There are four major types of recommender systems, including
their combinations, namely [1]: collaborative filtering, content-
based, knowledge-based, and hybrid and ensemble-based. Let us
illustrate their differences on a classic example of product recom-
mendation. Collaborative filtering is the most well-known approach
to making recommendations. In essence, it predicts the interest of
a user based on other users’ interests. The item is recommended to
the user if it received a good rating from users who gave similar
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ratings to other items as the user in question. Content-based filter-
ing is similar to collaborative filtering but uses attributes instead of
ratings. The user is recommended the items with similar attributes
as the items the user already expressed interest in. Knowledge-
based recommender systems appeared to resolve the issues of items
that are purchased rarely or have many variations, which makes it
difficult to assess a sufficient amount of ratings. Examples are real
estate, automobiles, or financial services. Such systems are based on
structured domain knowledge. Finally, hybrid and ensemble-based
recommender systems often use a combination of approaches to
achieve the best results in a particular application.

It is also worth mentioning that the recommender systems face
two main problems, commonly referred to as a new user problem
and a cold start problem [1]. The new user problem describes a
situation in which a new user starts using the system without
a history of actions. Therefore, the recommender system has no
input from the particular user and cannot make predictions or
rankings even though it has data from other users. The cold start
describes the situation where the whole system has no data on
user preferences. The cold start is approached by content-based
filtering and knowledge-based systems. Nevertheless, such systems
require a set of attributes or building a knowledge base, which can
be difficult in certain domains.

4 RESEARCH OVERVIEW

In this section, we present the findings of a research and literature
review we conducted to enumerate the research publications on the
topics of this paper. We used Google Scholar to search for relevant
literature using the keywords of recommender system or decision
support combined with incident handling or cybersecurity. Herein,
we enumerate existing surveys, pinpoint the most influential papers
and venues, and comment on influential researchers.

4.1 Publication Venues and Existing Surveys

The related work on recommender systems in incident handling or
cybersecurity, in general, can be found in many venues, although
there is no journal or conference dedicated to this topic. ACM
Recommender Systems (RecSys)® is a flagship conference on recom-
mender systems. Unfortunately, the applications in cybersecurity
are rarely discussed there. The same applies to Elsevier’s Decision
Support Systems journal’. The relevant papers are more likely to be
found in Elsevier’s Computers & Security® or ACM Digital Threats:
Research and Practice’ journals, which recently covered the issues
of SOC operations and incident handling. Recent work in progress
could be found in the ARES conference'?, namely in its EU work-
shops. A plethora of short papers on closely related topics could
also be found at the Cyber Science conference!!.

To the best of our knowledge, there is only one literature survey
on the topic, although very recent. Pawlicka et al. [47] first pre-
sented an overview of recommender system types, their advantages
and disadvantages, and their possible application in cybersecurity.

Chttps://recsys.acm.org/

"https://www journals.elsevier.com/decision-support-systems
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Subsequently, the paper surveys the state of the art in using rec-
ommender systems in cybersecurity. We consider the survey as an
excellent introduction to the decision support and recommender
system for cybersecurity researchers and practitioners. Readers in-
terested in an exhaustive literature review are also recommended to
read the survey. However, Pawlicka et al. do not analyze particular
use cases and applications of recommender systems in cybersecurity.
The authors only state that such systems are used in cybersecurity
and that there is no existing taxonomy. An interesting observation
is that many of the authors of the surveyed research works claim to
be the first or one of the first to apply a specific method in cyberse-
curity [47]. This may indeed be caused by a lack of understanding
of the recommender systems landscape; it is additional motivation
for the systematization of knowledge in this area.

In 2016, Gadepally et al. [19] published an article on using rec-
ommender systems in cybersecurity, namely by the Department of
Defense, since the authors are affiliated with the Lincoln Laborato-
ries. The authors suggested how could the recommender systems
be used and in what context. Moreover, they proposed possible
directions for future work. While the technical paths seem to be ap-
proached by researchers and developers, the socio-technical aspects
do not. For example, we did not encounter any examples of preserv-
ing privacy, as discussed by Gadepally et al., in the surveyed works.
More importantly, there does not seem to be any fruitful interaction
between academia, industry, and other actors who are interested in
this topic and could advance the research and development.

4.2 Researchers and Research Groups

Unfortunately, very few researchers or research groups seem to fo-
cus on the application of recommender systems in incident handling
or cybersecurity in general. Most researchers contribute with only
a few publications on the topic. However, there are several notable
exceptions. Chen Zhong of the University of Tampa'? has authored
several papers that are within the scope of the paper. Moreover,
her contributions to the analysis of incident triage [59-61] are one
of the most valuable in this area. We referenced only the most
significant works by Chen Zhong; we recommend the readers to
check her other works on closely related topics. Some other notable
researchers include Aleksandra Pawlicka!® of ITTI, who authored
the survey on recommender systems in cybersecurity [47] but not
yet any other related work. Nikolaos Polatidis'# of the University
of Brighton is a researcher in recommender systems with overlaps
to cybersecurity, who contributed with several relatively impactful
papers [48, 49].

Although we did not identify many influential or productive re-
searchers, the masters’ and doctoral students seem to be interested
in the topic. We encountered several theses on closely relevant
topics. The theses of Katherine B. Lyons [32] from 2014 or Erion
Sula [55] from 2019 have already gained attention in the litera-
ture [47]. The other examples include the master thesis of Milad
Asgari Mehrabadi on a recommender system for predicting privacy
leaks in mobile traffic [5] from 2019, the doctoral thesis of Linus
Karlsson on preventive measures in cybersecurity [28] from 2019

2https://utweb.ut.edu/chen.zhong/
Bhitps://orcid.org/0000-0003-4380-014X
Yhttps://research.brighton.ac.uk/en/persons/nick-polatidis
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(including the author’s paper on recommender system for vulnera-
bility scoring [29]), or the master’s thesis of Suzy Edith Moukala
Both on personalized question-based recommender system for cy-
bersecurity [35] from 2021. We are pleased to see junior researchers
working on such topics. This could be an indicator that the topic is
going to be further explored in the future.

5 OVERVIEW OF TOOLS AND APPROACHES

In this section, we provide an overview of the recommender systems
applied to resolving issues related to incident handling. The papers
and tools we found in the research overview are grouped into
several categories loosely based on incident handling phases and
tiers. Some of the works discussed in this section were also discussed
in the survey by Pawlicka et al. [47]. We comment on such papers
only briefly; the readers are kindly referred to the survey for more
details, especially those related to the recommender systems in
use. We do not delve deep into the implementation details since we
are more interested in the applications and use cases in relation to
incident handling.

5.1 Tier 1 and Incident Triage

The first groups of papers are relevant to the initial phases of in-
cident handling on lower tiers, namely the problem of triage and
Tier 1 incident handling. The problems tackled in this section are
recommending the most suitable workflow for handling a new inci-
dent. This is not yet the analysis; the incident handlers at this phase
have to decide if the incident is real and relevant, how to categorize
it, which and how many analysts it should be assigned to, or which
guidelines or playbook they should follow. While some teams may
have a dedicated triage specialist or all the incident handlers (junior
and senior) may participate in triage, it is also possible that the
initial phases are offloaded to the IT helpdesk or another generic
contact point in the organization, where the operators might not
even have any skills in cybersecurity. Nevertheless, most of the
discussed works assume this is not the case, and incident handlers
are trained in cybersecurity, at least on an elementary level.

The problem of incident triage was studied by Zhong et al., who
in 2015 proposed ARSCA, a tool for tracing triage actions [59].
The idea behind ARSCA is to collect the traces of triage actions
conducted by incident handlers for a deeper understanding of the
triage and decisions made in it. Such traces were proposed to be
used for incident handling automation [60]. As proposed by the
authors, the traces of senior incident handlers’ actions can be used
to train junior handlers [61]. We point out that such data are highly
valuable for decision support or recommender system for incident
handling. In this regard, the authors developed a smart retrieval
system that looks up historical traces of senior handlers that are
the most similar to the traces actually conducted by a junior han-
dler [61]. We consider this work as one of the closest to the idea of
a recommender system for incident handling.

Esposte et al. [14] approached the issue of so-called alert flood-
ing in 2016. Indeed, incident handlers very often face information
overload and the influx of an overwhelming number of alerts; many
of them are also not relevant. The authors proposed a recommender
system that collects alerts from external sources and recommends
them to any person profiled as a network administrator. The alerts
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are filtered via the administrator’s preferences and ratings of pre-
vious alerts. On the one hand, this work seems highly relevant
and applies a full-scale recommender system. On the other hand,
the authors do not seem to follow any incident handling workflow
and approach the cybersecurity perspective quite vaguely. A sim-
ilar problem was approached by Ayala et al. [7, 8] in 2021. The
authors proposed a hybrid recommender system combining collab-
orative and knowledge-based filtering to recommend cybersecurity
incidents (namely anomalies and vulnerabilities) to the users. The
goal of the system is to leverage expert knowledge to prioritize the
incidents and recommend the most urgent ones to resolve. An inter-
esting feature of this work is the use of knowledge-based filtering
that approaches the cold start problem of a recommender system.

In 2021, Kraeva and Yakhyaeva [30] approached the automatic
selection of the most relevant incident playbook by which the
incident should be handled. Instead of common rule-based methods,
the proposed system uses metric learning and neural networks and
does not require the involvement of domain experts or additional
training. Indeed, this seems like a highly relevant contribution
to the triage problem. Unfortunately, the paper is very brief and
focuses on the learning and recommendations; it is only proposed
to use such an approach.

We did not find any other works on applying recommender sys-
tems to the initial incident handling phases. However, we would
like to raise attention to two works that might be relevant in the
future. Both could be used to support the triage phase and signifi-
cantly reduce the volume of data to process. ASSERT by Okutan and
Yang [42] assigns individual intrusion detection alerts to empirical
attack models and highlights the critical activities and aggregated
statistics that can be used to predict future attack actions. PATRL
by Moskal and Yang [34] translates intrusion detection alert de-
scriptions into an intuitive description of an attack campaign in
the form of MITRE ATT&CK'". The authors developed a machine
learning process that maps over 64,000 Suricata alerts in a small set
of Action-Intent-Stages derived from ATT&CK. Filtering a large
number of entries into a small set of options is a common objective
with recommender systems. We can see a potential application of
a tool similar to PATRL that would translate alerts into a compre-
hensible explanatory note. The incident handlers would then not
have to spend valuable time finding out what a particular alert
description means. PARTL can save time spent by looking up de-
tails for a CVE number (if included in the alert), while ASSERT
facilitates learning about the potential impact. Both tools are built
on solid theoretical backgrounds and seem ready for evaluation
in an operational environment. We believe they can be a valuable
contribution to decision-making in incident handling.

5.2 Tier 2 and Incident Analysis and Response

In the next group of approaches, we present the works on incident
analysis and response corresponding to Tier 2 of incident handling.
It is assumed that at this point in the incident handling workflow,
the incident handler already has certain knowledge of the incident
(e.g., its category and impact) and investigates technical details
and response options. Typical goals include collecting evidence,

Bhttps://attack.mitre.org/
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conducting basic forensic analysis, finding other impacted systems
or users, and selecting mitigation and recovery actions.

The KRAKEN recommender system, proposed by Brisse et al. [10]
in 2021, helps incident handlers by suggesting exploration paths.
KRAKEN is using the knowledge of advanced attack descriptions ob-
served in the real world and confronts it with the investigated logs.
The goal of KRAKEN is to dynamically recommend relevant parts
of the dataset to explore during the investigation. KRAKEN aims at
the investigation of advanced persistent threats and was evaluated
with the help of senior cybersecurity analysts. An interesting fact
is that the authors build upon existing tools for visualization of
and navigation in the investigated data. An interesting older work
cited by Brisse et al. is NAVSEC proposed by Nunnaly et al. [41] in
2013. NAVSEC is a network security visualization tool that features
a recommendation engine to guide a user through the data.

In 2021, Martin Husék proposed a recommender system that
would help handle the incidents like ransomware [24]. This work
builds on the assumption that ransomware and other types of mal-
ware spread in the network, and when an infection is reported,
there is a risk that the hosts in the proximity of the infected host
are in danger or already infected, too. The proposed approach is
quite simple from the perspective of recommender systems; it looks
up the hosts in the proximity of a reported infected host and sorts
them by their similarity to the infected one. Several metrics of
proximity and similarity are proposed and combined. However, im-
plementation and assignment of weight to particular metrics were
left for future work. Nevertheless, the work poses an interesting
application of recommender systems in the incident analysis phase.

Sworna et al. [56] recently proposed APIRO, a framework that
helps in incident handling by recommending which security tool
to use. Their work is very technical and goes down to the recom-
mendation of a particular API to call, e.g., use MISP to download
IoCs and inspect the network traffic via Snort. The very promising
feature of APIRO is the single unified interface to communicate
with heterogeneous data and tools. The user could interact with
only one system, which then forwards them to the specialized tools.
The manuscript seems to be valuable but is available only on arXiv.

A popular task in cybersecurity research is finding an optimal
countermeasure to a cyber attack. There is a plethora of research
works on this topic based on different approaches, from game the-
ory to recommender systems. We may recommend a survey by
Nespoli et al. [39]. A prime example is the work of Ossenbiihl et
al. [44], who proposed REASSESS, a countermeasure selection sys-
tem aligned with the NIST incident life cycle [38], to automate
incident handling. Although it is not based on a recommender sys-
tem, it shows a common issue of such works; there are not many
countermeasures to select from. The authors list only three options,
IP traffic filtering, traffic limiting, and no action. Even if we consider
more options for manipulating network traffic, such as routing the
traffic to a honeypot, we still have only a few options; not all of
them could be available in practice. Thus, the question here should
not be which action to select but rather whether to act or not.

Nevertheless, three proposals of recommender systems con-
nected to incident response selection are worth mentioning. In
2014, Katherine B. Lyons [32] proposed a combination of the in-
trusion detection system (IDS) and a recommender system in her
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doctoral thesis. When the IDS system raises an alert, the recom-
mender system reacts with a prioritized list of actions to do. In
2017, Sayan et al. [51] proposed ICSA, combined attack detection
and defense recommendation system. Contrary to the other works,
ICSA is really a hybrid solution. Instead of only reacting to what is
detected by the IDS, ICSA makes predictions of upcoming attacks
and simultaneously recommends their mitigation, which makes it
an interesting intelligent intrusion prevention system.

A highly specific problem was approached by Erion Sula [55]
in 2019. The authors proposed a recommender system that assists
in DDoS mitigation by selecting the cheapest option. Although it
aims solely at one type of attack, it also illustrates the depth of
cybersecurity problems. The proposed system considers a variety
of features, ranging from attack type to the region and location of
the victim to the budget available to the defenders. Indeed, there is
a lot to consider even when mitigating one specific type of attack.

Recommender systems are also considered in vulnerability as-
sessment and scoring. Although vulnerability management is a sep-
arate task from incident handling, it is typically approached in
a similar manner by the cybersecurity teams. The vulnerabilities are
mostly recognized by their CVE number, and their potential impacts
and other scores are usually filled into a CVSS record. However,
such records are global and aim for general use, not considering
specifics of particular environments or user preferences. Therefore,
in 2020, Karlsson et al. [29] implemented a recommender system
that considers users’ history and preferences and recommends vul-
nerabilities close to the user’s preference or interests. This work
is an excellent example of a recommender system in cybersecurity
because the approach is very similar to the well-known product
recommendation systems. A more sophisticated recommender sys-
tem was proposed by Huff et al. [23] in 2021. The authors propose
a system that collects software names and versions in the form of
CPE strings, links them to the CVE records, and recommends the
vulnerabilities that are the most relevant for the given network.
Such a tool has the potential to facilitate vulnerability and patch
management by recommending a small set of relevant CVEs from
the huge and continuously growing database.

5.3 Tier 3 and Intelligence

At Tier 3, advanced analyses are conducted. The focus of the an-
alysts is directed toward threat intelligence, risk assessment, and
attack prevention rather than towards handling a particular inci-
dent. While such tasks are usually conducted by skilled analysts,
they are complex and include the processing of large volumes of
heterogeneous data from many sources, which calls for the use
of recommender systems. Collaborative filtering can be applied to
global cyber threat intelligence (CTI) data, while knowledge-based
systems are promising in approaching heterogeneous inputs.

In 2019, Du et al. [15] proposed People-Readable Threat Intelli-
gence (PRTI), a highly condensed knowledge graph in which the
noise is filtered, and the items are comprehensive to human analysts.
Subsequently, they propose a method recommending PRTI to the
users based on their interests. However, the core of the work is in
the construction of the knowledge graph. In 2020, Ou et al. [45] pro-
posed building a large knowledge graph and applying collaborative
filtering to it. First, they construct a knowledge graph from the data
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in four public knowledge bases (vulnerability, weakness, exploit,
and attack pattern databases) and apply text mining to discover
threat information from the descriptions in natural language. Sub-
sequently, the paths in the knowledge graph are recommended. The
authors claim their approach provides diverse recommendations
(see Section 3) and is more accurate than content-based filtering.

The application of recommender systems can also be found in cy-
ber attack prevention. One of the first applications of recommender
systems in cybersecurity is the work by Polatidis et al. [48] from
2017. The authors proposed a system that finds all possible attack
paths in complex infrastructure and then recommended the paths
that are most likely to be exploited. The approach is inspired by
product recommendation systems, although they use a combination
of several approaches and state they are open to using other algo-
rithms if the task demands it. The authors revisited their approach
in a more recent publication from 2020 [49].

Another use of recommender systems in attack prevention is
for predictive blacklisting, as proposed by Soldo et al. [52, 53]. The
authors proposed an implicit recommendation system that is used
to build a blacklist of network entities that are likely to behave
maliciously in the future. The motivation for this work is that while
some network entities are detected to behave maliciously over and
over, many more are detected a few times in a short period of time
and not again. The problem of effective blacklisting is selecting
(or predicting) those entities that will likely continue in malicious
activities. A small blacklist of 100 IP addresses may achieve higher
hit rates (preventing more attacks) than a raw blacklist of thou-
sands of IP addresses [9]. Soldo et al. [52] were first inspired by
the recommender system of Netflix [20] and then enhanced their
work with spatio-temporal features to improve its effectiveness.
Although the topic was further investigated by other authors, most
recently by Barto§ et al. [9], they do not fall under the scope of
recommender systems.

5.4 Tier 4 and Incident Management

In the last group of surveyed works, we present the approaches to
applying recommender systems to incident management on the top
tier. While previously presented works dealt with current incidents
and other urgent needs, the works presented here are aimed at the
management, planning, and investments.

Earlier, we presented recommender systems applied to incident
response selection. A similar issue can be resolved by recommender
systems on a higher level as the problem of recommending the
most suitable solution to cyber infrastructure protection. Briefly,
instead of recommending which action to take in response to an
attack, the goal is to recommend equipment and tools that are worth
purchasing and deploying. The issues of optimal investment into
defense tools [16] or their optimal placement [40] were studied in
the past without the notion of recommender systems.

In 2019, Franco et al. [18] proposed MENTOR, a tool for recom-
mending the most suitable solution to network protection. MEN-
TOR considers the customer’s profile, budget, and requirements. It
assesses the customer’s infrastructure and attacks against it. Subse-
quently, it recommends a solution (list of products and services) to
protect the infrastructure and evaluates if it fulfills the customer’s
requirements. Factors like the availability of a product in a region
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and its pricing are also considered. The authors further discuss how
various properties (e.g., price) may drastically change the recom-
mendation when specific algorithms are used, which is a valuable
outcome for researchers in the field.

Decision support and recommender systems on the top level are
not intended only for the large organizations but also for small and
medium enterprises (SMEs), who very often lack expertise in this
area. While this is an open issue, Ahmed et al. [2] preliminarily
mapped the cybersecurity awareness and capabilities among the
SMEs in the Middle East and proposed a recommender system that
suggests the most suitable solution for a particular SME. Similar
works typically provide only the best practices [27].

5.5 Taxonomy

The proposed taxonomy of recommender systems in incident han-
dling is presented in Figure 2. First, we assign the recommender
systems under the phases of incident handling in which it is ap-
plied. A simple 4-phase workflow of incident handling [4, 33] is
used. Simultaneously, we categorize the works by the incident han-
dling tiers, where they are supposed to be used. Even though there
are similar tasks that are resolved at multiple levels differently, we
found a mapping in which the phases and tiers and exchangeable.
Not all recommender systems resolve only one issue. In such cases,
we chose the dominant application, such as in the case of the work
of Lyons [32], who integrated an incident response selector with
an intrusion detection system. The work of Sayan et al. [51] re-
mains the only hybrid approach as it provides recommendations
simultaneously for detection and response.

At Tier 1, triage is the most interesting phase from the decision-
making perspective, but the number of works that approached this
topic is lower than expected (apart from a number of publications
by Zhong et al. [59-61] that mostly do not propose a recommender
system). Tier 2 includes incident analysis and response, currently
the most popular recommender system application in cybersecurity.
The tools that would assist the incident handlers in the analytical
process from a wider perspective are scarce. The surveyed works
mostly aim at recommending which path to take in the investi-
gation, which tool to use, or which target to inspect but not on
their combinations. The other works cover response selection and
vulnerability management. Tier 3 covers highly specialized tools
and advanced approaches to threat intelligence, predictive analyt-
ics, and preemptive measures. The analysts may benefit namely
from collaborative, content-based, and knowledge-based filtering
of threat intelligence data that are large in volume and difficult
to analyze. At Tier 4, we identified several works that facilitate
planning and investments in cyber defense and complement the
response selection tools.

6 CONCLUSION

In this paper, we provided an overview of using recommender sys-
tems in incident handling. Our work was motivated by the needs
of cybersecurity teams and operation centers (CSIRT, CERT, SOC),
which have to deal with a scarce workforce and information over-
load while their members need to make many decisions when
handling an incident [22, 50, 57]. Under such conditions, any means
of automation or decision support are appreciated [3, 25]. We first
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Figure 2: Taxonomy of recommender systems in cybersecurity.

introduced the incident handling and recommender systems. Sub-
sequently, we presented the outcomes of the literature review and
overview approaches discussed in the literature. We also proposed
a taxonomy of recommender systems in incident handling.

The foremost finding of our work is that there are almost no
recommender systems that would approach the incident handling
holistically; the researchers and developers rather focus on par-
ticular tasks. Moreover, not all the works that propose a recom-
mender system actually implement any filtering method (collabo-
rative, content-based, or knowledge-based) but instead use other
mechanisms to support decision-making. The most popular topics
include recommending the most suitable method of incident sup-
pression or mitigation [32, 51, 55]. Recommender systems were also
proposed to approach particular tasks of incident detection [51],
prevention [48, 49, 52, 53], and analysis [24]. However, the incident
triage, which would benefit from the recommender systems the
most, was not approached very often and seems to be a very difficult
problem [60, 61]. Even though triage should be prompt and steers
the whole process, it is suggested that it takes too much time and
is often conducted by the least skilled personnel. Simultaneously,
the existing recommender systems approach highly specific tasks
conducted by skilled personnel.

We argue that one of the factors in this discrepancy is that re-
searchers might prefer niche problems that are interesting from
a scientific perspective, i.e., they were not studied before, and they
can be experimentally approached and evaluated. On the contrary,
the common problems, such as triage, would be very difficult to
evaluate in a controlled environment conforming to research prac-
tices [22, 50]. We also admit that in the triage phase, there are insuf-
ficient data to process by automated tools, which brings high risks
in the research and experimental development of such tools [60, 61].
If the data are available, they are often large in volume, and there
is a need to filter them [7, 8, 14]. Heterogeneity of the data is also
an important factor that hinders progress [10]. Therefore, new sci-
entific results and progress could be expected in the niche areas,
while the common tasks like triage will be more likely approached
by practitioners or developers of widely used tools, who may fa-
cilitate the decision-making by simple yet effective improvements
like tooltips, visualizations, and auxiliary data retrieval. A mature
recommender system for incident handling that would resolve the
triage and assist in incident analysis and response is not expected
to appear shortly; we guess it may take several more years. On the
contrary, the good news is that we encountered several masters’

and doctoral theses on similar topics, which indicates there is an
increasing interest in the research community.
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